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ARTICLE INFO ABSTRACT
Keywords: Structural repairs alter the physical properties of a structure, changing its responses, both in
Transfer learning terms of its normal condition and of its different damage states. This difference in responses

Domain adaptation

manifests itself as a shift between the pre- and post-repair data distributions, which can be
Population-based structural health monitoring

problematic for conventional data-driven approaches to structural health monitoring (SHM),
and limits their effectiveness in industrial applications. This limitation occurs typically because
approaches assume that the data distribution is the same in training as appears in testing; with
an algorithm failing to generalise when this assumption is not true; that is, pre-repair labels
no longer apply to the post-repair data. Transfer learning, in the form of domain adaptation,
proposes a solution to this issue, by mapping the pre- and post-repair data distributions onto a
shared latent space where their distributions are approximately equal, allowing pre-repair label
knowledge to be used to classify the post-repair data. This paper demonstrates the applicability
of domain adaptation as a method for overcoming the problem of repair on a dataset from
a Gnat trainer aircraft. In addition, a novel modification to an existing domain adaptation
technique - joint distribution adaptation — is proposed, which seeks to improve the semi-
supervised learning phase of the algorithm by considering a metric-informed procedure. The
metric-informed joint distribution adaptation algorithm is benchmarked against, and shown to
outperform, both conventional data-based approaches and other domain adaptation techniques.

1. Introduction

Repairing a structure is a crucial option in any asset management process, and vital for the structure to remain operating safely.
However, structural repairs and modifications cause changes to the physical properties of a system that will affect its structural
responses. This issue is problematic for data-based approaches to structural health monitoring (SHM) [1], which typically assume
that the overall structural response of the system under normal operation and for various health states will stay the same over time,
i.e. that the data distributions pre- and post-repair are the same for all damage states of interest. As a result, when a structure
is repaired, a new data-based model must be constructed that captures the behaviour of the repaired structure. This requirement
means that all previously-acquired data relating to various damage states will no longer be applicable (because of the shift in data
distributions). Consequently, a new labelling campaign would be required every time the structure is repaired, which will often be
infeasible for most industrial applications. One solution to this issue is to utilise transfer learning, transferring label knowledge from
the pre-repair dataset to the post-repair unlabelled data via unsupervised domain adaptation. This technology means any knowledge
obtained pre-repair can be utilised for the post-repair structure, creating more optimal and efficient data-based algorithms.
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Domain adaptation is one branch of transfer learning that seeks to map feature data from a labelled source dataset (here the pre-
repair dataset) to an unlabelled target dataset (the post-repair dataset). By learning a mapping on the datasets, typically into a shared
latent subspace, label information can be transferred, meaning knowledge is not lost after a structural repair. Domain adaptation
techniques have recently been investigated in several contexts. Gardner et al. utilised domain adaptation for performing population-
based SHM [2,3] - the process of transferring inferences between different structures [3-5] — and Fink et al. discuss how domain
adaptation can be applied to fleet prognostics and health management (PHM) between critical systems [6]. In addition, domain
adaptation has been utilised in rotating machinery contexts, transferring fault diagnostics between different loading scenarios [7-9]
and between different machines [10]. Moreover, Chakraborty et al. developed a technique for transferring knowledge between
nodes in a sensor network, overcoming issues associated with a faulty sensor in the network. The current paper explores the novel
application of utilising domain adaptation in overcoming system changes caused by structural repairs.

Several transfer learning and domain adaptation algorithms exist within the literature [7,8,11-22], with the focus here being
on methods that consider manipulations of the feature space, particularly in reducing the distance between the source and target
distributions in a shared latent space [14,15,17-19,21]. In addressing the issue of repair problems in SHM, a novel modification to
joint distribution adaptation (originally introduced by Long et al.) [17], is proposed. Joint distribution adaptation is an unsupervised
domain adaptation algorithm that seeks to find a mapping into a shared latent space where the distance between the joint
distributions of the source and target datasets are minimised. The contribution in this paper introduces a new approach for obtaining
initial pseudo-labels for the unlabelled target data using a metric-informed approach, rather than naive self-labelling as in [17]. In
addition, a code implementation accompanies this paper — https://github.com/pagard/EngineeringTransferLearning.

The outline of this paper is as follows. Section 2 discusses the problems structural repairs cause for data-based SHM methods
and introduces the Gnat aircraft dataset. Existing domain adaptation techniques are applied in Section 3 to features extracted
from previous analysis on the Gnat dataset in the literature [23,24], benchmarking their classification performance. Given that
these extracted features required damage-state knowledge from the pre- and post-repair states in the analysis [23,24], Section 4
explores using domain adaptation as a feature extraction and transfer learning tool for ‘repair’ scenarios on the Gnat aircraft. In the
light of these analyses, a novel modification to joint distribution adaptation is introduced, namely metric-informed joint distribution
adaptation, in Section 5. The method is applied to both feature sets in Section 6, where metric-informed joint distribution adaptation
is shown to outperform existing techniques. Finally, Section 7 states the conclusions from the paper.

2. Challenges introduced by structural repairs

Data-based approaches to structural health monitoring (SHM) are generally constructed based on the assumption that both
training and test data are drawn from the same underlying distribution. This assumption allows the engineer to train a machine
learner on data describing a set of damage states, knowing that the learner will generalise, meaning any new examples of those
damage states will be correctly classified. However, the assumption that both training and test data are from the same underlying
distribution is too strong an assumption for many real-world applications. Many different phenomena can affect the structure or
system of interest, resulting in a different underlying distribution, such as structural repairs, mounting equipment or changing
the configuration of the structure, new environmental or operational conditions, etc. It should be noted that changes due to
environmental and operational variations (EoVs) are not investigated in this paper, as these typically involve understanding changes
to the data distribution with relation to a dependent variable [25], e.g. the loading condition, therefore requiring a different approach
to that proposed in this paper.

Fig. 1 illustrates the effect of changing data distributions, known as domain shift, where the original training data — here denoted
as the source data — has an overall different distribution to new observations — here called the target data. It is clear from the figure
that a machine learner trained on the source data will not generalise to the target data, due to differences in the joint distribution
of the data. Conventional machine learning may show reasonable classification results for some classes, such as Class One, where
the conditional distributions are only slightly shifted. However, this behaviour would be concerning, masking the invalidation of
the assumption that the training and test data are drawn from the same distribution. The problem is most clear for Classes Two
and Three, where the changes in conditional distribution mean that part of Class Two (target) is now overlapping with Class Three
(source) training data, which would lead to misclassification.

Structural repair is a phenomenon that causes changes in the underlying distribution of the data. For example, replacing
components or applying repair materials, alters the mass, stiffness and damping properties of the system, meaning that the physical
structure is different to its pre-repair state. In a structural health monitoring context, repairs will be an accepted part of asset
management, with the structure being repaired, when necessary, throughout the lifespan of the structure. Any data-based strategy
must therefore account for the fact that repairs will take place, otherwise the structural health monitoring procedure will be invalid
each time a repair is performed. This fact will lead to a costly retraining campaign each time a structural modification is made, as
well as making all previously-labelled data points redundant, as they refer to the previous data distribution. The following section
focusses on the problem of repairing a structure in the specific context of a wing on a Gnat trainer aeroplane.

2.1. Gnat aircraft dataset
The Gnat aircraft dataset comes from an experimental campaign in which a network of uni-axial accelerometers were used

to obtain transmissibilities from the structure under different pseudo-damage scenarios (as it was not possible to truly damage
the structure), relating to the removal of nine inspection panels [23,26,27]. During the experiments, a broadband white-noise
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Fig. 1. An example of changes in the underlying distribution of a system; source () and target (——).

Table 1
Accelerometers used to form transmissibilities and their associated inspection panel [23].
Panel Associated Reference Response
transmissibility accelerometer accelerometer
P1 T1 AR Al
P2 T2 AR A2
P3 T3 AR A3
P4 T4 BR Bl
P5 TS5 BR B2
P6 T6 BR B3
P7 T7 CR Cl
P8 T8 CR Cc2
P9 T9 CR C3
Table 2

Test configurations in experimental campaign indicating which panels were removed and their
associated class label Y. Class label Y = 0 refers to the normal condition, i.e. no panels were

removed.
Sequence Repeat Configurations
1 1 Normal; Y =0 PL, Y =1 P2, Y =2 P3; Y =3
2 2 Normal; Y =0 Pl; Y=1 P2; Y =2 P3; Y =3
3 1 Normal; Y =0 P4, Y =4 P5,Y =5 P6; Y =6
4 2 Normal; Y =0 P4, Y =4 P5 Y =5 P6; Y =6
5 1 Normal; Y =0 P7, Y =7 P8; Y =8 P9 Y =9
6 2 Normal; Y =0 P7; Y =7 P8; Y =8 P9; Y =9
7 1 Normal; Y =0

excitation was applied to the structure via an electrodynamic shaker below inspection panel four, on the bottom surface of the
wing. A schematic of the aircraft wing, depicting the locations of inspection panels, accelerometers and transmissibility paths is
shown in Fig. 2. Each transmissibility path was designed to target a particular inspection panel, i.e. the reference (denoted R) and
target accelerometers define a path that crosses one particular inspection panel; the panels and their associated transmissibilities
are presented in Table 1.

There were two categories of inspection panel, a set of small panels {P3, P6} — both with an area of 0.00825 m? [23] — and a set
of larger panels {P1, P2, P4, P5, P7, P8, P9} — with areas greater than 0.0176m? [23]. Each transmissibility covered a frequency
range of 1024-2048 Hz containing 1024 spectral lines. For more details about the experimental campaign, the interested reader is
referred to [23,26,27].

The test strategy involved applying damage sequentially, achieved by removing inspection panels covered by each transducer
group, A, B and C respectively. The 25 configurations investigated are presented in Table 2, grouped into seven sequences of
measurements, each containing data from the normal condition, with sequences one to six containing damage states. For each of the
25 configurations, 100 repeat measurements were obtained, totalling 2500 measurements (700 of the normal condition and 1800
measurements of damage states) over the complete experimental campaign. The real and imaginary parts of the transmissibilities
were converted to magnitudes and the phase was discarded [23].

The effects of removing and reattaching inspection panels are similar to those from structural changes introduced by performing
repairs. In fact, removing and reattaching inspection panels is typically a step required in performing maintenance to the aircraft
wing. For this reason, the experiential dataset is used to demonstrate the typical changes in data distributions encountered during
an SHM campaign involving structural repairs.
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Fuselage

Fig. 2. A representative schematic of the Gnat aircraft starboard wing (not to scale), indicating the locations of inspection panels, accelerometers and
transmissibility paths.
Source: Recreated from [23].

The main source of variability between configuration repeats, e.g. Sequence One and Two, arises from uncertainties in the
boundary conditions of the inspection panels, despite the torque on the fastenings being controlled for the configurations [23].
Fig. 3 presents a comparison of transmissibility T;, for Sequences One and Two in Table 2, for the normal condition Y = 0 (top
panel) and the removal of panel one Y = 1 (bottom panel). It is clear that there are significant changes in the response between the
repeat configurations in Sequences One and Two for both the normal and damage conditions. In fact, the changes due to the ‘repair’
are larger than those associated with damage. This domain shift, which appears for all transmissibilities and damage conditions,
causes difficulties in applying a machine learner trained from one repeat, to another. It is clear that just removing and replacing
the same inspection panels causes larger variations than those caused by damage, motivating the need for a novel approach to
data-based SHM in these repair scenarios.

2.2. The potential of transfer learning

Transfer learning is a branch of machine learning that seeks to overcome issues associated with domain shift, which can occur
when a structure is repaired. The approaches leverage information from a group of datasets, in aiding a task on a different
dataset [11-13]. One subcategory of approach within transfer learning is domain adaptation, seeking to utilise a source dataset
{x], ¥ }fi"l in aiding the predictive function f,(-) on a target dataset {x"., yﬁ}‘.N:’I, where the marginal distributions p(X) # p(X,), and
potentially the conditional distributions p(y, | X,) # p(y, | X,), are different (as seen in Fig. 1) [11]. In addition, domain adaptation
assumes that the feature and label spaces are equal, X; = &, and Y, = Y, respectively; where X and y contain finite samples from
X and Y. Typically, domain adaptation techniques are interested in the scenario where the target domain is completely unlabelled,
i.e. the target dataset is {xf}l’l, which occurs in a repair scenario.

It is clear that the scenario introduced in Section 2.1 leads to a problem suited to domain adaptation, namely that the joint
distribution is different between repair conditions, as demonstrated in Fig. 3. For this reason, domain adaptation algorithms are
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Fig. 3. Comparison of transmissibility 7| for before (==) and after (=) repeat configuration measurements (sequence one and two in Table 2 respectively).
Top and bottom panels depict the normal condition and class one respectively.

Table 3

Nine features selected from a genetic algorithm in [24].
Feat. no. 1 2 3 7 9 28 31 33 44
Trans. T2* T2* T1* T4* T5 T7* T7* T8* T9*

Spectral lines 342-351 667-676 845-874 249-258 195-214 757-766 331-340 327-336 935-944

*Denotes the inverse transmissibility.

explored here, mapping source and target datasets from each repeat configuration onto a new feature space where both datasets
lie on top of each other, i.e. the distance between data distributions is minimised. This process creates a new feature space where
label information can be transferred from the source to the target domain, therefore overcoming issues associated with structural
repairs in SHM campaigns.

3. Overcoming a repair problem on a Gnat aircraft wing: features derived from engineering-informed knowledge

The Gnat aircraft wing dataset has been explored several times in the literature [23,24,27-29]. In these previous works, the
problem of repeat measurements within the sequence of data (mimicking a repair scenario) were overcome by creating a feature
space from the interleaved dataset [23,24,28,29]. However, this strategy is often unsatisfactory in many real-world applications, as
examples of all repair configurations are not normally available at the start of the SHM campaign. For the sake of continuity, and
to benchmark domain adaptation against previous work, the feature space from past analysis is initially considered.

The feature space is based on work in [23], where engineering judgement was used to select features for each panel that were
sensitive to that panel alone. The features were based on discordancy measures, in this case Mahalanobis squared-distances (MSDs),
where the aim of each feature was to be sensitive to outliers from a particular panel removal. The Gaussian model for each MSD
was comprised of the complete set of 700 normal condition observations covering a particular range of spectral lines for a chosen
transmissibility (given that novelty detection was successfully performed in [27]). For example, a feature that was sensitive to the
removal of P2 was composed from the inverse of Transmissibility One, considering the spectral line range 845-874 [23]. In total,
44 damage sensitive features were identified, each selected considering the interleaved dataset and engineering judgement — the
interested reader is referred to [23] for an in-depth outline of how the features were determined and created. The authors state that
a semi-objective criteria, based on desired outlier statistics, was used to select nine features (one feature for each panel), that would
produce a separable feature space for the localisation problem. A multilayer perceptron (MLP) classifier was subsequently applied
to the feature space — where the complete dataset was divided into three equal sections: training, validation and testing. The MLP
produced a localisation accuracy of 86.5% on the independent test set [23].

A second analysis was performed in [24] with the aim of producing a more objective criteria for feature selection. This analysis
used a genetic algorithm (GA) to select the nine most ‘optimal’ features from the 44, where the cost function was constructed from
the accuracy of an MLP classifier trained on the candidate features. The GA-selected features, shown in Table 3, for the complete
set of sequences, were again separated into three equal datasets: training, validation and testing. An MLP produced a localisation
accuracy of 98.1% on the interleaved independent test set [24] (combining both pre- and post-repair data), showing an improvement
on the semi-objective feature set in [23].

The first two principal components of the feature space are presented in Fig. 4, where the dataset has been divided into pre- and
post-repair datasets (rather than the training, validation and test partitions in [24]). The pre-repair dataset comprises of sequences
{1,3,5}, i.e. the first repeat of each damage scenario, with the post-repair dataset composed from sequences {2,4,6}, i.e. the second
repeat for each damage scenario (where all 700 normal condition observations have been used in constructing the features).

This feature space was extracted, given knowledge of the damage condition for both the pre- and post-repair conditions, which
is often not obtainable a priori, hence the need for transfer learning. However, given this engineered feature space, it can be seen
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2nd principal component
2nd principal component

-3 28l %
302 a1 0 1 2 3 4 3 -2 1 0 1 2 3 4
1st principal component 1st principal component

Fig. 4. The first two principal components for nine GA-selected features. Pre-repair (source) data (x) and post-repair (target) data (o) are depicted where the
left and right panels show the mapping training and testing data.

that both the pre- and post-repair observations have similar distributions, meaning that a conventional machine learning strategy
is able to generalise well from the pre-repair source data to the post-repair target data, hence the results in [24,27]. However, even
for this highly-engineered feature space, where both pre- and post-repair data have been used, there are slight discrepancies in the
distributions between pre- and post-repair states, meaning that domain adaptation can be used to enhance classification performance
when compared to a conventional machine learning approach; this is explored by applying domain adaptation techniques, mainly
via joint distribution adaptation [17], which is outlined next.

3.1. Joint distribution adaptation

Joint distribution adaptation is an algorithm designed to map labelled source and unlabelled target datasets onto a space where
the distance between their joint distributions is minimised [17]. By minimising the distance between the source and target joint
distributions in an unsupervised manner, JDA is able to find a mapping where the source and target distributions are approximately
equal, meaning that the source and target datasets will lie on top of each other in the latent space, allowing label information to be
transferred from the source to the target domains. The approach infers a nonlinear transformation ¢ from the original feature space
onto a reproducing kernel Hilbert space (RKHS), i.e. ¢ : X — H, where p(y,. d(X,)) ~ p(y,, #(X,)). However, the target conditional
distribution p(y, | X,) is not obtainable given an unlabelled target domain. Target pseudo-labels y, are therefore estimated and
used in approximating the joint distribution. Furthermore, the posterior probabilities, p(y,|X,) and p(y, | X,), are difficult and
computationally expensive to obtain. As a result, JDA utilises the class conditional distributions, p(X; |y, = ¢) and p(X; |y, = ¢),
where ¢ = {1,...,C} in the class label set Y, as a substitute for the conditional distribution. Consequently, JDA minimises the
distance between the marginal distributions, p(¢(X,)) and p(¢(X,)), and the class conditional distributions, p(¢(X,) |y, = ¢) and
p(p(X,) | §; = ¢), simultaneously in order to find an optimal mapping ¢ that approximately minimises the distance between the
source and target joint distributions.

The distance criterion utilised in JDA is the (squared) maximum mean discrepancy (MMD) distance. This distance between
distributions is calculated by assessing the difference between two empirical means, via a nonlinear mapping into an (RKHS),
specifically via a kernel, k(x;, x )= d(x) T p(x ;) [30]. For the marginal distributions, the distance can be formed as,

S i=1

N, N, 2
D(p(X,), p(X))) = Ni > bx ) - Ni X bx, )| = tr(KM) m
tj=1 H

where K = ¢(X)Tp(X) € RWs+NXINs+ND) given X = X, U X, € RWs*tN)Xd where d is the dimension of the features. The matrix M
describes the empirical mean defined as,

x;,x; € X

=1

M. j) =

2|_ _2|_

7, XX €EX, 2
t

—1 .
R otherwise.

sVt

JDA seeks to learn an empirical approximation of the optimal kernel by utilising a low-rank empirical kernel embedding K =
KWWTK [31]. This allows the distance between the marginal distribution to be rewritten as,

D(p(X,),p(X,) = tr(WTKMKW) 3)
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where W € RWNstNoXk are the weights which perform a reduction and transformation. Solving an optimisation problem for Eq. (3)
is the same as performing transfer component analysis (TCA), which seeks to minimise the marginal distance only [14]. Modifying
Eq. (3), the class conditional, along with the marginal distributions, can be considered, leading to an approximation of the distance
between the joint distributions formed as,
c
D(p(y, X o). Py X)) & Y tr(WTK MKW ) @
c=0
where ¢ = {0, 1, ..., C}, which is the set of class labels in ), with the addition of zero such that when ¢ = 0 the distance is equivalent
to Eq. (3). The matrix M, defines the empirical mean, but now considers the means of the marginal and class conditionals for each
class c,

W, x;,X; € DEC)
W, X, X; € Dgc)
MG, j)= | . e Dﬁ”)x, e (5)
N x; € D¥x; € D\
0, otherwise

where DEC) = {x; : x; € D; A y(x;) = c} are the instances that belong in class ¢ given the true source label y(x;) of x; and
Dic) = {x; : x; € D, A §(x;) = c} are the instances that belong in class ¢ given the pseudo-target label j(x;) of x; (where A is
the logical AND symbol). The numbers of data points in each class for the source and target domains are therefore Nf,c) = |D§”)| and
N = D|.

Minimising the approximate distance between the joint distributions can subsequently be formed as the following regularised
optimisation problem,

C
: — T T
o in = C;Otr(W KM KW) + utt(WTW) (6)

which is subject to the constraint, WTKHKW = I (kernel principal component analysis), removing the trivial solution W = 0;
where H = I — 1/(N, + N,)1 is a centring matrix, I is an identify matrix and 1 a matrix of ones. The regularisation parameter u
controls a complexity penalty on the weights. A Lagrangian approach can be used to convert equation (6) to an eigenvalue problem
for W, where the eigenvectors required for the mapping correspond to the k smallest eigenvalues (¢) of,

c
<K Y MK+ ,411> W = KHKW¢ @
c=0

where the k-dimensional transformed feature space is calculated by Z = KW € RWNs+NoXk | Once the data have been mapped onto
this new transfer space, a classifier can be constructed on the source domain data and applied to the target domain data, where the
joint distributions are now ‘close’ (given the minimum MMD distance).

The main complexity in JDA is that the algorithm requires pseudo-labelling of the target features in order to obtain the target
domain class conditionals. In the original algorithm, Long et al. recommend using a naive self-labelling technique and iterating in
an EM-like approach to refine the pseudo-label estimates [17]. The method begins by initialising W when M, is evaluated only for
¢ =0, i.e. the distance between marginal distributions alone is minimised, as this requires no knowledge of the target labels. In this
initial transformed space a classifier is trained using the source data and applied to the target data, providing estimates of ,. These
estimates are used to update M, for ¢ = {0,1,...,C}, and the process of re-estimating W and then y, is iterated. The challenge
with this approach is that, if the class conditionals are very different, then the initial mapping, based on the marginal distributions,
will result in poor estimates of the target labels y,. This problem can be difficult to overcome, even with repeat iterations, as the
incorrect pseudo-labels will lead to an inappropriate set of weights, compounding the error. As a result, a modification to JDA is
introduced later on in Section 5; however, for now, vanilla JDA is applied in the following section in order to demonstrate the
applicability of domain adaptation to the problem of repair in SHM.

3.2. Domain adaptation on genetic algorithm-selected feature space

In order to overcome the repair problem on the Gnat aircraft wing, domain adaptation methods are applied to the GA-selected
feature space. Several domain adaptation methods are compared, those involving minimising statistical distances such as TCA, JDA,
and weighted-balanced distribution adaptation (WBDA) [21], — a modification to JDA that seeks to overcome class imbalance —
along with a manifold-based approach, the geodesic flow kernel (GFK) [16], as well as adaptation regularisation-based transfer
learning (ARTL) which incorporates the adaptation mapping into a least-squares discriminative classifier [18]. These approaches
are benchmarked against conventional approaches to data-based SHM, where a classifier is trained on the pre-repair (source) data
and applied to the post-repair (target) data. In this case study a k-Nearest Neighbour (KNN) classifier is implemented. Although any



P. Gardner et al. Journal of Sound and Vibration 510 (2021) 116245

100 __ e —
30 I 0.8 M
I
60 0.6
= &
g [ IData 2
g ao|EEDPCA K04
< [CIGFK
[ JTCA
20 | |[CZJARTL 0.2
[_JWBDA
[]JDA
P i 0

Source train Source test Target train Target test Source train Source test Target train Target test

Fig. 5. Comparison of classification performance given each feature space considering the nine GA-selected features; left panel, accuracy of predictions, right
panel, F, scores.

classifier can be used in combination with TCA, JDA, WBDA and GFK, a KNN is used here as successful domain adaptation will
result in a feature space where the source and target dataset are close in terms of Euclidean distance.

The Gnat dataset is divided into a pre-repair source domain and a post-repair target domain. As the domain adaptation approaches
need some unlabelled target domain data, the source and target datasets are divided into mapping training and testing data, i.e. the
source and target training data are used in inferring the domain adaptation mapping. The KNN classifiers are only trained on the
source training data and are applied to the source testing, target training and target testing datasets as three independent datasets.
Each KNN classifier uses a Euclidean distance metric where the number of neighbours have been selected via ten-fold cross-validation
on the source training data.

For TCA, WBDA, ARTL and JDA, a radial basis function (RBF) kernel was implemented, moving the data into an RKHS,
i.e. K(x,x') = exp(—||x — x'||>/2L?) where L is the scale parameter. This kernel function is chosen as it provides a smooth and
flexible nonlinear mapping, where the hyperparameter L was determined using a median heuristic on the training data, according
to [30]. The regularisation parameter for TCA, WBDA and JDA was u = 0.1 (the other regularisation parameters in ARTL were both
set to 0.1), and as TCA, WBDA, ARTL and JDA all map to a space which is at least (d—1)-dimensional, eight components were selected
(with the GA-selected features having been designed to be a low-dimensional representation). The domain adaptation techniques
are trained using the source and target training data, where the target training data are unlabelled. WBDA, ARTI] and JDA were
implemented with 10 iterations to allow for convergence. Fig. 5 presents results from applying a KNN to the following feature spaces:
the original feature space, a nine-dimensional principal component space, the GFK kernel space, the eight-dimensional TCA transfer
component space, the eight-dimensional WBDA transfer component space and the eight-dimensional JDA transfer component space,
along with the results from ARTL.

In this scenario, the KNN trained on the original feature space performs well on the source test data (98.7%) which is comparable
to the 98.1% obtained on the complete interleaved dataset by the MLP in [24]. However, the performance drops on the target
datasets (90.6% in training and 91.6% in testing). This drop in performance is caused by the changes in the data distributions from
the source to target data. In comparison, JDA improves performance on the target training and testing datasets to 96.0% and 94.6%
respectively. It is noted that JDA aims to find a mapping that reduces the distance between the source and target datasets, and does
not have a mechanism for maintaining class separability. As a result, JDA shows a slight reduction in performance on the source
datasets, when compared to the KNN trained on the data and PCA feature spaces. What JDA shows in this case study is a more
consistent classification performance across each dataset, showing that the feature space is more suitable for learning generalisable
behaviours when compared to the data and PCA feature spaces. In addition, TCA, WBDA and ART] all provide similar performances,
maintaining relatively good classification scores in the source domain, with WBDA and ARTL improving classification in the target
domain, and TCA providing target classification scores similar to using the original feature space. It is noted that none of these
approaches outperform JDA in the target domain. In this case study, GFK has failed to identify a suitable mapping, mainly due to
the fact that the subspace embeddings provide little benefit for this low-dimensional original feature space.

These results show the potential for domain adaptation to overcome differences in data distributions caused by structural repairs.
The next section considers domain adaptation on the complete transmissibility set, meaning that domain adaptation is more heavily
relied upon in performing feature extraction as well as transfer learning. In addition, considering the full transmissibility set removes
the issues associated with selecting features given an understanding of damage from both the pre- and post-repair states; something
often not obtainable in practical scenarios.

4. Overcoming a repair problem on a Gnat aircraft wing: feature extraction and transfer learning
The full transmissibility dataset from the Gnat aircraft is a high-dimensional feature space (R?°°%%°216) that experiences domain

shift via repeated sequences of measurements of the same damage scenarios. This feature space represents a more typical scenario
for repair problems in SHM, and is more challenging for domain adaptation techniques because of greater differences in the joint
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Fig. 6. The first two principal components for the complete dataset feature set X = log(h + {T; ]?:l). Source data (x) and target data (o) are depicted where the
left and right panels show the mapping training and testing data.

distributions between the pre- and post-repair states. This section explores the repair problem when domain adaptation techniques
are utilised in performing both a feature extraction role as well as knowledge transfer.

TCA, WBDA, ARTL and JDA are domain adaptation techniques that perform dimensionality reduction as well as knowledge
transfer. This ability to find a reduced-dimension shared feature space means that the approaches can be used as a feature extraction
technique for the Gnat dataset, removing the problems associated with hindsight in Section 3. The complete dataset is composed from
the feature space X = log(h+{T; }?zl); here a small offset 4 is added to the transmissibilities in order to remove the logarithm of zero
elements [32]. Once more, the SHM problem is localisation of panel removals, meaning the label space is ¥ € {1,2,3,4,5,6,7,8,9}.
The repair scenario is formed by considering the first repeat from each transducer group as the pre-repair source data, X; € R%00x9216
formed from sequences {1, 3,5} in Table 2, and the post-repair target data, X, € R?99%9216 to be formed from sequences {2,4,6}. The
source and target datasets were divided into mapping training and testing datasets composed of 500 and 400 randomly-selected
observations respectively.

The first two principal components of the feature data are shown in Fig. 6. It is clear from the PCA space that the complete
dataset is particularly challenging for domain adaptation when the target domain is completely unlabelled. Many of the classes
switch positions between the source and target datasets; for example Class Six, which relates to the removal of a small panel, not
only has a large degree of separation between the source and target datasets, but the target data for Class Six is very similar to
those of Classes Seven, Eight and Nine. This picture shows that the conditional distributions are very different, and will invalidate
the initial assumption in JDA, that matching the marginal distributions will result in good initial pseudo-label estimates.

TCA, WBDA, ARTL and JDA were implemented with y = 0.1 (the other regularisation parameters in ARTL were both set to 0.1)
and an RBF kernel (with the hyperparameters obtained from the median heuristic [30]). The number of transfer components selected
was nine. For both domain adaptation techniques, the source and target training datasets were used in learning the mapping, where
the target training dataset is unlabelled. For each feature space (apart from ARTL which is itself a classifier) a KNN classifier was
trained on the source training data, where the number of neighbours was selected through ten-fold cross validation. Classification
performance metrics are presented in Fig. 7. As expected, all the domain adaptation methods have not rectified the problems with the
feature space because of the significant differences in the conditional distributions, and in fact, has led to negative transfer [22,33]
in certain parts of the feature space. An example of this negative transfer is shown in the JDA mapping in Fig. 8. It is also noted that
the data and PCA feature spaces have produced equivalent classification scores, showing that PCA has not improved separability
when compared to the original data. Motivated by these difficulties, the next section introduces metric-informed JDA as a method
for relaxing the initial pseudo-labelling assumption in JDA.

5. Metric-informed joint distribution adaptation

Domain adaptation methods typically assume that the target dataset is unlabelled — hence the need for transfer learning — and
this assumption is true of the repair problem (i.e. an unlabelled post-repair dataset). This issue poses challenges in matching the
joint distributions between the source and target datasets, i.e. p(y,, X;) ~ p(y,, X,), as information relating to the target conditional
distribution p(y, | X,) is unknown. To overcome this challenge, some form of semi-supervised learning is required, leveraging both
labelled source and unlabelled target data points in training to estimate the predictive function [34]. In this scenario, semi-
supervised learning is used to provide target pseudo-labels y,, which can be used to approximate the target joint distribution,
Le. p(3,. X) ~ p(y. X,) if § ¥} Vi=1,....N,.

Metric-informed JDA seeks to obtain target pseudo-label estimates utilising a method informed by a normalised distance metric,
specifically the Mahalanobis squared distance (MSD). The proposed algorithm builds on joint distribution adaptation (JDA) [17],
with an additional metric-assisted step, offering better initial estimates of the target pseudo-labels than naive self-labelling alone.
The following subsections introduce the metric-assisted methodology before outlined the complete algorithm.
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5.1. Metric-informed pseudo-labelling

As aforementioned, a significant challenge in implementing JDA is obtaining accurate pseudo-labels for the target dataset y, (such
that a mapping can be found that minimises the distance between joint distributions). The method proposed by Long et al. relies on
the transformed space, based on the initial marginal distribution matching, to offer an adequate first guess at the pseudo-labels [17]
— akin to assuming that initially the conditional distributions between the source and target datasets are equal. This may be limiting
in some scenarios, and hence a procedure is introduced here that utilises a metric-informed approach using Mahalanobis squared
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distance (MSD) metrics in providing improved initial pseudo-labels to JDA. This metric-informed approach is akin to assuming that
for each class the source cluster will be closest to the corresponding target cluster.

In order to encode the assumption that data from the same class will be most similar for the source and target data (i.e. the same
classes in the source and target are ‘closest’), a distance metric, specifically the Mahalanobis squared distance (MSD) is utilised. The
reason for this choice of metric is that the MSD metric has been well-studied within the field of outlier analysis, and is a natural
distance metric for performing novelty detection [1,26,27,35]. Parallels can be made between the process of determining if data from
one class in the target domain are most similar to their corresponding class in the source domain - the goal of the metric-informed
psuedo-labelling step — and novelty detection, where the aim is to determine if new data points are similar to some previously-defined
set of normal condition data points. Formally, the Mahalanobis squared distance (MSD) is defined as,

Dl =(x;— )" 27 (x; - ) (8)

where x; is the observation being considered, given a sample mean j and covariance £ determined from X = {xi}i’i \» therefore
assessing the squared-Euclidean distance from the sample mean weighted by the sample covariance. In the field of outlier analysis,
the MSD is a measure of novelty and assumes that the rest of the data are distributed given some normal distribution, i.e. X ~
N (u, Z), which is therefore approximated through the sample mean j and covariance 3. A threshold T can be set for an MSD
discordancy test such that, given a confidence bound, observations can be determined as inlying or not. A Monte Carlo approach
can be used in order to obtain the threshold given the expected statistics of the MSD samples [35] (and is the method used to
obtain the threshold for each class in this paper). It is noted that in the proposed metric-informed psuedo-labelling step, although
an MSD distance is used (and a threshold considering its expected statistics), this process is not strictly performing outlier analysis
in a formal sense, and instead is being used as a guiding metric to find an initialisation on the psuedo-labels for domain adaptation
(hence is named metric-informed).

Metric-informed pseudo-labelling seeks to estimate target pseudo-labels by considering MSDs based on each class in the source
domain. The central idea is that labelled source data are used to calculate MSDs for each class Df(xf) Ve e {l,2,...,C}; formed
from a sample mean ﬁ(Dic)) and covariance E(DEC)) per class. The assumption is that this MSD, when applied to the unlabelled
target data D%(x;), will provide the lowest MSD values for target data from the same corresponding class, i.e. it assumes that data
from the same class will be most similar for the source and target data. Each class MSD is subsequently normalised by its threshold
Df(x,.) = Df(x,.)/Tc, where all MSD values below 7, are set to zero. This normalisation allows for objective comparison between
each class, given class imbalance. A normalised MSD feature space is formed DZC € RWsHNOXC = (D2(x)} V ¢ € {1,2,...,C} —
where there is a normalised MSD vector for each class. The target pseudo-label can then be obtained by setting the label for the ith
target instance to be the class ¢ corresponding to the minimum normalised MSD, i.e. the ¢ where D? = min(Dé). An overview of the
procedure is outlined in the first section of Algorithm 1.

Metric-informed JDA can be divided into two actions: obtain the initial pseudo-labels from the outlier procedure, then perform
JDA given these pseudo-label estimates. It is noted that although there are parallels with transfer metric learning [36], the use of the
Mahalanobis distance in the proposed method is to create a constraint on the initial target pseudo-label estimates, and not formally
used as part of the cost function for learning the feature mapping (as would be the case in transfer metric learning). Algorithm
1 outlines the approach, where the main difference to conventional JDA is that initially the conditional distributions between the
source and target data can be more different, as long as the majority of source and target data for each class are more similar to
each other than any other class.

5.2. Metric-informed JDA and the curse of dimensionality

One problem with performing metric-assisted pseudo-labelling via MSD measures, is that the MSD suffers from the curse of
dimensionality, meaning if the number of observations in X is small, i.e. N < (d + 1) the sample covariance will be singular [37].
This is the case for the Gnat dataset, where each transmissibility has a size 1 x 1024 (number of observations by dimension), and
the complete feature space, i.e. all nine transmissibilities X = {T'1,72,T3,T4,T5,T6,T7,T8,T9}, has a size 1 x 9216 (i.e. d = 9216),
but there are only 100 observations for each class, for each repeat (i.e. N = 100). This issue makes applying standard Mahalanobis
squared distances challenging, and has led to the idea of outlier ensembles in [28] (i.e. an ensemble of MSD distances). It is proposed
that in the case where N < (d + 1) for any particular class, that an ensemble approach is taken (as in [28]) where MSD ensembles
are used to construct the MSD feature space Dé. A brief outline of MSD ensembles approach is provided below, where the steps can
be substituted into Algorithm 1.

MSD ensembles use a committee of M models, each modelling the sample mean ji,, and covariance 2, creating a weighted
average MSD measure Di,(x,-),

M
D2(x,) = ﬁ Y w, D2 (x) ©)
m=1
where D2 (x;) is the mth committee member’s MSD with respect to the ith observation, formed from f,, and 3., with w,, being its
associated weight — set in this paper to unity. Ensembles are formed from a set of M members, with each member being formed
from a number of features N L (where a guiding heuristic is that N ;< \/ﬁ [28]). For each member, a random set of N ’ features,
from the d-dimensional set, are obtained and used to form the mth model’s sample mean f,, and covariance £,,, which in turn are
used to calculate Dfn(x[) for all observations. Once each member’s MSD has been obtained, the average is estimated via equation (9).
This average MSD can be used in lieu of the conventional MSD of the complete feature in Algorithm 1.
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Algorithm 1 Metric-informed joint distribution adaptation

Initialise pseudo-labels

Form dataset X = X, U X,
Initialise D2, « {N x C}
forc=1,2,...,C do

DY ={(x,:x, €D Ay(x;)=c}Vi€1,2,....,N > Get source data for class ¢
Calculate sample mean ﬂg") and covariance 2.5”) > Obtain model parameters
Calculate MSD Df(X ) > Calculate MSD for all observations
Obtain the threshold 7, for a given confidence bound > Using a Monte Carlo approach [35]

Normalise the MSD D2(X)
Store normalised MSD as column in DZC(X )
end for
Obtain target pseudo-labels $(X,) = ¢ corresponding to min(DZC(X )

Domain adaptation

Set number of iterations
Construct M, V¢ € 0 : C from equation (5) given {y(X,), (X,)}
fori=1,2,...,iterations do
Solve eigen-decomposition in equation (7) and select k smallest eigenvectors to construct W
Calculate projection Z = KW
Train classifier f on Z; and y(x?)
Update j(x}) from classifier f
Update M. Vc € 1,2,...,C from equation (5) given {y(X,), $(X,)}
end for

6. Overcoming the repair problem on a Gnat aircraft wing: feature extraction and transfer learning using metric-informed
joint distribution adaptation

Metric-informed joint distribution adaptation can be used to relax the initial pseudo-labelling assumptions in JDA. The following
sections apply the technique to the transmissibility features for the large panels only, then the complete transmissibility dataset,
and finally follow up with the approach on the GA-selected features.

6.1. Analysis considering only the large inspection panels

Previous analysis in the literature demonstrated that the smaller panels in the Gnat dataset cause confusion during local-
isation [23]. In addition, recent analysis in [29] has shown that creating a hierarchy of classifiers that detect whether the
class belongs to the large or small panel subsets, and then localising damage within these sets, provides boosted classification
performance when compared to the complete classification problem. As a result, the large inspection panels were considered in
isolation, i.e. ¥ € {1,2,4,5,7,8,9}. The feature space was constructed from the log transmissibilities that covered the large panels,
ie. X =log(h+{T1,T2,T4,T5, T7, T8, T9}). The repair scenario considered the first repeat of each transducer group to form the
source dataset, i.e. X, € R700%7168 was formed from sequences {1,3,5} in Table 2, and the target dataset from the second repeat for
each transducer group, i.e. X, € R7%%7198 formed from sequences {2,4,6} in Table 2. The source and target datasets are further
divided into mapping training and testing sets, with 500 and 200 randomly-selected data points respectively.

A visualisation of the first two principal components is shown in Fig. 9, which highlights the differences between the pre- (source)
and post- (target) repair scenarios. Some classes have remained relatively close together, such as Class Four, while others, e.g. Class
Two, have moved far enough away that they now lie closer to source data from other classes. It is clear from this figure that a
classifier trained on the pre-repair source data will not generalise to the target domain. However, unlike the complete dataset, very
few of the classes switch places between the source and target data, and instead show a slight shift in cluster positions.

TCA, WBDA, ARTL, JDA and M-JDA were implemented with y = 0.1 (the other ARTL regularisation parameters was set to 0.1) and
an RBF kernel (with the hyperparameters estimated from the median heuristic [30]). The minimum number of transfer components
that provided good classification performance for each domain adaptation method was two, demonstrating a high dimensionality
reduction of the space. The domain adaptation techniques were trained using the source and target training datasets, where the
target training dataset was unlabelled. Once more, KNN classifiers were trained on each feature space (apart from ARTL which is
itself a classifier) using the source training data where the number of neighbours was selected via ten-fold cross validation.

Because of the high dimensionality of the feature space, M-JDA was implemented using an MSD ensemble approach. An ensemble
of 1000 members (M = 1000) was used for each class, where the number of features used for each member was eight, i.e. N =8,

selected by the heuristic N r® VN [28], where N is the number of observations in the source training dataset for each class. A
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Fig. 9. The first two principal components for the large panel feature set X =log{T\,T,,T,,Ts, Ty, Ty, Ty }. Source data (x) and target data (o) are depicted where
the left and right panels show the mapping training and testing data.

threshold for each class was set based on a 99% confidence bound, and was determined using a Monte Carlo approach with 10000
samples [35]. Examples of the MSDs against their thresholds are presented in Fig. 10 for Classes One, Two, Four and Five. Each
ensemble flags the source testing data related to their respective class as below the threshold (and in an outlier analysis setting
can be seen as inlying), with the remaining classes having data above the threshold (and in the language of outlier analysis would
be identified as outlying). Given the significant changes in the dataset distributions between the source and target datasets, all the
target data are above the threshold (and if using the language of outlier analysis would be flagged as outlying), again highlighting
the need for transfer. However, for each class ensemble, the spread of classes for the source data are generally similar to the class
spread for the target data, i.e. the ordering of classes by ‘closeness’ would result in a similar order for the source and target datasets.
Importantly, for the proposed approach, the closest class for the target dataset in each ensemble corresponds to the class in which
the ensemble was constructed, e.g. the ensemble for Class One produces an MSD that means that Class One is the closest class to
the threshold for the target dataset. Classes Two and Four are the only classes where this behaviour is not distinct.

In order to obtain pseudo-labels from the unsupervised MSD-ensemble predictions, the normalised MSD feature space is formed
as defined in Section 5.1. The pseudo-labels are obtained as the class that corresponds to the minimum normalised MSD for each
observation. Two confusion matrices are presented in Fig. 11, showing the accuracy of these pseudo-labels obtained from the
MSD procedure on the target datasets. It can be seen that very little confusion has occurred between classes. The metric-informed
pseudo-labels were used to initialise M-JDA, where the identified feature space is shown in Fig. 12, and all classes are successfully
matched.

The performance of each KNN classifier, and ARTL, are demonstrated in Fig. 13, along with the classification performance of the
metric-informed pseudo-labels (MI) — the initial pseudo-labels used in M-JDA. It can be seen that M-JDA has successfully produced
100% accuracy, and significantly outperforms JDA, where negative transfer has occurred due to poor pseudo-label estimates. It is
interesting to note that the metric-informed pseudo-labels perform better than TCA, WBDA, GFK and JDA. Vanilla JDA initialises the
pseudo-labels by matching the marginal distribution; essentially the pseudo-labels are those from TCA, which in this case provide
poor classification accuracy. Because of this poor initial guess for the target labels, JDA performs much worse than M-JDA. Finally,
it noted that ARTL has achieved high classification accuracies of 99.6% and 98.5% on the target training and testing datasets. This
high performance is because ARTL has a manifold regularisation penality, based on the graph Laplacian, in the mapping (along
with minimising the MMD distance). This analysis further evidences that methods like M-JDA and ARTL that consider a nearest
neighbour style of approach improve the algorithm’s ability to produce positive transfer when class conditionals are very different.

6.2. Analysis considering the complete dataset

M-JDA was applied to the complete transmissibility dataset in the same manner as outlined in Section 4, i.e. X = log(h+ {T; }1'9= D
and Y € {1,2,3,4,5,6,7,8,9}. Keeping the analysis consistent, M-JDA was applied using an RBF kernel (where the hyperparameters
were selected using the median heuristic [30]) and x = 0.1 with nine components being selected. The source and target training
datasets were used to infer the M-JDA mapping, where the target training dataset is unlabelled. A KNN classifier was trained on
the source training dataset, where the number of neighbours was selected via ten-fold cross validation. The dimensionality of the
complete dataset means that an MSD ensemble approach is required; the ensemble for each class was composed of 1000 members
(M = 1000), where the number of features used for each member was eight, i.e. N, = 8. The threshold corresponded to a 99%
confidence interval was determined using a Monte Carlo approach with 10 000 samples [35].

The classification performance metrics are presented in Fig. 14, where M-JDA and the metric-informed pseudo-labels (MI)
have both outperformed the other domain adaptation methods. In this scenario, the data and PCA spaces both produce the same
classification scores, showing that PCA has again failed to simplify the classification problem. Another interesting observation is
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Fig. 10. Ensemble Mahalanobis squared distances and their thresholds for the large panel dataset when considering class labels one (top panel), two (top middle
panel), four (bottom middle panel) and five (bottom panel). Vertical lines denote the source training, source testing, target training and target testing datasets.

that once more, the metric-informed pseudo-labels outperform TCA, explaining why M-JDA is able to provide higher classification

accuracy when compared to JDA. Even though M-JDA has improved classification performance compared to all other methods,

negative transfer has occurred, meaning some classes were incorrectly paired between the source and target datasets. The reason for

negative transfer can be seen from the PCA feature space in Fig. 6, where the conditional distributions are very different, meaning

that the source classes are not always most similar to their corresponding target classes, invalidating the M-JDA initial psuedo-

labelling assumption. This example is important as it highlights the importance in understanding expected changes in the joint

distribution between the source and target datasets, and the need for physics-based knowledge to be inserted into transfer learning

methods to prevent negative transfer.
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Fig. 13. Comparison of classification performance given each feature space, considering the large panel dataset; left panel, accuracy of predictions, right panel,
F, scores. MI refers to the metric-informed pseudo-labels.

6.3. Analysis considering the genetic algorithm-selected features

Finally, M-JDA was applied to the engineering knowledge-based features from Section 3, where nine features had been selected
from using a genetic algorithm; the label space covered all nine panels. For consistency, M-JDA was applied with an RBF kernel,
u = 0.1, and eight transfer components. The source and target training datasets were used in inferring the mapping, where the target
training dataset was unlabelled. A KNN classifier was trained on the source training dataset, where the number of neighbours was
selected via ten-fold cross validation. Again, it is noted that any classifier can be used in combination with these domain adaptation
techniques. Because of the dimension of the feature space, Mahalanobis squared distance metrics can be performed in order to
obtain the metric-informed pseudo labels.
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Fig. 14. Comparison of classification performance of M-JDA to the other methods, given each feature space, considering the complete dataset; left panel, accuracy
of predictions, right panel, F, scores. MI refers to the metric-informed pseudo-labels.
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Fig. 15. Comparison of classification performance of M-JDA to the other methods, given each feature space, considering the nine GA-selected features; left
panel, accuracy of predictions, right panel, F, scores. MI refers to the metric-informed pseudo-labels.

Classification performance is compared in Fig. 15, along with the metric-informed pseudo-labels (MI) that initialise M-JDA. Both
M-JDA and JDA produce similar accuracy and F, scores. This identical performance occurs due to the feature engineering in the GA-
selected nine-dimensional feature space. Each feature in the GA-selected feature space is composed from a novelty detector, meaning
that the conditionals between the source and target datasets are similar, reducing the affect of the metric-informed pseudo-labels.
Both JDA and M-JDA outperform both the other domain adaptation and non-domain adaptation approaches, showing the benefits
of either approach in repair problems in data-based SHM.

In order to demonstrate that any classifier can be combined with these domain adaptation techniques (apart from ARTL, as it is
a classifier itself), the methods (including the non-domain adaptation approaches) were rerun on the engineering knowledge-based
features from Section 3, with a relevance vector machine (RVM) classifier with an RBF kernel and a Bernoulli likelihood [38].
This nonlinear discriminative classifier is suitable for datasets with a low number of observations, and provides different insights
into the classification problem from a KNN, allowing data points that are not necessarily close in Euclidean space to be classified
correctly using a more flexible boundary function. The results from this analysis are shown in Fig. 16. Differences in performance,
compared to a KNN, are marginal, with the same trends in performance occurring for all methods. For example, M-JDA’s predictive
performance on the target training and test data increases from 96.0% and 94.6% with a KNN classifier, to 97.4% and 96.4% with
an RVM classifier.

These final examples shows that the repair problem can be made significantly less challenging by intelligent feature engineering,
especially if the pre- and post-repair observations are engineered such that the joint distributions remain approximately equivalent.
However, this will often be challenging to perform for most SHM campaigns without knowledge of damage in the post-repair
structure, and as such, domain adaptation methods will be required to perform, not only knowledge transfer, but potentially
significant feature extraction as well.

7. Conclusions

Structural repairs cause changes to data distributions, leading to domain shift. This shift in the data distribution can lead to a
classifier trained on pre-repair data failing to generalise to post-repair data. This shift represents a significant problem in practically
applying most machine-learning approaches to SHM. This paper has proposed that domain adaptation techniques can be used to
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Fig. 16. Comparison of classification performance of M-JDA to the other methods, given each feature space, considering the nine GA-selected features and an
RVM classifier; left panel, accuracy of predictions, right panel, F, scores. MI refers to the metric-informed pseudo-labels.

overcome domain shift problems caused by structural repairs, finding a shared latent space where the (source) pre-repair data are
mapped onto the (target) post-repair data.

The domain adaptation techniques investigated in this paper were geodesic flow kernel, transfer component analysis, adaptation-
regularisation based transfer learning, weighted balanced distribution adaptation, joint distribution adaptation and a novel
modification of JDA: metric-informed joint distribution adaptation. These methods were benchmarked on feature spaces created from
an experimental dataset in which a Gnat trainer aircraft was artificially damaged via the removal of inspection panels. For each
case study M-JDA outperformed the other domain adaptation methods as well as conventional approaches to data-based SHM.

Metric-informed joint distribution adaptation utilises Mahalanobis squared distances to create initial pseudo-labels for joint
distribution adaptation. The approach assumes that the source domain classes, on the whole, will be closest to their corresponding
target domain class. By introducing this assumption, M-JDA has been shown to improve upon conventional JDA in the case studies
provided in this paper. However, M-JDA did produce some level of negative transfer when attempting to perform feature extraction
and transfer learning on the complete transmissibility dataset. This effect occurred as classes switch relative positions from the source
to target domain, meaning that the conditional distributions were very different. This is a particularly difficult problem for domain
adaptation techniques as the target domain is unlabelled and therefore there is no prior knowledge that classes will switch between
training and testing. In the analysis that considered only the large panels, negative transfer did not occur and M-JDA produced
100% classification accuracy, showing the effectiveness of the approach when the metric-informed pseudo-labelling assumption is
met. Further research will be required to create generally-applicable domain adaptation approaches for all repair scenarios. These
algorithms will likely require physics-based guidance, informing the algorithm which classes are likely to switch locations from the
source to target datasets.

Finally, M-JDA (and domain adaptation more generally) has been demonstrated as applicable for overcoming changes in data
distributions caused by structural repairs. These results indicate that data-based SHM should have improved industrial applicability,
with the potential for label data to be transferred from pre- to post-repair states.
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