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Abstract 

A comprehensive benchmarking study has been carried out to determine the influence of the 

mesh formulation and chip separation methods on the reliability and accuracy of finite element 

modelling of large diameter drilling operations. The Coupled Eulerian-Lagrangian and the 

updated-Lagrangian (with element deletion) formulations available in ABAQUS/Explicit, 

together with the updated-Lagrangian (with re-meshing) formulation in DEFORM 3D are 

compared by simulating through-coolant drilling of AISI 1045. The Johnson-Cook damage 

model was implemented by a sub-routine in DEFORM 3D to ensure a consistent damage model 

is implemented across the formulations. Experimentally measured drilling thrust force, torque, 

and chip thickness values were used to compare the models performance and assess the 

accuracy of the predictions. The updated-Lagrangian with dynamic re-meshing was found to 

be the best performing methodology concerning the accuracy of predictions, whilst the Coupled 

Eulerian-Lagrangian methodology significantly under-predicted the drilling thrust force and 

torque. Due to numerical instabilities and computational cost, the updated-Lagrangian with 

element deletion method is not recommended to model large diameter drilling. 
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Nomenclature 

Notation Description Units 𝜀𝜀𝑝𝑝 Equivalent Plastic Strain -- 𝜀𝜀�̇�𝑝 Equivalent Plastic Strain Rate s-1 𝜀𝜀𝑓𝑓 Equivalent Plastic Strain at Fracture -- 𝑇𝑇 Temperature °C 𝑇𝑇𝑚𝑚 Melting Temperature °C 𝑇𝑇0 Johnson-Cook Reference Temperature °C 𝜎𝜎 Von-Mises Equivalent Flow Stress MPa 𝜎𝜎𝑚𝑚 Hydrostatic Stress MPa 𝐷𝐷 Damage -- 𝐿𝐿 Element Characteristic Length mm 𝑢𝑢𝑓𝑓 Displacement to Failure mm 𝐴𝐴,𝐵𝐵,𝐶𝐶,𝑚𝑚,𝑛𝑛 Johnson-Cook Constitutive Model Coefficients -- 𝑑𝑑1 −  𝑑𝑑5  Johnson-Cook Damage Model Coefficients -- 𝜏𝜏𝑓𝑓 Frictional Shear Stress MPa 𝜎𝜎𝑛𝑛 Normal Contact Pressure MPa 𝜇𝜇 Coefficient of Friction  𝑚𝑚 Coefficient of Frictional Limiting Shear Stress  𝜎𝜎𝑦𝑦 Uniaxial Yield Stress MPa 

1 Introduction 

Drilling accounts for more than 50 % of all total machining operations in the aerospace and 

automotive industries [1]. Controlling the quality of the produced holes with respect to the 

surface integrity and geometrical accuracy, whilst maximising production rates and tool life is 

of critical importance. Therefore, to design new tools to meet these growing demands, a more 

detailed understanding of the mechanics of cutting with respect to tool geometries, cutting 

conditions, and workpiece materials is needed. Along with experimental investigations, 

numerical modelling methods such as finite element modelling have been widely implemented 

to meet this demand. 

Drilling is a complex process, whereby 3D modelling is required to represent the tool geometry 

and severity of material deformation. The updated-Lagrangian mesh formulation is commonly 

implemented for modelling such operations as it is used in DEFORM [2], AdvantEdge [3], and 

Abaqus/Explicit [4], which are the most popular finite element (FE) software packages for 

modelling machining operations [5]–[7]. This formulation must be combined with a method to 

separate the chip from the workpiece material and prevent excessive mesh distortion. Although, 

there are several challenges involved in implementing an adequate separation criteria as the 

fundamental mechanism of chip formation is still unknown and largely debated in literature 

[8],[9]. The chip separation method based upon pure-deformation that requires dynamic re-
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meshing to prevent excessive mesh deformation [9], and the physical separation criteria [10] 

have both been widely implemented in 3D drilling simulations in the literature [5]–[7]. The 

latter requires a reliable damage and fracture model to degrade and delete the element from the 

simulation [10]. 

The Coupled Eulerian-Lagrangian (CEL) mesh formulation has been implemented in 

orthogonal cutting simulations [11], [12], and more recently is being implemented to study chip 

segmentation [13] and to consider the fluid-structure interaction of the chip with coolant [14]. 

Although, the literature concerning the simulation of complex 3D machining operations is 

limited [15], [16], especially concerning drilling [17]. Unlike traditional Eulerian simulations 

[18], this newly developed method does not require the initial chip geometry to be defined [19]. 

This CEL formulation has already been compared with the updated-Lagrangian formulation 

with element deletion when modelling 3D drilling [17], showing a more accurate prediction of 

the thrust force and chip geometry with a considerable reduction in simulation time. However, 

no chip formation was reported in the updated-Lagrangian formulation as a course 100µm 

element size was used, this significantly impacts the accuracy of the model. A comparative 

study simulating the orthogonal cutting process [11] reported that, although the CEL 

formulation underestimates the cutting forces compared with the experimental data, it was still 

more accurate than the updated-Lagrangian formulation with dynamic re-meshing in 

AdvantEdge and DEFORM. The CEL formulation was found to predict higher temperatures 

than updated-Lagrangian formulation leading to the under-prediction of  cutting forces due to 

thermal softening, as also reported Zhang et al. [20]. 

Considering the complexity of deformation in the drilling process and its associated numerical 

challenges when modelling large diameter (i.e. >3 mm) drilling operations, the applied mesh 

formulation and chip separation method plays a critical role on the performance of the model.  

To the best knowledge of the authors there is no comprehensive comparative study on the effect 

of mesh formulation and chip separation methods, which includes the updated-Lagrangian with 

dynamic re-meshing and CEL formulations, for modelling drilling operations. 

The present study aims to investigate the reliability of the available mesh formulation and chip 

separation methods for modelling 3D drilling operations in metallic materials. The behaviour 

of the CEL and updated-Lagrangian with dynamic re-meshing formulations at the onset and 

evolution of material damage has also not been studied. Therefore, this study will isolate the 

effect of the damage model in these formulations for direct comparison. The performance of 
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these models is assessed with respect to the accuracy of their predictions, compared with the 

experimentally measured thrust force, torque, and chip geometry, as well as their computational 

cost. 

2 Experimental Drilling Study 

Two 7.49mm diameter Sandvik CoroDrill 460XM cemented carbide drill with through-coolant 

channels were used to drill 40 through-holes each in an AISI 1045 medium carbon steel plate 

at two cutting parameter sets with a 6 % concentration Hocut 795-H emulsion coolant. The 

tools were visually inspected and the tool wear was found to be negligible after 40 holes as this 

is only approximately 3 % of its recommended tool life. Images of the flank and rake faces of 

the tools used after 40 holes can be seen in Figure 1. The first cutting condition was the 

manufacturers recommended parameters with a feed rate of 816 mm/min together with an 85.5 

m/min cutting speed. An additional trial was conducted at a higher cutting speed of 128.5 

m/min while the feed/rev was reduced to maintain the same feed rate.  The average thrust force 

and torque, measured using a Kistler 9170A dynamometer, from drilling 40 holes can be seen 

in Table 1 and representative thrust force and torque evolutions are shown in Figure 2a. The 

solid lines represents evolution of the thrust force and the torque evolution is demonstrated by 

the dashed lines. 

 

Figure 1: Tool wear scars on the flank faces (a,b) and rake faces (c,d) at both 85.5 m/min (a,c) and 128 m/min (b,d) cutting 
speeds. 

Table 1 

Average experimental cutting force and torque with an 816 mm/min feed rate 

Cutting 

Speed 

(m/min) 

Feed/Rev 

(mm/rev) 

Thrust Force (N) Torque (Nm) 

Minimum Maximum Mean Minimum Maximum Mean 

85.5 0.224 1364.2 1499.1 1437.6 4.138 4.417 4.250 
128.5 0.145 1044.2 1170.5 1105.9 2.908 3.145 2.997 
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Figure 2: (a) Representative measured smoothed drilling thrust force and torque data with time in seconds at both cutting 

conditions reported with (b) the non-smoothed raw data at the initial tool entry part of the graph highlighted. 

As the drill tip enters the workpiece the thrust force and torque rapidly increase until the point 

of the drill has fully penetrated the workpiece and steady-state engagement is reached where 

the uncut chip thickness is at its maximum. This entry is shown in Figure 2b, steady-state 

engagement is reached by approximately 0.12 s. As the drill tip begins to penetrate through the 

bottom of the workpiece these gradually decline until the drill exits the workpiece. 

To quantify the chip thickness and its variation, an Alicona infinite focus microscope was used 

to construct a 3D image of two representative chip sections. These measurements were only 

carried out for the first trial at the manufacturers recommended parameter set with a cutting 

speed of 85.5 m/min. The minimum (Tmin) and maximum (Tmax) thickness of the chip that 

formed at the outer edge of the drill were measured. A representative chip section is shown in 

Figure 3a together with, the 3D reconstructed image showing the corresponding points of 

interest (Figure 3b), and the measured values (Figure 3c). The error bars in Figure 3c represent 

the variation in measurement at the Tmin and Tmax locations between the representative chips. 
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Figure 3: (a) Optical image of produced chip at 85.5 m/min cutting parameter set, (b) 3D scan image of the chip using an 
infinite focus microscope with the measurement locations indicated, and (c) measured chip thicknesses at position Tmin and 

Tmax at manufacturers recommended cutting speed (85.5 m/min) 

3 Modelling Methodology 

Table 2 details the modelling methodologies compared in this study. Due to numerical stability 

issues at a low mesh density, and the significant computational demands at higher mesh 

densities, drilling with large diameter drills (such as the tool used in this study) could not be 

economically modelled using the updated-Lagrangian with element deletion methodology and 

a coupled thermo-mechanical solver. Therefore a solely mechanical solver was used instead. 

Although, as this does not represent the physics of the problem, it was only used to demonstrate 

the behaviour of this formulation and is not directly compared to the other modelling 

methodologies in this study. The suitability of this method modelling 3D drilling operations is 

discussed in more detail in section 3.3.1. 

Table 2 

Modelling Methodologies Comparison Table 

Software 

Package 
Formulation 

Chip Separation 

Method 

Material 

Damage 

Model Acronym 

ABAQUS 
(Explicit) 

updated-Lagrangian Element Deletion ✔ u-LAG 

CEL Not Required ✖ CEL 

CEL Not Required ✔ CEL-DMG 

DEFORM 
3D 

(Implicit) 

updated-Lagrangian Pure Deformation ✖ u-LAG_RM 

updated-Lagrangian Pure Deformation ✔ 
u-LAG_RM_DMG 

The ABAQUS/Explicit and Implicit DEFORM 3D software packages were used to implement 

the CEL and the updated-Lagrangian with dynamic re-meshing methodologies respectively. 

Although it is not required to couple these methodologies with a damage and fracture model, 
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this was additionally implemented to in both methodologies to determine the effect of material 

softening due to damage. 

3.1 Model Geometry 

A consistent model geometry, as shown in Figure 4, was used across all simulations. The edge 

radius of the tools used in the experimental study were measured at multiple points on along 

the cutting and chisel edges and was replicated in the tool 3D CAD models. The tool is 

modelled as a rigid body; the physical properties of this tool and the workpiece are shown in 

Table 3. 

Table 3 

Physical properties of the workpiece and cutting tool taken from the Simufact Material Database [21] 

Property AISI 1045 Workpiece Tungsten Carbide Tool 

Young's Modulus Temperature Dependent -- 
Poisons Ratio 0.29 -- 

Density 7800 kg/m3 14850 kg/m3 
Thermal Expansion Temperature Dependent  -- 

Specific Heat Capacity (cp) Temperature Dependent  200 J/kg.K 
Thermal Conductivity Temperature Dependent 100 W/m.K 

The geometrical features of the drill were used to define the workpiece geometry so that the 

model reaches the steady-state engagement region of the drilling process quickly after the 

initiation of the cut. The models simulate a total of 0.012 seconds of drilling to ensure a steady-

state engagement region is reached, this is theoretically reached when the maximum uncut chip 

thickness is reached at 0.00825 s for the recommended cutting parameter set and at 0.0053 s 

for the higher cutting speed parameter set. These theoretical times to reach steady-state differ 

from the experimentally observed values, as shown in Figure 2b, due to the applied geometry 

of the workpiece in the simulation where the initial stage of drill engagement is omitted by 

using a cone shaped geometry to reduce the simulation time. The outer faces of the workpiece 

were fixed to replicate the material clamping in the experiment, preventing displacement in all 

degrees of freedom. 
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Figure 4: (a) The tool and workpiece geometry, showing the initial tool-workpiece interaction, and (b) the workpiece cone 

shape geometry. 

3.2 Material and Friction Models 

The phenomenological Johnson-Cook material constitutive model [22] (equation 1) was used 

to describe the workpiece material behaviour. The literature on FE modelling of 3D drilling 

operations almost exclusively uses this model, primarily because this is shown to predict 

material behaviour with reasonable accuracy within the range of experimental data used to 

calibrate the model [23]. To simulate the damage softening and fracture of the material, the 

Johnson-Cook damage initiation criteria [24] in equation 2 was implemented with the linear 

damage evolution model as shown in equation 3. Although more advanced models are also 

available, and further research into accurate damage and fracture prediction is required, this is 

out of the scope of the present paper.  

Table 4 shows the parameters used for the implemented material constitutive and damage 

models, and as for the damage evolution law, a constant displacement to failure (uf) of 0.1 mm 

was implemented [25]. It is also assumed that 90 % of the plastic work is converted into heat 

during deformation [11], [26]. 

𝜎𝜎 = �𝐴𝐴 + 𝐵𝐵𝜀𝜀𝑝𝑝𝑛𝑛� �1 + 𝐶𝐶 ln �𝜀𝜀�̇�𝑝𝜀𝜀0̇�� �1 − � 𝑇𝑇 − 𝑇𝑇0𝑇𝑇𝑚𝑚 − 𝑇𝑇0�𝑚𝑚� (1) 

𝜀𝜀𝑓𝑓 = �𝑑𝑑1 + 𝑑𝑑2 exp �𝑑𝑑3 𝜎𝜎𝑚𝑚𝜎𝜎 �� �1 + 𝑑𝑑4ln (
𝜀𝜀�̇�𝑝𝜀𝜀0̇)� �1 + 𝑑𝑑5 𝑇𝑇 − 𝑇𝑇0𝑇𝑇𝑚𝑚 − 𝑇𝑇0� (2) 
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𝐷𝐷 = 𝐿𝐿 𝜀𝜀𝑝𝑝𝑢𝑢𝑓𝑓 
(3) 

 

 

Table 4 

Johnson Cook Constitutive [27] and Damage Model [28] Parameters 

Constitutive 

Model 

𝑨𝑨 (𝑴𝑴𝑴𝑴𝑴𝑴) 𝑩𝑩 (𝑴𝑴𝑴𝑴𝑴𝑴) 𝑪𝑪 𝒏𝒏 𝒎𝒎 𝜺𝜺𝟎𝟎 ̇ (𝒔𝒔−𝟏𝟏) 𝑻𝑻𝟎𝟎 (°𝐂𝐂) 𝑻𝑻𝒎𝒎 (°𝐂𝐂) 

553.1 600.8 0.013 0.234 1 1 20 1493 
Damage 

Model 

𝒅𝒅𝟏𝟏 𝒅𝒅𝟐𝟐 𝒅𝒅𝟑𝟑 𝒅𝒅𝟒𝟒 𝒅𝒅𝟓𝟓 𝜺𝜺𝟎𝟎 ̇ (𝒔𝒔−𝟏𝟏) 𝑻𝑻𝟎𝟎 (°𝐂𝐂) 𝑻𝑻𝒎𝒎 (°𝐂𝐂) 
0.06 3.31 -1.96 0.0018 0.58 1 20 1493 

A new subroutine to implement this damage and fracture model into the DEFORM 3D software 

package was developed and validated. This ensures a consistent material damage model and 

fracture model is implemented across the DEFORM 3D and ABAQUS/Explicit software 

packages, limiting the studies independent variables to the mesh formulation and chip 

separation method. 

The modified Zorev sticking-sliding friction model by Childs [29] was implemented in the 

simulations. This type of model has been shown to better represent the physics of the frictional 

shear stresses on the rake face of the tool in the secondary shear zone [30], and it considers the 

effects of the material thermal softening on the limiting shear stress at the cutting conditions 

used. Equation 4 shows the applied friction model where 𝜎𝜎𝑛𝑛 is the normal contact pressure on 

the tool, 𝜇𝜇 is the coefficient of friction, m is the Childs’s constant, and 𝜎𝜎𝑦𝑦 is the uniaxial yield 

strength of the workpiece material. There are a wide range of coefficient of friction values 

reported in the literature for the contact between AISI 1045 and tungsten carbide [31],[7], [32], 

[33], however, a coefficient of friction of 0.3 with a Child’s coefficient of 0.7 was used as this 

yielded the most accurate results in a preliminary study. It was assumed that the frictional work 

is fully converted into heat and is equally dissipated into the drill and the workpiece. Additional 

heat exchange due to the conduction of heat between the tool and the workpiece occurs with a 

defined thermal contact conductance of 45 kW/m2 K, as recommended by DEFORM [34]. This 

is also within the range of 10 – 10,000 kW/m2 K, which is commonly used for the tool-chip 

contact [35]. 

𝜏𝜏𝑓𝑓 = � 𝜇𝜇𝜎𝜎𝑛𝑛, 𝜇𝜇𝜎𝜎𝑛𝑛 < m 
𝜎𝜎𝑦𝑦√3

m 
𝜎𝜎𝑦𝑦√3

, 𝜇𝜇𝜎𝜎𝑛𝑛 ≥ m 
𝜎𝜎𝑦𝑦√3

 (4) 
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3.3 Mesh Formulations 

Some of the mesh properties and thermal considerations vary between the different modelling 

methodologies studied, these are explained in the following sections. 

3.3.1 Updated-Lagrangian with Element Deletion Method 

The workpiece was meshed using structured hexahedral reduced integration elements 

(C3D8R), with a similar mesh structure to that implemented by Nan et al. [7] and Hu et al. [6]. 

Two models with different mesh densities were developed to assess the performance of this 

methodology; the first had a 60 µm element size comparable to that implemented in the other 

methodologies resulting in 112,000 elements and a refined mesh with 10µm elements in the 

drill feed axis and widths ranging from 20 – 50 µm in the radial direction was used in the 

second model, resulting in 695,520 elements as shown in Figure 5. Additionally, as there is 

also no consideration for coolant in this simulation due to lack of thermal modelling, one would 

have to assume that the coolant carries all the heat away for this model to be valid, that is 

neither a valid assumption, nor does it represent the physics of the problem. 

 

Figure 5: Mesh morphology of the updated-Lagrangian modelling showing the variation of element sizes in the (a, c) 
workpiece and (b) the drill. The element size was constant in the drill feed direction as shown in (c).  

This u-LAG model was very computationally intensive during a thermo-mechanically coupled 

simulation, after 336 hours of simulation time on a 20 core Intel Xeon Gold 6138 processor the 

drill in the model was still yet to reach full engagement. This was even the case after a large 

mass scaling factor of 2000 was used to artificially increase the time increments, increasing the 

mass scaling factor beyond this caused the model to become unstable and the kinetic energy to 

exceed the recommended 5 – 10 % of the total energy [36]. A reduction of mesh density, in 
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order to reduce the simulation time, caused the premature failure of the model due to numerical 

instability caused by excessive mesh distortion around the chisel edge of the drill. Additionally, 

application of any distortion control or artificially amending the damage evolution model to 

encourage earlier deletion of the element was neither successful nor does it accurately represent 

the mechanics of the deformation. 

Although it is reported that the updated-Lagrangian with element deletion methodology can be  

applied for 3D modelling of the drilling operation, these models were either used to simulate 

small drill diameters of about 3 mm [7] or with very coarse mesh morphologies for larger 

diameter drills up to 8 mm without a thermally-coupled solver [6], [32], [37]. The coarse mesh 

used in the latter does not cause excessive mesh distortion errors as the thermal softening effect 

is neglected. The mesh requirements necessary to implement the updated-Lagrangian with 

element deletion methodology with a thermally-coupled solver to model large diameter 

drilling, as in this study, is beyond what can be expected from a typical high-performance 

computing facility. Therefore, this methodology it is only computationally economical for 

thermo-mechanical modelling of small diameter (up to 3 mm) drilling operations. 

3.3.2 CEL Method 

In the CEL methodology the Eulerian domain, where the workpiece material flows,  was 

defined as a 7.79 mm x 7.79 mm x 3.218 mm cube surrounding the drill, as shown by the red 

region in Figure 6a, to ensure there is enough space to model the chip formation. The workpiece 

geometry was defined (Figure 6b) and embedded within the Eulerian domain, as shown by the 

blue region in Figure 6a. This Eulerian domain is then meshed with 60 μm cubed thermally-

coupled reduced integration EC3D8RT structured elements, as shown in Figure 6c, resulting 

in a total of 877,000 elements. 
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Figure 6: (a) The CEL model geometry indicating Eulerian domain in red and the initial workpiece in blue, (b) the same 
cone shape geometry as used previously is implemented and (c) 60µm cubed elements are used to mesh the Eulerian domain. 

To account for the convective heat transfer of the coolant, in this model, a 20 °C isothermal 

boundary condition is applied to the outer faces to act as a thermal sink. It is not possible to 

apply a convection boundary condition to the initial workpiece geometry, as it is not possible 

to apply boundary conditions to internal elements and nodes within the Eulerian domain. 

3.3.3 Updated-Lagrangian with Re-Meshing Method 

The same workpiece geometry as that used in the u-LAG model was used (Figure 4). The initial 

mesh morphology of the workpiece contained 210,000 thermally-coupled unstructured 

elements with dynamic re-meshing enabled. Precise control of the element sizes in this 

methodology is not possible due to the limited control over the software. However, the element 

sizes varied between about 40µm and 80 µm in the primary and secondary shear zones to make 

it approximately comparable to the 60 µm structured elements used in the CEL models. An 

isothermal boundary condition at 20 °C is applied to the outer faces of the workpiece to 

simulate the thermal effects of coolant and ensure consistency in the thermal consideration with 

the CEL models. 

As the elasto-plastic solver used in DEFORM does not account for strain-rate hardening [34], 

a pure plastic modelling approach was adopted to account for strain and strain-rate hardening 

at a cost of ignoring the elastic deformation of the workpiece. Additionally, in contrast to the 

ABAQUS/Explicit solver, an implicit time integration method is used in DEFORM that allows 

the time step to be much larger whilst remaining numerically stable. 

In this method, instead of using element deletion, the material failure is simulated by reducing 

the flow stress of damaged elements to 1 % of its capacity based on the Johnson-Cook flow 

rule. Additionally, as there is no way to gradually degrade the element load capacity in 

DEFORM 3D, the element is softened instantaneously upon satisfaction of the failure criteria. 

This implementation is as consistent as is possible between the software packages due to 

software limitations in DEFORM 3D. 

4 Results and Discussion 

The performance of the applied methods to model the drilling process are assessed based on 

the accuracy of the predicted thrust force, torque, and chip geometry, and computational time. 

Additionally, the temperature prediction of each methodology is compared, although this is not 

compared to experimental data. 
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4.1 Thrust Force and Torque Prediction 

Figure 7a to Figure 7d shows the predicted evolutions of the drilling thrust force and torque by 

all the applied methodologies compared with the experimentally measured data. The evolutions 

of the predicted thrust force and torque are shown by the black and red lines respectively, whilst 

the green and light blue bands represent the range of the experimentally measured values during 

the steady-state engagement region, respectively. The dashed lines in Figure 7a and 7b show 

the predicted thrust force and torque evolutions with the addition of the damage model. The 

average steady-state engagement errors of each model are then shown in Figure 7e, the error 

bars represent the variation in the error of the predicted finite element steady-state forces 

compared with the minimum and maximum steady-state forces experimentally measured 

across 40 holes; these experimental minimum and maximum values are presented in Table 1. 

The u-LAG_RM and u-LAG_RM _DMG models, in Figure 7a, were the most accurate models 

with both the thrust and torque predictions within 15 % of the experimental steady-state 

engagement values. The implementation of material damage in the u-LAG_RM _DMG model 

did not impact the steady state predicted thrust force or torque. This is because the damage 

evolution in the u-LAG_RM _DMG did not consistently exceed the critical value (1) to initiate 

material softening. The predicted torque evolution in both the u-LAG_RM and u-

LAG_RM_DMG models agrees very well with the torque evolution seen in the experiment 

(Figure 2b) with its magnitude gradually increasing until a steady-state torque and maximum 

chip thickness is reached at approximately 0.00825 s. The thrust force begins to reduce at this 

time step and reaches a steady-state later in the simulation at approximately 0.01 s. This 

decrease in the thrust force can be seen in the experimental data (Figure 2), but the models 

predict maximum thrust value much larger than what is observed in the experiment. This effect 

is potentially related to the increased rate of heat build-up causing thermal softening when the 

torque and chip load reaches their maximum value. This trend in the evolution of the thrust 

force was not observed in the CEL and CEL-DMG models, these models in this regard shows 

a better agreement with the experimental force evolution. 

Figure 7b shows the results of the CEL and CEL-DMG models respectively, both of which 

significantly under predicted the thrust force and torque compared with the experimentally 

measured values. A similar trend has been previously reported when using the CEL formulation 

to model 3D drilling [17] and 2D orthogonal cutting [11], [38]. The implementation of material 

damage in the CEL formulation deteriorated the models thrust force and torque prediction by 
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a further 30 % that could be linked to the model predicting a fully damaged layer of elements 

(softened to 1 % of their flow stress) beneath the tool. 

The differences in the impact of implementing material damage in the CEL and updated-

Lagrangian with dynamic re-meshing formulations is likely linked to the differences in the 

applied element types and the potential for variation in the characteristic lengths (𝐿𝐿) of the 

elements due to the use of re-meshing in the updated-Lagrangian with dynamic re-meshing 

formulation. The latter was minimised as much as possible by controlling the element sizes in 

the deformation zones to within ± 20 µm of the 60 µm element size (comparable to that used 

in the CEL formulation), although this unavoidable variation will impact the damage evolution 

rate, with slightly larger elements softening and reaching their fully deteriorated state at a much 

higher rate compared to smaller elements with the same displacement to failure value �𝑢𝑢𝑓𝑓�. 
This potentially caused the damage in the elements beneath the tool evolved at a much higher 

rate in the CEL-DMG model, resulting in the layer of fully damaged elements which was not 

observed in the u-LAG_RM_DMG model. 

This demonstrates the mesh dependency of the implemented damage and fracture model, and 

the importance of tuning the displacement to failure value �𝑢𝑢𝑓𝑓� to the element size for 3D 

drilling simulations. The mesh dependency effect was minimised as much as possible by 

controlling the element size in the u-LAG_RM_DMG model to make it comparable to the 

CEL-DMG model, although this could not be eliminated due to the evolving characteristic 

element length caused by dynamic re-meshing. 

The u-LAG model with a 60 µm element size, consistent with that used in the CEL and 

updated-Lagrangian with re-meshing methodologies did not produce a chip (discussed in 

section 4.2), leading to the physically meaningless force response, therefore this is discounted 

and not discussed further. Although, this demonstrate the differences in mesh requirements 

between the methodologies well. 

The u-LAG model with a 10 µm element size, seen in Figure 7e, predicted the steady-state 

engagement thrust force and torque to within 3.5 % and 19 % error respectively. However, it 

should be noted that force evolution exhibits a very large amplitude of scatter about these mean 

values likely due to the mass scaling used which is required to reduce the computational cost. 

This model also did not consider any thermal effects due to the limitations discussed earlier 

making it not comparable with the other models, as well as not representing the physics of the 

process. Therefore, the updated Lagrangian with element deletion cannot be considered 
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appropriate for modelling the drilling process with large drill diameters. The apparent high 

accuracy of the u-LAG model at the studied set of cutting conditions is misleading and further 

investigation is required to determine the reason for this. This could possibly be due to the 

effect of modified stress triaxiality in the absence of the thermal effect on the damage initiation 

and evolution predictions. 

 
Figure 7:  Evolution of the thrust force and torque predicted by the (a) updated-Lagrangian with re-meshing method, (b) 
coupled Eulerian-Lagrangian method, and the updated-Lagrangian with element deletion method with a (c) 10µm and (d) 

60µm element sizes. The average steady-state thrust force and torque of the compared models are shown in (e). 
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4.2 Chip Morphology Analysis 

Due to the complex chip geometry in drilling, it is difficult to precisely match the chip thickness 

measurement locations in the model to the experimental chips. However, the predicted chip 

thicknesses of each model were measured at a consistent time step during the  steady-state tool 

engagement (after 0.01 s) at the top of the secondary shear zone and compared with the 

minimum and maximum experimental measurements (Figure 3), as shown in Figure 8. The u-

LAG model with a 60 µm mesh did not produce a chip, as shown in Figure 9, so cannot be 

included in this comparison. The light grey band in Figure 8 represents the range of 

experimentally measured values, the light blue bar represents the u-LAG model with a 10 µm 

mesh, the green bars represent the CEL formulation models, and the red bars represent the 

updated-Lagrangian with dynamic re-meshing formulation models. The models without 

material damage implemented are indicated by a diagonal hatch pattern in the bars. 

 
Figure 8: Predicted chip thicknesses compared with the experimentally measured range indicated by the grey band. A solid 

colour represents a model with damage implementation and the diagonal hatch pattern represents the models without. 

The u-LAG_RM and CEL models both under predicted the chip thickness values with an error 

of approximately 15 % and 6.5 %, respectively, compared to the Tmin value as shown in Figure 

3c. Slightly thinner chips were predicted by the addition of material damage in both models 

increasing this error to about 30 % and 10 % for the u-LAG_RM_DMG and CEL-DMG 

models, respectively. The u-LAG model, however, predicted a larger chip thickness, exceeding 

the maximum experimentally measured value by 3.5 %. This is likely due to the lack of thermal 

softening effects. 

The predicted chip morphology of the u-LAG models with a 10 µm and 60 µm element sizes 

is shown in Figure 9a and 9b, respectively. The model with 60 µm elements did not produce a 

chip due to the complete deletion of the large elements around the cutting edge as there was 

Experimentally Measured Range 

Model 
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not a sufficiently refined sacrificial layer of elements; indicating that this methodology requires 

a finer mesh than the other methodologies compared in this study to form a chip. Although the 

model with 10 µm elements did produce a chip, this had a significantly smaller radius of 

curvature compared with the other models and this was not observed in the experiment, Figure 

3a. 

 
Figure 9: u-LAG model chip morphology with (a) 10µm and (b) 60µm element sizes. 

Severe discontinuities were observed in the predicted chip geometry in the CEL and CEL-

DMG models, shown in Figure 10a and 10c, at the initial stage of the chip formation as the tool 

enters the workpiece. This is because of the very small depth of cut as the tool first enters the 

workpiece coupled with a relativity coarse mesh in comparison. This prevents the initial flow 

of material around cutting edge from being simulated correctly due to the lack of required mesh 

resolution. As the depth of cut increases by further penetration of the drill into the workpiece, 

a complete continuous chip is formed. Additional simulations using the CEL model were 

carried out with an element size of 25 µm, although such a reduction in element size had 

minimal effect on the formation of these unrealistic features. Therefore, it is expected that a 

very fine mesh structure is required to prevent this phenomenon that will hinder the application 

of the CEL methodology in simulating large diameter hole drilling due to the associated 

computation cost. 

4.3 Temperature Prediction 

The implementation of material damage in CEL methodology caused a reduction in the 

predicted temperatures in the chip by approximately 200 °C in the CEL-DMG  model compared 

to the CEL model in the primary shear zone, highlighted by the arrows in Figure 10c and 10a 

respectively. This is due the element softening of the damage model reducing the plastic work, 

and subsequently, reduced heat as a result of its conversion to the thermal energy. The predicted 

temperature distribution between the u-LAG_RM and u-LAG_RM_DMG models is very 

a) 10µm Me~h b) 60µm Mesh 
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similar, further demonstrating that the implementation of material damage in this methodology 

has a reduced impact compared to the impact on the CEL method. 

The comparison of the CEL and u-LAG_RM models without material damage (Figure 10a and 

10e) reveals that the CEL methodology predicts higher maximum temperatures, as indicated 

by the arrow in the Figure 10a. This higher temperature prediction would therefore cause an 

increase in the thermal softening effect and this potentially results in the reduction in the thrust 

force and torque seen in the CEL methodology compared with the updated-Lagrangian with 

dynamic re-meshing methodology. Similar observations on the higher temperature prediction 

by the CEL methodology compared with the updated-Lagrangian methodologies are also 

reported in [11], [20] for orthogonal cutting simulations. There are also significant differences 

in the predicted temperature distribution between the models, where the u-LAG_RM and u-

LAG_RM_DMG models predict the higher temperature in the secondary shear zone, while in 

the CEL and CEL-DMG models this is observed in the primary deformation zone. The location 

of these maximum temperatures are indicated by arrows in the respective figures. This trend 

with respect to the location of the maximum temperatures is also observed in the cross-section 

of the chip. The difference in peak temperature site could be due to the smaller tool-chip contact 

area in the secondary shear zone of the CEL models, caused by a smaller predicted chip 

curvature radius that reduces the frictional work, and consequently, the temperature in the 

secondary shear zone. 

The average temperatures in the cross section and on the surface of the chip outside of the 

primary and secondary shear zones in the chip are similar between the CEL and u-LAG_RM 

models, Figure 10a and 10e are indicative of this respectively. Although, the CEL model still 

predicts slightly higher temperatures following the same trends as the maximum temperatures. 

On the other hand, the predicted temperatures on the cutting edge of the tool are approximately 

300 °C higher in the updated-Lagrangian with dynamic re-meshing methodology (Figure 10f 

and 10h) compared to the CEL methodology (Figure 10b and 10d). This disparity could be 

linked to the control of the frictional heat partitioning between the tool and the workpiece 

available in the two methodologies, where more user control is granted in the latter in contrast 

to the former. Additionally, the maximum tool temperatures predicted in CEL and CEL-DMG 

models were at the outer edge of the tool, yet in the u-LAG_RM and u-LAG_RM_DMG 

models, these were in the centre of the cutting edge. This is reflected in the predicted chip 
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temperature distribution as these peak tool temperature locations correspond to the peak 

temperature locations on the chip. 

 
Figure 10: Predicted chip morphology and local temperature distribution of the (a-b) CEL, (c-d) CEL-DMG, (e-f) u-

LAG_RM, and (g-h) u-LAG_RM_DMG models at the chip root and drill cutting edge. The arrows show the location of the 
maximum temperatures on the chip and whether it is in the PSZ or SSZ. 
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4.4 Computational Cost 

The computational power available to each software package are reported in Table 5, 

unfortunately, there was a disparity between the available computational resources making it 

impossible directly compare the performance of the models. Nevertheless, the simulation times 

for each modelling methodology can be seen below in Table 6. 

Table 5: 

Computational Facilities 

 ABAQUS/Explict Models DEFORM 3D Models 

CPU Intel Xeon Gold 6138 (2.00GHz) Intel Core i9-8950HK (2.9 GHz) 
Number of Cores 20 6 

RAM 64GB DDR4 16GB DDR4 

Table 6: 

Simulation Time Comparison 

Model 
Simulation Total 

Step Time (s) 

Simulation Run 

Time (hours) 

Average Time 

Increment (s) 

u-LAG (10µm) 0.012 89.95 2.917 x 10-9 
u-LAG (60µm) 0.012 10.67 2.660 x 10-9 

CEL-DMG 0.012 86.00 3.120 x 10-9 
CEL 0.012 71.93 4.867 x 10-9 

u-LAG_RM_DMG 0.0118 39.48 2.000 x 10-6 
u-LAG_RM 0.0118 38.31 2.000 x 10-6 

The simulations times of the u-LAG_RM and u-LAG_RM_DMG models are considerably 

lower than those of the CEL and CEL-DMG models, even though much less computational 

power was used. This is likely due to the implicit numerical scheme used in DEFORM 3D 

which allowed stable time steps approximately 1000 times larger than that used in the explicit 

solver. Additionally, the use of adaptive re-meshing further reduced the number of total active 

as well as severely distorted elements in the model. The use of mass scaling to reduce 

simulation times is not possible in the CEL method as a Eulerian domain is used, this is a 

limitation of the ABAQUS software package [39]. 

The u-LAG model with a 60 µm element size results in a significantly reduced simulation time 

due to the 2000x mass-scaling used and that the solver is not thermally coupled, although as 

previously discussed this element size is too coarse for the methodology used. The u-LAG 

model with a refined 10µm element size, required to produce a chip, takes slightly longer than 

the CEL and CEL-DMG models, highlighting the impracticality of this methodology for 3D 

drilling further. 
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4.5 The Effect of Cutting Condition 

The u-LAG_RM and CEL models were also compared at the higher cutting speed parameter 

set presented in Table 1, with the experimental thrust force and torque values. The force 

evolutions and the average steady-state force errors of each model are shown in Figure 11a and 

11b respectively. The models with damage were not taken forward as this had a minimal impact 

on the updated-Lagrangian with dynamic re-meshing methodology and had a large negative 

impact on the accuracy of the thrust and torque prediction in the CEL methodology. 

 
Figure 11:  (a) Evolution of the thrust force and torque predicted by the updated-Lagrangian with re-meshing method and 

the coupled Eulerian-Lagrangian method. The solid lines represent the u-LAG_RM model and the dashed lines represent the 
CEL model, the thrust and thrust are represented by the red and black lines respectively. The average steady-state thrust 

force and torque of the compared models are shown in (b) 

The CEL methodology under predicted the thrust force and torque at this cutting condition 

also, although the error is reduced by approximately 10 % compared to the previous parameter 

set, to within 20 % of both the experimental thrust and torque. The u-LAG_RM predicts higher 

steady-state torque and thrust forces than the CEL model, potentially due to predicting lower 

temperatures in the chip and workpiece which results in reduced thermal softening effects. The 

thrust force and torque values are both predicted to within 15 % of the experimentally measured 

values, as it did in the lower speed cutting condition with a better performance. The same trend 

in the thrust force evolution predicted by the u-LAG_RM model was also observed in this 

cutting condition, where the thrust force decreases when the torque reaches its maximum value, 

potentially linked to increased rate of thermal softening at maximum chip load as described 

previously. 

Although the absolute values of error have reduced by approximately 10 % in the CEL model, 

the comparative trend with the DEFROM model is still representative, demonstrating that these 
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trends are potentially representative over a wide range of cutting conditions with varying 

cutting speeds and uncut chip thicknesses. 

5 Conclusion 

The results of the comparative study conducted to assess the performance of various modelling 

methodologies available to simulate the drilling process revealed that the updated-Lagrangian 

with element deletion methodology is not a computationally viable option for large diameter 

(>3 mm) drilling simulations. On the other hand, models not requiring element deletion for 

chip separation, including the updated-Lagrangian with dynamic re-meshing and the CEL 

methodologies, were able to fulfil the modelling with varied degree of accuracy. Therefore, 

although the u-LAG models have already been used and provide a reasonable accuracy with 

respect to the thrust force and torque prediction, care must be taken as the produced working 

models lack the fundamental physics of material deformation that results in unrealistic chip 

morphologies. 

The updated-Lagrangian with dynamic re-meshing methodology is found to provide the most 

accurate predictions concerning the thrust force and torque, predicting these to within 15 %, at 

the lowest computational cost, while the CEL formulation was found to significantly under-

predict these outputs and is considerably more computationally expensive to run.  Therefore, 

the updated-Lagrangian with dynamic re-meshing methodology is the most suitable with 

regard to both accuracy and computational cost for simulating large diameter drilling. 

The additional implementation of the Johnson-Cook damage model in the CEL formulation 

reduced the predicted thrust, torque, temperatures, and chip thickness. This considerably 

reduced the accuracy of the predicted thrust force and torque, indicating that care needs to be 

taken when tuning the displacement to failure value in the fracture model to the element size 

in this methodology. On the other hand, the implementation of the damage model was found 

to have no considerable effect on the predicted torque, thrust, and temperatures when using the 

updated-Lagrangian with dynamic re-meshing method. Although this did result in a thinner 

chip, following the same trend seen in the CEL methodology. 
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