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Abstract

Building retrofit is an important facet in the drive to reduce global greenhouse gas emissions.
However, delivering building retrofit at scale is a significant challenge, especially in how
to automate the process of building surveying. On-site survey by expert surveyors is the
main approach in the industry. This can lead to a high workload if planning retrofit at a
large-scale. An advanced vehicle-mounted data capturing system has been built to collect
urban environmental multi-spectral data. The data contains substantial information that is
essential in identifying building retrofit needs. Although the data capturing system is able to
collect data in a highly-efficient manner, the data analysis is still a big data challenge to
apply the system into delivering building retrofit plans. In this paper, a street-view building
facade image segmentation model is designed as the foundation of the holistic data analysis
framework. The model is developed on the deep learning-based semantic segmentation
technology and uses an ensemble learning strategy. The object detection technology is fused
into the model as an magnifier to improve the model performance on small objects and
boundary predictions. The model has achieved state-of-the-art levels of accuracy on a built
street-view building facade image dataset.
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1 Introduction

Under the circumstances of increasingly severe global climate change, reducing greenhouse gas
(GHG) emissions is an inevitable worldwide challenge. To reach the Paris Agreement target
[1], the UK government has committed to reducing the UK’s net GHG emissions by 100% of
their 1990 levels by 2050 [2]. Across all sectors contributing towards GHG emissions in 2019,
residential buildings are responsible for 15% of the total GHG emissions [3] and consume 29% of
the total energy [4] in the UK. In the meantime, the GHG reductions from the residential sector
and the efforts of adapting the current housing stock for the climate change risks are stalled
[3, 5]. In the situation, the Climate Change Committee in the UK has requested the housing
retrofit to be an infrastructure priority [5].

Building retrofit has significant potential to decrease GHG emissions owing to the uptake of
energy efficiency. Prior to deploying a retrofit plan for an individual building, a data collection
process needs conducting to collect required data to assess the building energy condition [6].
Such process collects the key building data such as building geometry, thermal characteristics e.g.
construction materials, glazing ratio, window/door type, etc, and fault information. However,
the building survey data are not always available and commonly rely on on-site surveys. Such
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a highly labour-intensive and time-consuming process makes conducting building retrofit at
large scale extremely difficult. The state-of-the-art works contributing to large-scale retrofit are
predominately based on using existing building data and available energy simulation software
packages to automate the energy analytic process [7]. If we are to accelerate and scale the
decarbonisation of the building stock, it is vital that we develop methods to automate the
gathering of spatial information. The generation of this information from spatial data is a key
aspect of delivering upon this challenge. Within this, collecting and integrating building data in
an efficient way is still a big data challenge in both industry and academia for individual house
retrofit at large scale.

Vehicle-mounted sensors provide an efficient way to collect urban environmental data at scale.
This type of data is widely used in many ways such as assisting land-use recognition [8] and
automatically recognising building typology [9]. A famous example is the Google Street View [10]
project which captures visual image data in the urban environment. More examples emerged in
the past five years with additional point cloud and thermal image data available to support the
autonomous driving research [11, 12, 13]. Given the successes of these vehicle-mounted sensor
platforms, a multi-spectral data collection platform has been built to support the urban building
retrofit research [14]. The platform is vehicle-mounted and designed to collect visual images,
thermal images, hyperspectral images and point clouds with high automation level. The platform
is named at MARVEL (Multispectral Advanced Research VEhicLe) An demonstration image is
shown in Figure 1. The collected data contains substantial building information which can be
used to identify the building retrofit needs, e.g. point cloud data contains building geometry
information, thermal image and hyperspectral image data can be used to identify the thermal
faults and facade component material types.

Integrating the captured data and extracting building information with least manual intervention
is essential to improving the efficacy and efficiency of large-scale building retrofit. The platform
mentioned above is designed to capture data simultaneously, and the motion of the vehicle
is recorded over its operation with a GNSS(Global Navigation Satellite System)/IMU (Inertial
measurement unit) localisation/acceleration unit. The design ensures that the multi-spectral data
can be integrated after collection. Recognising the building facades and their components in a
visual image with high accuracy level is the foundation of acquiring other higher-level information.
The pixel-wise building recognition removes the redundant information of the urban environment.
By aligning the visual image data and other types of data, all unnecessary information can be
removed for further data analysing.

Spherical 360° visual
camera rig Thermal camera (x2)

LiDAR unit (x4) Hyperspectral line-
scanner (x2)

Figure 1: The developed multi-spectral data collection platform, MARVEL [14]. The visual
camera rig is installed on the top of the platform; four LiDAR units are installed on each corner
of the platform; thermal cameras and the hyperspectral line-scanners are installed on both sides
of the platform.



The pixel-wise building recognition problem is not rare in the computer vision area. A classic
topic referred to facade segmentation can be traced back to the 1970s [15]. The state-of-the-art
approaches are dominantly based on deep learning-technology with extra thinking in using the
structural features of buildings to improve the performance on predicting smaller objects e.g.
windows and doors [16, 17, 18, 19]. This includes encoding the structural properties of buildings
into models [17, 19| and loss functions [18]. Another approach is to use bounding box to refine
the outlines of building components [16, 18|. This approach shows strong capability of using the
bounding box and two-stage strategy in facade segmentation. These works show the powerful
capability of deep learning models in this area and the necessity of taking extra care in refining
the performance on predicting smaller facade components.

However, through research of literature under the typical facade segmentation topic in the past
decade [16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26|, we have identified a considerable difference
between our task and the facade segmentation task. A building facade segmentation algorithm
usually only concentrates on the building facade itself and without considering the interactions
between the facade and the urban environment. The images used in this research area are usually
with front views, and rectification & partition pre-processing. These interventions maintain the
buildings’ structural features, e.g. symmetry and straight outline. However, as we are using an
automated image capturing system and our goal is to apply the method further to city-scale
building analysis, the images we use are street-view images with substantially more diverse scenes,
lighting conditions and viewing angles than state-of-art generic facade datasets [20, 27, 28, 29].

On the contrary, our task can be described as identifying the position of buildings in an urban
scene image and classifying a building’s main facade components. Efforts using urban scene
images to locate buildings are also seen in the area of urban scene segmentation research. Urban
scene segmentation is also a computer vision task that aims to assign a category label to each
of the pixels within an image, for example a road, tree, or building. The technology is of
significant interest in the area of autonomous vehicle research [30]. Well-cited public urban
scene parsing datasets include ApolloScape [12], Cityscapes [31] and Mapillary Vistas [32]. The
category ‘building’ appears in all of these datasets as it is an important component in the urban
environment. However, although the building objects in the urban scene segmentation datasets
are imaged with irregular viewpoints, such objects are only labelled as a whole rather than
segmented into sub-components, e.g. window, door, wall etc. Therefore, the methods in the area
did not focus on refining the model performance on recognising smaller building components
particularly for windows and doors which are significant for energy modelling.

Multi-scale problems are a universal challenge of designing an urban scene segmentation model.
The problem means, in an image, the size of target objects varies in a large scope. Multiple
techniques and model structures have been developed in this field including symmetric architecture
[33], feature pyramid [34], and dilated convolution [35]. These methods show the obvious capability
of deep learning-based models to solve the problem. However, these approaches are designed
to be a universal solution of urban scene segmentation, and accordingly lack refinement for a
certain scenario.

To summarise, reducing building GHG emissions is an urgent topic. Large-scale building retrofit
plays an essential role in reducing building GHG emissions. The building energy modelling is
essential in providing supportive information for making building retrofit plans at scale. The
building data availability is still a barrier, although the energy modelling analytical process can
be automated in the state-of-the-art. The developed multi-spectral collection platform enjoys
high potentiality to provide key building information including geometry, material and thermal
characteristics for the energy modelling process with a high automation level.

The data collected by the multi-spectral collection platform contains a significant amount
of environmental noise irrelevant to buildings. To extract building information such as the



building geometry and thermal characteristics mentioned above, from the data collected, a facade
segmentation model with accuracy priority is essential. The state-of-the-art related works in
facade segmentation and urban scene segmentation area show the dominant position of the
convolutional neural network technology. The state-of-the-art works in the facade segmentation
area show the significance of refining the boundaries of smaller facade components such as
windows and doors to improve the segmentation results. The smaller facade components are also
key components which require high accuracy in assisting building retrofit. The state-of-the-art
works in the urban scene segmentation provide many contributions to the multi-scale challenge.
However, these works lack the component-level consideration in segmenting buildings.

The overall contribution of this work is the development of a new scalable approach to the
automation of residential building facade component recognition. The solutions outlined in this
paper are summarised thus:

1. a labelled dataset, focused on housing stock in a UK city, has been created, aimed at
representing complex urban scenes at high resolution, with features that are not represented
in existing datasets;

2. we have developed a novel ensemble segmentation model tailored to handle class imbalance,
and to segment facade images with inter-category size discrepancies, such as between walls
and windows;

3. we have expanded on the model to counter intra-category size discrepancies, e.g. due to
perspective, by incorporating a novel magnifier strategy.

Section 2 describes the data collection process and the produced dataset, and the development
of the facade image semantic segmentation models, FacMagNet. Section 3 demonstrates the
performance of both models on the created dataset, showing their capabilities on images with
different sized features, and handling miscellaneous urban furniture, such as on-street flora.
Both models are benchmarked against state-of-the-art methods for semantic segmentation, that
have previously been applied to both building facade segmentation problems, and more general
segmentation problems. Finally, in Section 4, we discuss the importance of our model and
the impact on building retrofit frameworks of using the proposed model as a foundation for
identifying building retrofit needs.

2 Methodology

This section introduces the process of building the dataset and the study area. Two different
semantic segmentation models derived from the U-Net architecture are designed based upon the
characteristics of our dataset, and integrated in an ensemble way. The first model is designed
to segment the relatively smaller sized features: windows, doors and chimneys. The second is
designed for the features that take up a larger number of pixels: the wall and roof of a building.

2.1 Dataset and Study Area

Street view images were collected by the visual camera rig equipped on a multi-spectral data-
capture system, as shown in Figure 1, The data-capture system is mounted on a vehicle and
driven along residential streets. The visual camera rig comprises six separate Sony IMX264
CMOS sensors with 2048 x 2448 pixels resolution. The cameras are oriented with one on the top
pointing upwards and the other five positioned horizontally along the sides forming a regular
pentagon. The combined capture has a field-of-view (FOV) of 90% of full sphere.

A cube mapping technique is applied on the captured spherical-view images to map the data
to six environmental mapping images, each with 2048 x 2048 [36]. The six images form a cube
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Figure 2: The data collection route is marked in blue. The route is selected in a typical suburb
of the North of England residing in the outside of the Sheffield city centre. The route contains a
wide range of residential building typologies defined in the TABULA database [37, 38|. Examples
of the three main residential building typologies with corresponding descriptions are marked by
the red stars.

covering the entire FOV with a front, right, back, left, top and bottom view. The top and bottom
views, which predominantly show the sky, and road and sensors, respectively, were not used in
training or prediction.

The images used for building the dataset were captured in the city of Sheffield, UK. The buildings
in our dataset are visually matched with the British residential building typology database
[37, 38]. The database classifies the building typologies based on building types, e.g. detached,
terraced, and sub-classifies based on building age bands. The building age in the area ranges from
19th to the 21th century which covers the majority of the age bands determined by the database.
The three main building types defined in the database include single-family, multi-family and
terraced houses. Examples of each one are observed in the captured images. A map of the data
capturing route is shown in Figure 2 with examples of each building type highlighted, along with
its corresponding location.

The dataset is built with 997 urban scene building images. The dataset is split into training,
validation and test sets with ratio 80%, 10% and 10%, respectively. Thus, the training set has 797
images, the validation and the test set have 100 images each. The ratio selected is a commonly
used means of creating an evaluation dataset, as seen, for example, in |39, 40].

We categorise the facade image data into five classes: windows, doors, chimneys, roofs, and walls.
A pseudo-class representing the ‘background’ categorises all features that do not belong to any
of the other classes. Relevant objects in an image are labelled regardless of whether they occur
in the foreground or background. Examples of labelled facade images with these categories are
shown in Figure 3.

The choice of categorisation is selected with consideration of the usage of positional information
of their respective features, while maintaining a clear semantic taxonomy for which we have a



large number of training data. For example, segmenting walls in visible light images will allow
the inference of building properties such as the total area of the external building facade, and
the height of the building. With localisation of the windows on a facade, it is possible to infer
the number of storeys, total window area and potentially room layout. Properties such as this
are useful information in applications such as building energy modelling [41], and material stock
analysis [42]. When considering multi-spectral sensing, as in the use of MARVEL, features that
are easily identified in visible light images can also inform analysis of data from other streams:
for example, understanding the thermal properties of different components with thermography
capture can be simplified by having pre-localised features. Fault detection in glazing using
thermal imaging could be easily automated given the locations of windows.

Choices on labelling rules were considered given desirable properties of a given feature; for
example windows were considered with their frames. A full taxonomy of the categories, with
descriptions and information inferable from their localisation is given in Table 1.

Occlusion is an inevitable feature in the urban data captured. We employ two strategies, designed
to annotate objects partially covered by two types of occlusions: solid and sparse. Solid occlusion
occurs when objects such as signs and vehicles appear in front of objects. Solid occluding objects
are considered as ‘background’ and are effectively ignored. Sparse occluding objects are those
such as trees and railings. Unlike solid occlusion, objects occluded by the sparse obstacles are still
partially visible, but may not show any explicit structure. Labelling sparsely occluded features is
a dilemma, as if we label these as background, a substantial quantity of information will be lost,
and may detrimentally affect training. The trade off we make is that if any part of an object is
not occluded, the area is still labelled with its corresponding category, otherwise it is ignored.

The collected images show extremely high complexity and variability in multiple ways, e.g.
unexpected obstacles: billboards, antenna, trees, vehicles, etc., ambient light and in particular

Table 1: Category descriptors, with properties that can be inferred through the visible-light
image semantic segmentation, as well as information that could be obtained by incorporating
other multi-spectral data, such as LiDAR, thermography and hyperspectral data

Category

Wall

Roof

Window

Door

Chimney

Description

Directly Infer-
rable Properties

Inferrable with
Multi-spectral
Data

The continuous
vertical struc-
ture  encloses
the building
interior area.
Other walls
used to divide
an area of land
are not included

Total area of
external build-
ing element;
total building
height; num-
ber of storeys;
orientation

Thermal bridge;
material; cavity
type

The covering of
a building in the
horizontal plane
support by a
wall with all at-
tached compon-
ents such as sof-
fit and rain gut-
ter

Roof pitch;
total building
height; roof

surface area

Thermal bridge;
material

The opening in
a wall and roof

with glazing
coverings and
frame, other

similar objects
such as doors
and vehicle
windows are not
included

Number of
windows; num-
ber of storeys;
partial  room
layout; window
type; total
glazing area

Glazing type;
thermal trans-
mittance
(u-value)

The movable
barrier made of
a panel which
provides access
to the inside
of the building.
Similarities

such as vehicle
doors and gates
are not included

Occupancy; par-
tial room layout

Material

The  architec-
tural ventilation
structure which
conducts smoke
and combustion
gases up from a
fire or furnace
vertically, ter-
minating at or
above roof level

Quantity; chim-
ney type

Usage



object-size variance.

2.2 Categorical Semantic Segmentation Models

Supervised deep learning-based semantic segmentation models are usually developed based on
a fully convolutional neural network (FCN) [43]. These semantic segmentation models are a
combination of a series of mathematical operations such as discrete convolution and pooling, and
the overall aim is to minimise a designed loss function. The first FCN was designed initially as
an image classification model, based on common models in the field. An image classification
model is one that aims to assign a class label to an image based on its features. Convolutional
neural network (CNN)-based classification models typically map an image to a feature vector by
passing the outputs of the convolution layers through a fully connected neural network to create
a vector output. However, the FCN replaces the fully connected layers with convolution layers
that act as deconvolution operators. The deconvolution operations restore the output feature
maps to the original input resolution, resulting in a class label corresponding to each pixel.

The spatial resolution of the feature maps, i.e. the outputs of each convolution layer, decreases
throughout the feature extraction process. This allows the learned feature maps to be more
invariant to small translations of the inputs. Consequently, the ratio of the input image resolution
to the output feature map resolution, called downsampling rate, becomes a significant concern
as redundant spatial resolution reductions will lead to target objects vanishing and insufficient
resolution reduction may result in model lacking sufficient translation invariance. Operations
called skip connections were developed to concatenate feature maps at different levels, to help
maintain the low-level information of the model, which is often lost in a linear convolution-
deconvolution model [43].

The U-Net model is another semantic segmentation model, based on the FCN, that was developed
initially for medical images [44]. The architecture has an efficient symmetric structure and is
highly expandable. U-Net outperformed base FCN and related architectures, and the model
structure has been applied in various fields, such as remote sensing [45, 46|. The original U-Net
comprises an encoder network with a standard CNN architecture, and a symmetric decoder
network that recovers the spatial resolution of feature maps. Skip connections concatenate feature
maps from the contracting path before doubling the number of feature channels to the symmetric
feature maps in the expansive path. The design allows for features representing small object
information to be transmitted to higher levels of the network. Compared with other multi-scale
architectures, such as feature pyramids [34], the symmetric architecture is able to retain small
object information better. Because the images in the facade dataset contain a number of small
objects, the benefits of the symmetric U-Net architecture are highly relevant to our problem.

(d) Label

(a) Image (b) Label (c) Image

"

I background window |Jiij door [ | chimney | roof | wa!l

Figure 3: Annotation samples, all target objects appearing in an image are labelled regardless of
their sizes, occlusions are avoided. Objects occluded by sparse obstacles are labelled depending
on the obstacle density.
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Figure 4: Relative feature size statistics of window, door and chimney under the raw data
resolution; the plot shows the width and height distributions, the distributions show high varieties
in sizes.

Another benefit of using the U-Net architecture in facade segmentation is its success on properties
that are common in both facade images and medical images. For example, targets in medical
images such as brain tumours usually have diffused and ambiguous boundaries which can
make them difficult to segment [47]. Diffuse boundaries require low-level high-resolution edge
information to refine the segmentation boundaries. In our facade image set, boundary ambiguity
has been identified in all classes. Additionally, we have a degree of semantic information in the
structure of a building, e.g. chimneys are typically located on roofs. This type of information is
often found in medical images on which U-net has been found effective, such as human brain with
defined interior structure [48]. The high-level semantic information can support the detection of
the target objects.

Employing the original U-Net architecture directly to our facade segmentation dataset is ill-
considered. The original U-Net takes inputs with resolution 572 x 572 and has a downsampling
rate of 16. Our data has a much greater resolution, and has properties such as high size
discrepancy, and class imbalance. As such, a new model is developed.

In our dataset, most of the wall objects can occupy the major area of an image and the roof
objects are mainly slender shape across the long-side of an image. However, the three smaller-sized
categories, i.e. the window, the door and the chimney, have significant size differences because
of facts including viewing perspective. Through measuring the minimum bounding rectangles
(MBR) size of the three smaller-size categories, the size distributions are plotted in Figure 4.
These plots show that the objects of the three categories are distributed highly widely and
unevenly. An effective method of solving the high size discrepancy problem is building several
neural networks aiming for different scales [49]. Therefore, we have decided to use the ensemble
learning strategy to build different models for different classes in this paper.

We have determined three different downsampling rates. For the three smaller-size categories,
the downsampling rate is chosen to be 32, i.e. loga32 = 5 layers, which means the model will
reduce the the feature map size to 32 times smaller than the input resolution. The decision is in
terms of the largest objects in the three categories occupy a significantly larger proportion than
the target objects in medical image used in the original U-Net. For the roof model and the wall
model, the downsampling rate is 64 and 128, respectively because these two categories are all
significantly larger than the smaller-size categories and thus require deeper models to extract
semantic information.

Figure 5 shows an example of the model structure with downsampling rate 32. The black arrows
indicate the skip connection which is the operation to concatenate the feature maps in encoder
network to the their symmetric ones in decoder network. As the encoder network increases the
translate invariance of the model, it loses detailed edge information and location information. The
skip connection are included to combine low-level features with high-level features, which helps the



Encoder Network Decoder Network

Encoder block: Decoder block:

3x3 Conyv, BN, RelLu 2x2 Deconv, Concatenation, BN
'i> 3x3 Conv, BN, RelLu i> 3x3 Conv, BN, Relu

2x2 Max-pooling 3x3 Conv, BN, RelLu

> BN, ReLu

Center dialation block

Figure 5: The semantic segmentation model for window, door and chimney categories, the ‘Conv’
stands for the convolution operation and ‘BN’ is the abbreviation of batch normalisation which
is a common way to prevent over-fitting. The numbers in the encoder-decoder network represent
the channel number and numbers in the dilation block are the dilation rates. The feature maps
from the dilation convolution layers are added in the end with subsequent batch normalisation
and activation layer in the centre dilation block.

model maintain information from different scales. In the three smaller-size categories, to prevent
the small objects vanishing, a lower downsampling rate is selected. This benefits the detection
of small objects in the image, however there is a trade-off in the detection of larger objects.
Inspired by the dilated convolution technique, which has been shown to extract richer semantic
information, such as in the Deeplab and D-LinkNet models |50, 51|, five dilated convolution
layers with exponential growth dilation rates are utilised to replace the two convolution layers in
the centre block. The five layers are concatenated using skip connections, as shown in Figure 5.

The detection of the roof and walls require higher downsampling rates, and the convolution
layers in the model are replaced with residual blocks[52| to deal with gradient vanishing problem:
a common issue that occurs in this type of model architecture when detecting large objects.
Residual blocks are built with a skip connection and two adjacent convolution layers to mitigate
gradient vanishing. The centre dilation block is also replaced with two residual blocks for both
the roof and the wall models.

The loss function is another crucial part apart of the model structure, that determines how effective
our classification model is. A common loss function for the classification is the binary cross-
entropy, Lpee, which represents the similarity between two distributions, and can be calculated
as an average per-pixel loss. The dice loss, Lg;c is another approach that represents the loss as a
global function, i.e. it does not treat all pixels independently, like binary cross-entropy. Dice loss
is particularly useful for segmentation problems where there is class imbalance [53, 54].

In this work, we use a joint loss function to combine the benefits of binary cross entropy and



dice loss. For vectors containing true, y, and predicted, y, pixel labels, the loss is defined:
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where NN is the number of pixels.

To combine the results of each semantic segmentation model, the output score maps are compared
to find the most confident classification for each pixel.

Small object recognition is a common problem when using deep learning models. One of the
reasons is that small objects often vanish in the down-sampling process. We have used symmetric
model structure and ensemble learning strategy to solve this problem. A related issue is that
small objects, by definition, only occupy a tiny area of an image. This can lead to severe class
imbalance. As deep learning models are trained to learn gradients and minimise a loss function,
class imbalance makes the model prone to classifying these pixels as background.

2.3 Using Object Detection as A Magnifier

In dealing with class imbalance as a result of differing object sizes in segmentation images, one
approach was developed by cropping images into small tiles and feeding those into the model
[55]. However, using this approach directly can cause target objects to lose contextual shape
information, which is essential in identification, especially in building facade images. Therefore,
we have proposed a new method: using an object detection model to extract objects from
the image and applying a magnifying factor to balance the foreground and background. The
magnification approach is adopted for only the three category models where we observe small
objects and class imbalance in the data, specifically windows, doors and chimneys.

Mask-RCNN is an example of a model, designed for instance segmentation, that incorporates a
joint object detection and semantic segmentation structure [56]. However, as the design purpose is
entirely different, this model is not applicable in our task: the model uses only a single FCN model
which, as discussed in the previous section, does not perform well in the multi-scale problems
we are looking at. The Mask-RCNN model feeds the detected area directly into the semantic
segmentation model, which does not balance input sizes to combat the intra-size discrepancy.

Object detection is an important topic in computer vision as same as the semantic segmentation
technique. The technique is to locate the target objects via bounding boxes. In previous work
on building facade segmentation, object detection has been used as a shape refinement strategy
[16, 18]. As in the front-view rectified facade images, objects such as windows and doors are
commonly in rectangular shape. In our dataset, it is not possible to use the technique in a shape
refinement manner, however we identified potential for integrating the technique in our task to
solve the class imbalance problem.

To use the object detection model, bounding box information is generated automatically by
calculating the minimum bounding rectangles (MBR) of the pixel-wise annotations. For each
annotation patch, its MBR coordinates are calculated first. As the MBR normally is not parallel
to the axes, the coordinates of the minimum rectangle which covers the MBR and parallel to the
axes are calculated as the bounding box information.

An object detection model is trained to locate the bounding boxs of the three smaller-size
categories. Patches formed from the contents of the bounding boxes are expanded by a magnifying
factor, based on their size. If the length of the bounding box’s shorter side is fewer than 64 pixels,
the area of the bounding box will be magnified by 25. When the short side is between 65 and
128 pixels, the magnification factor of 16, and all bounding boxes with short side larger than 128
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Object detection Area expansion

Input
Bounding box

Detection model \)‘

Segmentation

Figure 6: Model workflow with object detection; the input image passes into the detection
model to generate bounding boxes first; the interested areas are then expanded and extracted;
the extracted patches are magnified to a unified size then fed into the corresponding semantic
segmentation models; the output score maps are resized to the original size and spliced together
in the end.

pixels are magnified by 9. The magnified patches are tailored from the raw image and act as the
input to their corresponding categorical semantic segmentation model. The output score maps of
each patch are then recovered to their initial locations. The object detection model integration is
shown in Figure 6.

To learn and predict bounding boxes, the Faster R-CNN model is used [57]. In this model, a base
CNN network is employed first to generate feature maps, similar to the encoder network in the
semantic segmentation model. The outputs from this base network are fed into a region proposal
network (RPN). The RPN proposes 9 different anchor boxes for each point of in the feature
maps and determines if each of the anchor boxes contains a target, along with their coordinates
[57]. The RPN uses the non-maximum suppression (NMS) to filter redundant anchor boxes. The
technique determines a threshold, and any bounding boxes with an overlapping area larger than
the threshold are removed. After the RPN, the classification and coordinates regression model
will determine the category and refine the anchor box coordinates.

In this work, instead of using the VGG-16 model as the base network in the original paper [57],
we adopt the Inception ResNet-V2 [58]. The anchor box ratios are fixed, as in the original paper,
at 1:1, 1:2, and 2:1 [57]. The NMS threshold is fixed at 0.7.

3 Experiments

3.1 Training Strategy and Evaluation

Experiments are conducted in each category to explore the best combination among various
choices discussed in Section 2. A base U-Net model is built for the purpose of comparison. For
the roof and wall category, a deeper U-Net model with larger down-sampling rate, as well as
a residual connection version of the deeper U-Net model. For the other three categories, the
performance of the base U-Net model, the dilated version of the base U-Net and the object
detection integration model is tested. Finally, the combined model is compared with existing
state-of-the-art semantic segmentation models including Deeplab-v3plus [35], PSPNet 34|, and
SegNet [33]. Deeplab-v3plus is one of the top performing methods in the PASCAL VOC semantic
segmentation challenge [59]. PSPNet and SegNet were introduced in the literature review was
two models used for urban scene segmentation task.

To maintain detail of images as high-quality as possible, and considering limitations to available
computational resources, the input images were rescaled to 1024 x 1024 pixels. After the magnifier
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extracts image patches, each patch is re-scaled to 512 x 512 pixels before feeding into the smaller
category models. A data augmentation technique is used during model training: geometric
transformations and colour adjustments were applied to the base dataset to produce a larger
training set. Horizontal mirroring, vertical & horizontal translations and small rotations were
applied randomly to 50% of the data. The hue of the images were adjusted randomly by up to
10%.

The adaptive moment estimator (Adam) optimiser with a learning rate reduction strategy was
used [60]. The minimum learning rate was set to 107°. To prevent overfitting, early-stopping is
applied, stopping the training process if validation loss does not decrease for 30 epochs. The
maximum number of training epochs was 500 for all models; typically, models took fewer than
200 epochs to train. All convolution layers in all segmentation models were initialised with
Kaiming distribution [61].

Categorical models performances are evaluated both qualitatively and quantitatively. Qualitative
evaluation is based on visual inspection, and the quantitative include use of a confusion matrix
and comparative evaluation metrics on component models. We use accuracy, precision, recall,
true negative rate (TNR), intersection of union (IOU) and the F1 score to indicate the quality of
models. Each of these metrics relies true positive, true negative, false positives and false negative
numbers for each image. The true positive and negative represent the pixel quantities which are
correctly predicted by the model, and the converse count incorrectly classified pixels. Accuracy
denotes the percentage of correct classifications; precision measures the percentage of correct
positive samples in all positive predictions; recall is a measure of the correct positive predictions
over all positive samples; TNR measures a model’s ability to correctly classify negative samples;
and IOU measures the overlapping ratio of the positive predictions and the positive samples.
Finally, the F1 score widely used to measure the overall model performance by considering
the impact of the both precision and recall values. The ensemble model will be evaluated by
multi-class confusion matrix and visual inspection of the combined masks.

In this work, all code was written in Python, with all deep neural networks where implemented
with the TensorFlow library [62]. All models were trained a workstation with Windows 10, 16GB
RAM, an Intel Xeon E5-1620 v4 CPU and an NVIDIA Quadro P5000 GPU.

3.2 Categorical Model Evaluation

Metrics for the small component segmentation models are given in Table 2. Both our proposed
model architectures outperform the base U-Net structure. Looking at the F1 score and IOU
metrics, we find that the proposed integrated magnifier model performs particularly highly
for the chimney and door categories. The dilated centre block models, without magnification,
tend to show higher precision value and lower recall value than with the magnifier. Since the
denominator of the recall metric is a constant in predictions of a same image, this phenomenon
indicates that the magnifier integration model tends to predict more positive pixels. Besides, the
results show the accuracy and TNR metrics both have high values across different models due to
the robust capabilities of all models of predicting negative samples and the highly imbalanced
dataset. However, the two metrics are not suitable to be used to compare model performances in
this task.

The qualitative analysis demonstrates the same overall results. Examples of segmentations are
shown in for the detection of doors and windows in Figure 7 and Figure 8 respectively. The
magnifier integration model generally shows better performance in handling boundaries and
small objects.

For the window category, the F1 and IOU show distinct improvements in using the dilated centre
block but only very minor refinements with the magnifier integration model compared to the
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base U-Net. Figure 8 demonstrates that the magnifier integration can generate more precise
boundaries. However, as the model tends to classify glazing surfaces belonging to buildings
as windows, such as the solar panel in Figure 8(b), and these kind of surfaces widely exist on
building facades, the tendency lowers its overall quantitative performance.

The evaluation metrics for the roof and wall categories with different downsampling rates are
shown in Table 3. The results for the roof category show that with the higher downsampling, the
overall performance drops. Although the use of residual blocks can improve the performance, the
base U-Net model still performs highly. However, the results in wall classification show that the
residual central block performs much better than the base U-net, regardless of the downsampling
rate. The quantitative analysis shows that the roof base U-Net model can produce more coherent
predictions, and the residual model of the wall category is more friendly to boundary predictions.
Visual examples of this are shown in Figure 9.

3.3 Ensemble Model Evaluation

Based on the findings in the evaluation of each categorical model, the model ensemble, FacMagNet,
uses our magnifier integration model for the three smaller-sized categories, because of its

Table 2: Smaller-size categories segmentation performance; The ‘U-Net 32’ is the base U-Net
with downsampling rate 32. The ‘Dilated U-Net 32’ is the base U-Net with the dilation centre
block and the ‘With Magnifier’ is to integrate the Faster-RCNN into the Dilated U-Net 32 model.

‘ Model Accuracy Precision Recall TNR  IOU  F1 score

qz‘ U-Net 32[%] 99.86 83.91 82.20 99.94 71.01 83.05
£ | Dilated U-Net 32[%] 99.89 90.52 81.24 99.97 74.87 85.63
5 With Magnifier|%)| 99.90 89.59 85.12 99.96 77.46 87.30
5 U-Net 32|%]| 99.53 82.65 64.83  99.87 57.06 72.66
s Dilated U-Net 32[%] 99.59 89.61 64.87 99.93 60.33 75.26

With Magnifier|%)| 99.61 81.93 76.50 99.84 65.46 79.12
g U-Net 32[%] 99.43 93.79 91.78 99.75  86.52 92.77
E Dilated U-Net 32|%]| 99.51 95.44 92.18 99.82 88.30 93.78
= With Magnifier|%)] 99.42 91.23 94.60 99.62 86.71 92.88

Image Base U-Net Dilated U-Net With Magnifier

Door (a)

True Positive(TP) [ False Negative(FN) [lllFalse Positive(FP)

Door (b)

Figure 7: Door qualitative examples; (a) clearly shows the performance improvements and (b)
shows the object detection integration model predicting the object without annotation.
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Image Base U-Net Dilated U-Net With Magnifier

Window (a)

Window (b)

J True Positive(TP) [ False Negative(FN) [llFalse Positive(FP)

Figure 8: Window qualitative examples; (a) shows the performance improvements and (b) shows
the object integration model improving the performance but also recognise the solar panel as a
window

advantages in boundary and small-object predictions. The base U-Net for the roof category and
our proposed residual U-Net 128 for the wall are selected due to sharing highest IOU and F1
values in each category.

Figure 10 shows the produced multi-class confusion matrix of FacMagNet trained on the dataset.
The confusion matrix shows that the window and the wall achieves the highest accuracy and the
door is the lowest. Most of the considerable errors are caused due to wrongly classifying pixels
belonging to objects as background. Walls are the category to which the model will incorrectly
assign pixels second-most often.

Our proposed FacMagNet is compared with using other models which are widely adopted in
the semantic segmentation area, the categorical IOU values of each model are shown in Table 4.
The mean IOU (mIOU) is calculated by computing the IOU average of all classes excluding the
background.

From Table 4, it is clear that our model performed highest across all categories. FacMagNet’s
largest improvements were in the chimney and door categories, when compared to the other
models. The table shows the benefits of applying the magnifier strategy and designing model
structures for each facade component class: the mIOU of the FacMagNet is 3.49% higher than the
ensemble U-Net model. Figure 11 shows that our FacMagNet visually achieves high performance

Table 3: Roof & Wall segmentation performance; The ‘U-Net’ ‘64’ and ‘128’ means using the
U-Net structure with downsampling rate 64 and 128, respectively. ‘Residual’ means using the

residual blocks across the model.
Model Accuracy Precision Recall TNR  IOU  F1 score
= U-Net 32[%] 99.48 92.74 89.65 99.78 83.77 91.17
3 U-Net 64]|%)] 99.30 91.10 84.88 99.74  78.39 87.88
Residual U-Net 64]%)| 99.42 92.20 88.14  99.77  82.02 90.12
— U-Net 32|%]| 97.16 93.00 94.25 9798 88.01 93.62
g U-Net 128|%)| 96.63 92.87 91.84 97.99 85.78 92.35
Residual U-Net 128|%] 97.60 95.31 93.78 98.69 89.64 94.54
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segmentations, even when dealing with high-distortions, small-objects and obstacles. We can also

see from Figure 11 that our approach can easily handle segmentation, even when the components
are partially occluded by objects such as trees and fences.

Image Base U-Net U-Net 64 (128) Residual 64 (128)
¥

Roof

Wall

True Positive(TP) [MFalse Negative(FN) lFalse Positive(FP)
Figure 9: Roof & Wall qualitative examples, the number in bracket indicates the down-sampling

ratio of the wall category model; the roof category is more suitable for the base model and the
residual model is more friendly to the wall category.

Normalized confusion matrix

0.000 0.000 0.001 0.001

-08

True label

0.048 0.001

background chimney door window roof wall

Predicted label

Figure 10: Normalised ensemble model confusion matrix, the confusion matrix is normalised by
dividing the sum of the ground-truth pixels in each categories, the diagonal show the percentage
of the correctly predicted pixels over the sum of corresponding ground-truth pixels.
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Table 4: Categorical IOU, the first row is the metrics of using our developed FacMagNet, the
second row is using the base U-Net with ensemble strategy. The third, fourth, fifth and sixth rows
are using Deeplab-v3plus, U-Net, PSPNet, and SegNet models, correspondingly, as multi-class

classifiers.
‘Chimney Door Window Roof Wall mIOU

FacMagNet|%)] 77.90 65.82 87.83 83.62 89.87 81.01
Ensemble U-Net|%)] 72.52 56.52 86.60 83.57 88.39 T7.52
Deeplab-v3plus|%)| 75.84 59.74 84.30 79.17 85.86  76.98

U-Net|%] 7440 5133  76.66  68.04 77.57  69.60
PSPNet|%] 59.85  48.67  73.46  66.86 7253  64.27
SegNet|%] 5401 39.97  57.67 3658 6532 50.71

4 Discussion and Future work

4.1 The FacMagNet model

In this paper, a building facade semantic segmentation model is developed to recognise residential
building facades in component level. The model has been carefully designed to detect the features
of residential buildings from street-level imaging. A key characteristic of our data is that it
contains a substantial number of small objects, and there is a high size discrepancy both between
different classes and within the same class. Our proposed model employs a symmetric structure,
dilated convolution and an ensemble learning strategy, as well as a magnifier to handle class
imbalance. The results presented in Section 3 demonstrate the efficacy of our model on facade
segmentation against contemporary and state-of-the-art models.

One drawback of our model, due to the ensemble nature of the model, is the high time and
computational resource requirements, both for the training and more importantly for prediction.
As we integrate six individual models with differing architecture, our model requires more

(a) Image (b) Ground Truth (c) Our Result (d) Image (e) Ground Truth (f) Our Result

]
e, . .llln,
. . il =

Visualisation (2) Visualisation (1)

Visualisation (3)

I background [ wall window [ roof [ chimney

Figure 11: Qualitative examples of the FacMagNet model; the visual results show our model has
achieved high accuracy in large object, and is friendly in handling small-object and occlusion
problems.
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resources compared with using an end-to-end model, such as the Deeplab-v3plus model [35].
However, because the use case of the model, for example within the retrofit pipeline, is unlikely
to need real-time execution, this is not likely to impact the usefulness of our proposed model.

4.2 Facade segmentation as a foundation for scalable retrofit

As discussed in the Section 1, an efficient and flexible data collection approach with automated
data analysis methods is vital in delivering building retrofit at scale. On-street data capture,
such as MARVEL, is designed to scale the data collection of urban environmental data. It is
impractical, even infeasible, to manually extract information at this scale. Automating feature
extraction leads to efficient strategies for urban data analysis.

MARVEL realises a highly efficient approach to multi-spectral urban environmental data capture.
Localisation of properties in space can help build a portrait of a building, for entry into further
modelling such as building energy models, which are vital in building retrofit solutions. Combining
localised properties with co-captured data from thermal and hyperspectral cameras can provide
high fidelity representations of different features. For example, from a visible-light image, we can
segment the wall and extract directly properties such as total area, height and number of stories.
Incorporating hyperspectral information, it may be possible to characterise material properties
of the wall that may not be possible with visible light only due to, for example, painted surfaces.
Likewise, thermal images can be divided and the thermal bridges of different components can be
assessed independently. This is useful for fault detection in glazing, or determining the nature of
the cavity in a wall. Both of these features are important when building high quality models.

As we have created an accurate process for segmenting features on a building facade, we can
reliably make inferences on the properties such as those outlined in Table 1. Performing this
in a scalable manner is the first step towards automating or semi-automating the development
of retrofit solutions for residential buildings. The model has been shown to give high quality
segmentations of all components, in a wide range of building types, with little noise from unrelated
structures or objects.

The integration of the proposed building facade segmentation approach and other types of
data collected by MARVEL will provide higher-level understandings of buildings in the selected
area. The 3D point-cloud urban environment models can be generated by the LiDAR units.
Through integrating the facade segmentation results with the 3D models, the buildings and
their components can be identified from the urban environmental models. The integrated model
will then provide a comprehensive understanding of the regional buildings. As the point cloud
data contains real-world space information, building volume can be calculated. The building
components quantities in an area, e.g. window and door, can also be counted automatically.
Other important building metrics such as the glazing ratio which is a significant parameter in
evaluating the building energy behaviour can also be calculated by the point cloud-semantic
segmentation integration model. This ratio can also be used to evaluate the building natural
illumination and ventilation conditions. For example, a building with low glazing ratio might
need the introduction of synthetic ventilation, such as the THEX (Total Heat EXchanger) [63]
during retrofit.

The thermal images and hyperspectral images are to determine the thermal performance and
material types of buildings, respectively. The use of integration of point-cloud and infrared
thermography data to detect the thermal leakage was previously explored in [64]. With the
integration of the facade segmentation approach, the certain building components of thermal
leakages can be determined. This will contribute to a more precise retrofitting plan in terms
of material replacement or strengthening. The spectral information can be used to identify
building materials [65]. Incorporating the hyperspectral data with the integrated 3D model could
realise accounting building stock. Compared to the traditional methods, this method has less
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constraints since it does not require historic records. In addition, the method is also potentially
more accurate since it does not need to define archetypes to approximate the building types in
an area.

The facade segmentation information also can be directly applied to contribute towards building
energy modelling. [66] automatically measure the view factor of street canyons with using the
Google street view data and deep learning-based semantic segmentation model. The model choice
in this paper is not component-level oriented, thus lacking attentions on small object problem.

4.3 Future work

The holistic target of future work is to realise an automatic, scalable, comprehensive, building
analysis system towards efficient scalable retrofit solutions. The system will largely contribute
towards renovating the existing building analysis approaches with fewer data constraints and
higher efficiency. We identify some key areas towards which our proposed model can contribute.

Given the nature of the data capture, with both visible-light photography and LiDAR capture,
a 3-D representation of the buildings can be constructed with real-world dimensions. Multiple
perspectives, as the capture moves past a building, can be utilised to use multi-view stereo
photogrammetry techniques [67, 68]. Alignment of projected 3-D models with LiDAR can serve
for validation. Because the semantic segmentation model proposed accurately localises features
at a pixel-level, these labels can be projected onto the photogrammetry models. A labelled 3-D
model can be used to extract dimensional properties of features that can be used to infer a great
deal of information about a property, as discussed in Table 1.

Multi-spectral capture, as we are able to perform with MARVEL, allows for co-registered
information on buildings. Thermal profiles of a building can indicate a number of features, such
as insulation quality, as well potential faults or thermal leaks. Localising objects within the
building front allows for better understanding of a thermal image: for example, the difference
between the thermal bridge of a window and wall could cause incorrect inferences without the
context that they are two different objects, with different material properties. The information we
can obtain from segmenting visible-light images can help automatically extract relevant context
to fine tune analysis.

Isolating objects on a building facade is also essential when characterising materials. With
hyperspectral data, a distribution of properties representing material properties can be identified.
Knowledge of material, and even glazing, can impact the effectiveness of building energy models
[7, 41]. The information characterised about a building can also be used to build stock models, the
creation of which would greatly benefit from scalable solutions [42|. Beyond retrofit, knowledge
of building properties on a scalable level can be useful in a number of urban applications. For
example, radio signals can be negatively impacted by both building height and materials, which
can affect indoor signal [69]. Understanding the nature of urban environments with accurate
information can aid in modelling network coverage, which may inform distribution needs.

4.4 Conclusions

In this paper, we have collected and built a novel street-view building facade images dataset
focusing on the UK residential housing stock. A data labelling framework was identified,
considering potential needs in assisting scalable building retrofit. We have also presented a
novel ensemble model for the semantic segmentation of building facade components, termed
at FacMagNet. The model is purpose build for the task, utilising contemporary deep learning
architectures and utilising an ensemble learning strategy to best categorise each object. We have
demonstrated that it can effectively and accurately label images at a level that exceeds other
state-of-the-art models for the given task.

18



Along with the development of the model and evaluation on urban street-level data, we have
identified clear motivation for this approach in the pathway to scalable residential retrofit.
By incorporating multispectral capture, the localised building features will be able to directly
contribute to automating the current building energy analysis and building material stock
modelling, for use by stakeholders such as local government authorities.
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