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Abstract 8 

As a follow-up development of the Computational Fluid Dynamics (CFD)-based sub-channel analysis 9 

tool, i.e. coarse-grid Sub-Channel CFD (SubChCFD), this paper aims at developing a coupling 10 

between SubChCFD and resolved CFD, thereby enhancing the performance and application flexibility 11 

of the coarse-grid model. A time-explicit domain-overlapping method is used to achieve the coupling, 12 

which ensures good flexibility and reasonable numerical stability. In such a coupling framework, 13 

embedded resolved sub-models are to be placed arbitrarily into a SubChCFD baseline model in 14 

regions selected for refinement. Two coupling modes are available: the one-way coupling mode, 15 

where the SubChCFD model provides the boundary conditions for the resolved sub-models, but no 16 

feedback from the resolved sub-model to the SubChCFD model is carried out; the two-way coupling 17 

mode, where feedback is enabled from the resolved sub-model back to the SubChCFD model to 18 

improve the solution of the latter. 19 

The coupling methodology has been first tested using 2-D flow cases, including an internal flow in a 20 

T-junction and an external flow passing a square cylinder. It has then been applied to 3-D cases of 21 

nuclear rod bundles with complex conditions. One is a 7×7 rod bundle with locally ‘ballooned’ fuel 22 

rods where complex flow phenomena occur due to the blockage effect caused by area reduction in 23 

flow passages. The other is a 5×5 rod bundle with inward jet flow at one corner of the housing walls 24 

resulting in a strong cross flow. In all of the test cases, the results of the coarse-grid SubChCFD model 25 

with the two-way coupling approach are consistently improved compared with those of the uncoupled 26 

SubChCFD simulations. 27 

Keywords 28 
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1. Introduction 30 

With the recent development in the nuclear industry, reactor design and safety assessment have put 31 

forward increasingly challenging requirements for thermal hydraulic analysis. The traditional 0-D/1-32 

D tools, restricted by their model architecture, become increasingly inadequate to meet these 33 

requirements, especially in handling situations with significant 3-D phenomena and flow transients 34 

(Brockmeyer et al., 2016; Papukchiev et al., 2009). The advanced Computational Fluid Dynamics 35 

(CFD) method is in principle superior to the traditional tools, but it still suffers from a long turnaround 36 

in computation time, which limits its application in addressing realistic engineering problems (Hanna 37 

et al., 2020; Viellieber and Class, 2015). To fill the gap, a hybrid technique, a CFD-based sub-channel 38 

analysis tool, has been proposed in our previous work (Liu et al., 2019), which is referred to as Sub-39 

Channel CFD (SubChCFD). 40 

SubChCFD is a mix of CFD and sub-channel codes, taking advantage of both. Thanks to its CFD-like 41 

architecture, SubChCFD is capable of providing higher resolution results than the latter, therefore 42 

allows more detailed physics to be captured. Meanwhile, the computing cost is much lower than 43 

conventional CFD due to the use of a very coarse mesh system, which potentially enables routine 44 

numerical simulations to be carried out for large reactor components or even the entire reactor core. 45 

Similar to sub-channel codes, fully validated industry-standard correlations are employed for wall 46 

modelling closure to ensure a higher modelling consistency so as to reduce the uncertainty of 47 

numerical simulations for specific designs of reactors. A detailed description of the baseline 48 

SubChCFD can be found in Liu et al. (2019). 49 

As it is based on a more general and advanced CFD platform, SubChCFD is, in principle, more flexible 50 

and better suited than typical sub-channel codes in describing complex flow and heat transfer 51 

behaviours of coolant in reactors at off-design conditions. However, the conditions should not deviate 52 

too much from the ‘standard’ ones, as the experimental data or correlations used for the model closure 53 

may become invalid and, therefore, result in significant uncertainties. For example, a local blockage 54 

caused by fuel rod ballooning during a Loss of Coolant Accident (LOCA) of a Pressurised Water-55 

cooled Reactor (PWR) (Ang et al., 1988) would be a challenge for SubChCFD, since the typical sub-56 

channel structure is significantly distorted around the blockage because of the deformation of the fuel 57 

rods, making the empirical correlations no longer valid for these structures. 58 

A solution to handle such situations is to take advantage of one of the main strengths of SubChCFD, 59 

i.e. its readiness to be coupled with other CFD based methods. Through coupling with conventional 60 

CFD (referred to as ‘resolved CFD’ throughout this paper), the empiricism-based closure method in 61 
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SubChCFD can be locally ‘overridden’ or ‘replaced’ by nesting resolved sub-models in selected 62 

regions where the flow exhibits complex features. Work to be presented in this paper is aimed at 63 

developing such a coupling functionality to enhance the performance of SubChCFD so that it can be 64 

used for a wider range of scenarios especially those with complex local flow features. 65 

The concept of coupling different simulation packages/methodologies has been widely used in nuclear 66 

applications, an important example of which is the coupling between 1-D system/sub-channel codes 67 

and CFD (Aumiller et al., 2001; Bandini et al., 2015; Bavière et al., 2014; Bertolotto et al., 2009; Bury, 68 

2013; Gibeling and Mahaffy, 2002; Grunloh and Manera, 2017, 2016, Papukchiev et al., 2009, 2015, 69 

2011; Pialla et al., 2015; Toti et al., 2017). In such approaches, the 1-D code, which has normally been 70 

validated against numerous engineering data and experiences, provides reasonable boundary 71 

conditions for the CFD models so that they can be used more efficiently to account for some key 72 

components/parts with complex 3-D phenomena and/or flow transients that cannot be well represented 73 

by the 1-D approaches. This enables the CFD methods to play some role in reactor system modelling, 74 

alleviating, to some extent, the difficulties arising from their high computing costs. 75 

In general, there are two approaches for the aforementioned coupling described in the literature on the 76 

basis of the treatment of the computational domain, including domain decomposition (Aumiller et al., 77 

2001; Bertolotto et al., 2009; Gibeling and Mahaffy, 2002; Papukchiev et al., 2009; Toti et al., 2017) 78 

and domain overlapping (Bavière et al., 2014; Grunloh and Manera, 2017, 2016) methods. Detailed 79 

comparisons are also made between the two approaches (Bandini et al., 2015; Papukchiev et al., 2015). 80 

Earlier coupling efforts for nuclear applications reported in the open literature are mostly based on the 81 

domain decomposition approach as it is more intuitive and easy to implement (Aumiller et al., 2001; 82 

Gibeling and Mahaffy, 2002). In such an approach, the entire computational domain is decomposed 83 

into several sub-domains, some of which are simulated using CFD, and the rest are accounted for 84 

using system/sub-channel code. Coupling is achieved by dynamically exchanging data at the 85 

interfaces between the CFD and the system/sub-channel code domains to obtain the necessary 86 

boundary conditions. To ensure convergence and numerical stability, the domain decomposition 87 

method normally requires the solutions of the coupled sub-models to be close to each other at the 88 

coupling interfaces during the simulation. This often leads to the use of very small time steps in an 89 

explicit approach or high under-relaxation in a semi-implicit approach. In the domain overlapping 90 

method however, a base mesh that covers the entire computational domain is always created for 91 

system/sub-channel code, whereas CFD is used for some selected regions. This keeps the 92 

mathematical system of the system/sub-channel code model intact and consistent with the CFD system, 93 

thus improving numerical stability (Grunloh and Manera, 2016). In the overlapping region, the CFD 94 
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solution is used as feedback to correct the solution of the system/sub-channel code, which therefore 95 

improves the overall performance of the simulation. 96 

Despite the similarities with the aforementioned domain overlapping approaches, the coupling to be 97 

developed in this paper is very different in terms of its technical implementation, such as the 3-D-to-98 

3-D data exchange algorithm at the coupling interfaces, and the forms of information feedback 99 

between sub-models. In this respect, its principle is very close to the concept of the overset mesh 100 

method (Clark et al., 2014; Jarkowski1 et al., 2014; Norman et al., 2002; Sitaraman et al., 2008; 101 

Vassberg et al., 2002; Wissink et al., 2008). The strategy of the overset mesh method is to decompose 102 

complex geometry into a number of sub-regions each of which can be represented using simpler 103 

meshes (Norman et al., 2002). Domain connectivity algorithms are usually employed to bridge these 104 

meshes through interpolative data exchanges. This method allows multiple layers of different types of 105 

meshes and the corresponding CFD solvers to be used in a single CFD simulation. For example, a 106 

curvilinear structured or prismatic unstructured grid can be used in the near-wall regions to properly 107 

capture the geometry and the boundary layer, whereas a structured Cartesian grid can be used for the 108 

regions at some distance away from the wall, on which high order numerical schemes are easier to be 109 

implemented. 110 

In practice, special numerical tools are developed to locate the ‘donor’ and the ‘acceptor’ grid points 111 

through which data are exchanged in the form of Dirichlet boundaries (Sitaraman et al., 2008). At 112 

each time step, iterations are performed over the sub-meshes until convergence is achieved before 113 

advancing to the next time step. In some of the later versions of the overset mesh method, the creation, 114 

positioning and refinement of the sub-meshes as well as the ‘hole cutting’ process (removal of the grid 115 

points of the background coarse mesh in the overlapping region) are performed automatically, which 116 

relies on two directions of data transfer (Kim et al., 2005). The first one is referred to as the ‘upward 117 

marching’, which starts from the coarsest background mesh, identifying the regions for which the 118 

foreground finer meshes are created based on the solution error of the initial results on the background 119 

mesh. The second one is the so-called ‘downward marching’, through which information is passed 120 

back from the finer meshes to the coarser ones to update the boundary conditions of the latter at the 121 

fringe grid points in the overlapping regions so that the accuracy of the results on those meshes can 122 

be improved as a result. From the perspective of spatial arrangement of the sub-domains, the overset 123 

mesh method is more likely to be a domain decomposition approach, as the grid points of the coarse 124 

meshes located within the overlapping region are normally ‘blanked out’ from the solution domain 125 

and the result improvements rely purely on boundary condition update at a number of ‘artificially’ 126 

created ‘internal’ boundaries. The disadvantage of such a treatment is that it may cause inconsistency 127 
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at these boundaries for the different meshes and hence numerical instability. Despite this, the 3-D data 128 

exchange methods at the coupling interfaces used in the overset mesh method are still of much use 129 

and can be borrowed for the current development. 130 

In the current development, domains for the SubChCFD and resolved CFD are determined pre-131 

simulation and no dynamic adaptation is needed. In addition, the grid points of the SubChCFD mesh 132 

located within the overlapping region are not removed from the solution domain, thus ensuring the 133 

intactness of SubChCFD’s mathematical system. However, the embedded resolved sub-models 134 

naturally need to receive data from the SubChCFD results to define and update their boundary 135 

conditions. Simulation results of the SubChCFD model can also be improved through feedbacks of 136 

the resolved sub-models in the form of additional source terms, which is similar to the domain 137 

overlapping coupling method between system/sub-channel codes and CFD. In this way, the improved 138 

SubChCFD results can in turn provide more accurate boundary conditions for the embedded resolved 139 

sub-model, and thereby improve the overall accuracy of the coupling system. 140 

In Section 2 of this paper, the technical details of the methodology are described. In Section 3, simple 141 

flow cases are used first to verify the effectiveness of the coupling platform developed, and then the 142 

coupling technique is applied to practical nuclear fuel bundle cases for further testing and validation. 143 

Conclusions are given in Section 4 and directions for future work are also indicated. 144 

2. Methodology 145 

2.1   A brief introduction to SubChCFD 146 

As explained in the introduction, SubChCFD is a blend of CFD and sub-channel code methodology 147 

(Liu et al., 2019). A dual mesh approach is used, including, namely, (i) a filtering mesh which aligns 148 

with the mesh used in typical sub-channel codes, enabling the integral wall friction and heat transfer 149 

effects calculated using existing engineering correlations, and (ii) a computing mesh, on which the 150 

Reynolds Average Navier-Stokes (RANS) equations are solved with a near wall closure method based 151 

on calculations of step (i). Figure 1 shows an example of the dual mesh system for a PWR fuel channel, 152 

in which the computing mesh is created by sub-dividing a filtering mesh cell. 153 
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ub

Filtering mesh

Computing mesh

 154 

Fig. 1 Mesh system in SubChCFD 155 

The Finite Volume (FV) RANS momentum equation written for a collocated arrangement of the 156 

unknowns to be solved in SubChCFD can be written as follows, 157 

( ) ( ) ( ) ( )1 1 1 1n n n n n n n n

M

S S S

dS Ip dS dS
t
ρ ρ σ+ + + +Ω

− + ⋅ = − ⋅ + ⋅ + Ω
∆ ∫ ∫ ∫

     
  u u u J n n n S               (1) 158 

where Ω  is the cell volume, t∆  is the time step size, ρ is fluid density, superscript n and n+1 159 

represent the nth and the (n+1)th time step, respectively, 

u  is the velocity vector, 


J  is the convective 160 

mass flux, 

n  is the unit normal vector to the cell surface, S is the area of the cell surface, I is the unit 161 

tensor, σ is the stress tensor including both the viscous and turbulence contributions, 
M


S  is the body 162 

force. In SubChCFD, each term of the above equation is treated no differently from a standard FV 163 

approach except for the (molecular and turbulent) diffusion term which may be the main error source 164 

when using a very coarse mesh to simulate wall bounded shear flows. In SubChCFD, it is decomposed 165 

into an interior part and a wall boundary part as follows, 166 

=

w fS S S

dS dS dSσ σ σ⋅ ⋅ + ⋅∫ ∫ ∫
  

 n n n                                                       (2) 167 

where Sw is the cell surfaces adjacent to a wall boundary, Sf is the interior cell surfaces. The interior 168 

part in Equation 2 is further written as 169 

( ) ( )T 2

3
f f

t

S S

dS dSσ µ µ δ ⋅ = + ∇ + ∇ − ∇⋅ ⋅  ∫ ∫
    
n u u u n ,                                  (3) 170 

and the eddy viscosity tµ  is modelled using appropriate turbulence models. Since the computing mesh 171 

is very coarse, it is reasonable to assume that Equation 3 is always applied in the core of the flow 172 

where turbulence is strong. In the initial version of SubChCFD, a mixing length model was used and 173 
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proved to be sufficient to predict a correct level of turbulence for the flow away from the wall (Liu et 174 

al., 2019). In this paper, the mathematical system of SubChCFD is slightly updated to be compatible 175 

with some more advanced 2-equation turbulence models (e.g. k-ε and k-ω series of turbulence models). 176 

However, using such turbulence models in SubChCFD is not aimed at improving the prediction of the 177 

near-wall turbulence and producing more accurate results of the wall shear stresses. Instead, the main 178 

purpose is to simplify the information exchange of turbulence quantities with the coupled resolved 179 

fine-mesh models where more advanced RANS turbulence models are usually used. 180 

The wall boundary part, however, is calculated making use of sub-channel friction correlations to 181 

ensure a correct integral effect of the wall friction: 182 

1 1

4 2
w w

b

S S

dS f dSσ ρ⋅ = −∫ ∫
  

b b
n u u                                                      (4) 183 

where f denotes the skin friction factor, ρb and 

b
u  represent the sub-channel bulk density and bulk 184 

velocity derived by averaging the CFD solutions over the corresponding sub-channels. A correlation 185 

is given as follows to calculate the friction factor along a square-lattice rod bundle (Todreas and 186 

Kazimi, 1990), 187 

2

1 21 1 / Ren

h h

P P
f a b b

D D

    
= + − + −    
     

                                        (5) 188 

where the values of the parameters for different types of sub-channels are given in Table 1. 189 

Table 1 Parameters in the friction factor correlation for square-lattice rod bundles  190 

Sub-channel type a b1 b2 n 

Interior (laminar) 35.55 263.7 -190.2 1 

Edge (laminar) 44.40 256.7 -267.6 1 

Corner (laminar) 58.83 160.7 -203.5 1 

Interior (turbulent) 0.1339 0.09059 -0.09926 0.18 

Edge (turbulent) 0.143 0.04199 -0.04428 0.18 

Corner (turbulent) 0.1452 0.02681 -0.03411 0.18 

 191 
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2.2   Fundamentals of the coupling methodology 192 

SubChCFD is, in essence, a sub-channel analysis tool implemented on CFD platform. Consequently, 193 

some of the concepts described in the introduction can be used to facilitate its coupling with resolved 194 

CFD. Obviously, the domain overlapping method has advantages in the current application, as it not 195 

only maintains the independence of the coupled sub-models, leading to higher numerical robustness, 196 

but also simplifies the mesh system generation by a large extent. 197 

To achieve the coupling between SubChCFD and resolved CFD models, a time-explicit domain 198 

overlapping method is used, which provides good flexibility and reasonable numerical stability. From 199 

a temporal point of view, information exchange between the coupled models only happens at the end 200 

of each time step (Sub-iteration within time step is also allowed in the current coupling scheme, which 201 

is helpful for deriving time-accurate results in simulations of strong transient problems. In that case, 202 

the information exchange happens at the end of each sub-iteration.), resulting in a relatively ‘loose’ 203 

coupling and ensures, to some extent, high independence of the coupled models. From a spatial point 204 

of view, the domain overlapping method strengthens such an independence and, more importantly, 205 

avoids potential numerical issues caused by the interfacial mesh non-conformality (which may happen 206 

in a domain decomposition approach). In addition, the domain overlapping greatly simplifies mesh 207 

generation. For example, it is not necessary to ensure that the grid lines of the coupled sub-meshes 208 

coincide with each other. This therefore provides the user high flexibility to embed one or more 209 

resolved sub-domains arbitrarily into selected regions of an existing coarse-grid domain to achieve 210 

result refinement over these regions. Figure 2 shows a sketch of the mesh arrangement used in the 211 

current coupling method. 212 

Coarse-grid 

baseline model

Embedded 

refined model

 213 

Fig. 2 Sketch of mesh arrangement in the domain-overlapping coupling 214 

As described above, the coarse-grid model is applied to cover the entire domain and can be solved 215 

independently without relying on the embedded resolved sub-models. In contrast, the embedded sub-216 
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model needs information from the coarse-grid model to define its boundary conditions. Feedback from 217 

the resolved sub-model to the coarse-grid model is also allowed for overall accuracy improvement, 218 

which leads to a two-way coupling (detailed theory about this is elaborated on in Section 2.3). It is the 219 

user’s choice whether to allow a two-way coupling or not. Figure 3 illustrates the data flow in this 220 

coupling system. 221 

Solving governing 

equations of the coarse-

grid model

Interpolating results to 

interfaces

n+1 (Pseudo-) 
time step

Solving governing 

equations of the refined 

sub-model

n (Pseudo-) 
time step

Solving governing 

equations of the coarse-

grid model

Interpolating results to 

interfaces

To n+2 (Pseudo-) time step

From n-1 (Pseudo-) time step

Obtaining boundary 

conditions

Solving governing 

equations of the refined 

sub-model

Obtaining boundary 

conditions

        

Obtaining correction 

momentum source term

Solving governing 

equations of the coarse-

grid model

Interpolating results to 

interfaces

Obtaining correction 

momentum source term

Solving governing 

equations of the coarse-

grid model

Interpolating results to 

interfaces

Interpolating results to 

coarse-grid cell centres

Solving governing 

equations of the refined 

sub-model

From n-1 (Pseudo-) time step

To n+2 (Pseudo-) time step

n (Pseudo-) 
time step

n+1 (Pseudo-) 
time step

Obtaining boundary 

conditions

Interpolating results to 

coarse-grid cell centres

Solving governing 

equations of the refined 

sub-model

Obtaining boundary 

conditions

 222 

                                            (a)                                                                           (b) 223 

Fig. 3 Data flow in the coupling system: (a) one-way coupling, (b) two-way coupling 224 

The method has been implemented in a pressure-based FV CFD solver Code_Saturne (Fournier et al., 225 

2011). A Dirichlet velocity boundary condition (i.e. specification of boundary values) is used for the 226 

momentum equation and a homogeneous Neumann condition (i.e. zero normal gradient) is used 227 
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correspondingly for the Poisson equation of the pressure correction at the boundaries formed by the 228 

coupling interfaces in the embedded sub-domain. The pressure of the fine mesh at a chosen reference 229 

point was fixed to that of the coarse-mesh solution. Other physical boundaries (e.g. solid walls) are 230 

treated no differently from a standard RANS approach. For simplicity, an example is given in Figure 231 

4, showing how the Dirichlet interface velocity is calculated in the case of a coupled 2-D triangular 232 

mesh system. The calculation method can be straightforwardly extended to arbitrary types of 3-D 233 

meshes. 234 

To increase the numerical stability of the coupled simulation, both the fine-mesh and the coarse-mesh 235 

velocities of the previous time step are used to obtain the velocity boundary condition for the 236 

embedded sub-model. As can be seen in Figure 4, the interface velocity at target face centre F in the 237 

fine mesh is calculated using the velocities at cell centre I (the cell adjacent to face F in the fine mesh) 238 

and J (the cell closest to I in the coarse mesh), respectively. By making use of the respective velocity 239 

gradient at these cell centres, the two velocities are projected onto the orthogonal line I’J’ to face F at 240 

locations with equal distance to point F. Then, the interface velocity F


u  is calculated as an equal-241 

weighted blending of them using the following equation, 242 

( ) ( )0.5 ' ' +0.5 ' 'F J J I IJJ O F II O F   = + ∇ ⋅ + + ∇ ⋅ +   
       

u u u u u .                           (6) 243 

Similar calculations are applied to all other scalars to be solved, such as turbulence quantities in a 244 

turbulent flow or thermal variables in a non-isothermal flow. 245 

J

J'

I

I'

O'

F

J
I

F
Zoom-in

Centroids of the fine mesh cells

Centroids of the coarse mesh cells

Centroid of the coupling interface F
 246 

Fig. 4 Calculation of the interface velocity 247 

It is worth pointing out that, to ensure the numerical algorithm to solve the governing equations of the 248 

embedded sub-model well-posed, the Dirichlet velocity boundary conditions defined should satisfy 249 
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the global mass conservation a priori (Tang et al., 2003). This is approximately guaranteed in the 250 

coupling, as the boundaries of the embedded sub-domain, consisting of the physical boundaries and 251 

the coupling interfaces, form a close surface within the coarse-grid domain and the velocities at the 252 

coupling interfaces (calculated using Equation 6) are based on the velocity solution that satisfies the 253 

conservation of mass everywhere at the coarse-mesh level. Despite this, there may still be a minor 254 

global mass imbalance at the fine-mesh level due to interpolation and the magnitude of such an 255 

imbalance depends on the interpolation scheme used and the difference in mesh resolution between 256 

the coupled model pair. In order to achieve a strict mass balanced boundary of the embedded sub-257 

domain, a weighted flux correction approach (Völkner et al., 2017) is introduced to correct the 258 

velocities at the coupling interfaces before they are used as Dirichlet boundary conditions. 259 

As mentioned above, a two-way coupling can be enabled by allowing feedback from the embedded 260 

sub-models to the coarse-grid model. This is aimed at improving the local accuracy of the coarse-261 

mesh solution. In fact, the improvement will not be limited to just the overlapping region but will 262 

propagate beyond due to transport effect of the flow. The improved coarse-mesh solution, in turn, 263 

allows for a more accurate definition of the Dirichlet boundaries for the embedded sub-model. 264 

Therefore, the overall accuracy of the whole coupling is improved. 265 

In the current implementation, a correction source term is used to achieve such a feedback, i.e. by 266 

adding a source term to the FV discrete momentum equation (Equation 1) of the coarse-grid baseline 267 

model as a penalty to force the velocity of this model to approach that of the refined sub-model. The 268 

equation to be solved in the coarse-grid model then reads as 269 

( ) ( ) ( ) ( )1 1 1 1n n n n n n n n n

M

S S S

dS Ip dS dS
t
ρ ρ σ+ + + +

∆
Ω

− + ⋅ = − ⋅ + ⋅ + Ω +Ω
∆ ∫ ∫ ∫

      
  u u u J n n n S S         (7) 270 

where 
n

∆


S   denotes the correction source term which is based on the local velocity difference between 271 

the two coupled models, taking the following form: 272 

( )
n

n n n

dis loc
t

ρλ∆ = −
∆

  
S u u .                                                          (8) 273 

In the above equation, 
n

loc


u  is the cell centre velocity of the local coarse-grid model, 

n

dis


u  is the 274 

velocity of the distant embedded sub-model interpolated from the closest cell centre to the location 275 

where 
n

loc


u  is stored, λ is a user prescribed correction factor, representing to what extent the coarse-276 

mesh result is expected to be corrected by that of the resolved model. A too high value of λ may cause 277 
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strong oscillations in the simulation. The authors suggest  λ < 1.0 for a steady flow and λ < 0.1 for a 278 

strongly transient flow. 279 

2.3   Pressure reconstruction in the two-way coupling  280 

As depicted in Section 2.2, a correction momentum source term is used in the two-way coupling to 281 

increase the overall accuracy of the coarse-grid model. Ideally, the correction source term should not 282 

play a role except offsetting the truncation error that arises due to the use of a coarse mesh. Before 283 

giving a more detailed analysis on this, the differential form of the RANS governing equations is 284 

recalled: 285 

( ) 0
t

ρ ρ∂
+ ∇ ⋅ =

∂

u                                                                    (9) 286 

( )
( ) p

t

ρ ρ σ∂
+ ∇ ⋅ ⊗ = −∇ +∇⋅ +

∂

  
M

u
u u S ,                                            (10) 287 

For ease of analysis, let ( , ) ( )ψ ρ ρ σ= ∇ ⋅ ⊗ −∇⋅ −
  
M

u u u S , the momentum equation, i.e. Equation 288 

10, can be written in the following form: 289 

( )
( , ) p

t

ρ ψ ρ∂
+ = −∇

∂

 u
u .                                                        (11) 290 

Accordingly, the spatial discrete form of Equation 11 on a coarse mesh and a fine mesh can be given 291 

by the following equations, respectively, 292 

( ) ˆˆ ( , ) ( )c cc c
c c cp

t

ρ ψ ρ∂
+ = −∇

∂

 u
u                                                   (12) 293 

( )
ˆˆ ( , ) ( )

f f f f

f f fp
t

ρ
ψ ρ

∂
+ = −∇

∂


u
u ,                                                (13) 294 

where the variables with subscripts c and f denote those associated with the coarse mesh and the fine 295 

mesh, respectively. ˆ cψ  and ˆ fψ  represent a certain discrete form of operator ψ  on the coarse mesh 296 

and the fine mesh and ˆ c∇  and ˆ f∇  are the respective discrete gradient operators. 297 

The momentum equation solved for the coarse-grid model in the two-way coupling can be written as 298 

follows: 299 

( )
ˆˆ ( , ) ( )

cpl cpl c c

cpl cpl cplp
t

ρ
ψ ρ ∆

∂
+ = −∇ +

∂

 u
u S ,                                           (14) 300 

where cpl


u  is the numerical solution of velocity in the coupled simulation, the error norm of which is 301 

expected to satisfy the following relation: 302 
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c cpl f− > − > −
     
u u u u u u .                                                      (15) 303 

As such, solving Equation 14 is, to some extent, equivalent to solving an equation with the spatial 304 

discretisation error of operator ψ  in between those of Equations 12 and 13, which may be written in 305 

the following form: 306 

( )
ˆ( , ) ( )

cpl cpl c c

cpl cpl cpl
t

ρ
ψ ρ φ

∂
+ = −∇

∂




u
u ,                                              (16) 307 

where ψ  is some unknown discrete form of the operator ψ . The exact form of it is unknown, but the 308 

purpose is to obtain a more accurate solution than that of Equation 12, although the same coarse mesh 309 

is used. In addition, it should be noted that 
cplφ  in Equation 16 is not equal to 

cplp  in Equation 14, 310 

which is a unique problem to address in the two-way coupling of this paper. Unfortunately, 
cplφ  is the 311 

real physical pressure field to be obtained rather than the pressure solution of Equation 14, i.e. 
cplp . 312 

This is why a pressure reconstruction process is required. 313 

To obtain 
cplφ , the correction source term ∆


S  is decomposed into an effective part ′


S  and a potential 314 

field ′′

S  as follows, 315 

∆ ′ ′′=
  
S S + S ,                                                                  (17) 316 

where ′′

S  is the gradient of a scalar field χ  and can be written as  317 

ˆ ( )c χ′′ ∇

S = .                                                                  (18) 318 

The potential component ′′

S  does not cause any changes to the velocity solution but only acts a 319 

correction term to improving the pressure solution. ′

S  is the part that contributes purely to improve 320 

the discretisation accuracy of operator ψ . As such, the following equations can be obtained, 321 

ˆ= ( , ) ( , )c c

cpl cpl cpl cplψ ρ ψ ρ′  − − 
  S u u                                                  (19) 322 

ˆ ˆ ˆ= ( )= ( ) ( )c c c

cpl cplpχ φ ′′ ∇ − ∇ −∇ 

S .                                                 (20) 323 

Equation 20 implies a simple relation between 
cplφ  and 

cplp ,  that is 324 

( )cpl cplp Cχ φ= − − + ,                                                              (21) 325 

where C is a constant (C vanishes when the same reference pressure is used for 
cplφ  and 

cplp ). 326 

Obviously, key to reconstruct the real physical pressure field 
cplφ  from the pressure solution 

cplp  is to 327 

obtain the scalar field χ . Considering the fact that 
cplφ  is actually an improved pressure field that is 328 
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consistent with the improved velocity cpl


u  (see Equation 16), the gradient of 

cplφ can be approximated 329 

directly using the pressure solution of the embedded resolved model which is supposed to provide 330 

more accurate predictions in the overlapping region. In the remaining regions, the gradient of 
cplφ  just 331 

stays the same as that of 
cplp , then the following approximation is obtained, 332 

ˆ ( )       in the overlapping region
ˆ ( )

ˆ ( )           in the rest of the domain

f

fc c
cpl

c

cpl

p

p
φ

 ∇ ∇ ≈ 
∇

,                                 (22) 333 

where ˆ ( )f

f
c

p ∇   is the pressure gradient interpolated onto the coarse mesh using the pressure 334 

solution of the embedded resolved sub-model. Equation 22 is further substituted into Equation 20. 335 

Applying a divergence operation to the latter leads to a Poisson equation for the scalar field χ which 336 

can be written as follows, 337 

{ }ˆ ˆ ˆ( ) ( )        in the overlapping region
ˆ ˆ ( )

0                                                   in the rest of the domain

c f c

f cplc c
c

p p
χ

  −∇ ⋅ ∇ −∇  ∇ ⋅∇ = 


.               (23) 338 

Equation 23 is then solved over the entire domain with homogeneous Neumann conditions (i.e. zero 339 

normal gradient) for all boundaries. The scalar field χ  can be finally determined and the interfacial 340 

discontinuities introduced in Equation 22 can be largely eliminated. 341 

3. Validation and Application 342 

3.1   Testing of the coupling platform using simple flow cases 343 

To verify and demonstrate the methodology and its implementation described in Section 2, initial 344 

simulations have been carried out for two 2-D cases, including a jet flow at a T-junction (Section 3.1.1) 345 

and an external flow passing a square cylinder (Section 3.1.2). In both test cases, two-way coupling is 346 

activated and the embedded sub-model is defined over a small area only covering the most important 347 

region where the flow is expected to have complex features. In practice, a larger embedded sub-model 348 

would be recommended but the small overlapping region used here provides a more challenging test 349 

of the methodology. 350 
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Main model

         

Re = 21,400

 351 

                                             (a)                                                                                 (b) 352 

Fig. 5 Initial 2-D test cases: (a) jet flow in a T-junction, (b) external flow passing a square cylinder 353 

Figure 5 shows the arrangements of the embedded sub-models in the two test cases as well as some 354 

key flow conditions. The standard k-ε turbulence model is used in both the embedded sub-model and 355 

the coarse-grid model for both of the test cases. Dirichlet boundary conditions are used at the coupling 356 

interfaces for the turbulence variables in the embedded sub-models and they are obtained similarly to 357 

those for velocities described in Equation 6. Non-slip boundary conditions are used for all solid walls 358 

involved in the two test cases. A wall function approach is used for the near-wall modelling and the 359 

meshes are created in line with this. In each case, the results are compared with a resolved CFD model 360 

and a coarse-grid model of the entire domain, to ascertain the differences due to the coupling approach. 361 

3.1.1 Jet flow in a T-junction 362 

The T-junction consists of 2 branches, the main one being horizontal and 0.02 m wide and the 363 

secondary branch being vertical and 0.005 m wide. Water is used as the working fluid and the main 364 

flow in the horizontal channel is from left to right with a bulk velocity of 8 m/s. The jet is created by 365 

injecting water into the main flow through the vertical channel. The injection velocity is set to 8 m/s. 366 

The two streams strongly interact with each other around the confluence region, resulting in complex 367 

phenomena. 368 

Figure 6 shows the meshes around the T-junction in the computational domain, including a typical 369 

resolved CFD mesh (15,800 cells) (see Figure 6a) used to produce reference CFD results and a coupled 370 

mesh system (see Figure 6b) for the coupled simulation. As can be seen, the coupled mesh system 371 

consists of a very coarse mesh (only 752 cells) covering the entire flow domain and a refined mesh 372 

(4,500 cells) covering only the confluence region. They are used in the coarse-grid model and the 373 

embedded sub-model, respectively. It should be pointed out that the refined mesh in Figure 6b has 374 

exactly the same arrangement of grid lines as that in Figure 6a. To generate fully developed inflow 375 

conditions, a mapped inlet method (that is, recycling the velocity at a cross section in the downstream 376 
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of the inlet) is used for both channels. The pressure outlet condition with a fixed gauge pressure of 377 

zero is used for the outlet of the horizontal channel. 378 

     379 

                                     (a)                                                                             (b) 380 

Fig. 6 Meshes around the T-junction: (a) resolved reference CFD model, (b) coupled model 381 

 382 

 383 

 384 
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 385 

Fig. 7 Profiles of x-direction velocities at various vertical lines 386 

Figure 7 shows the x-direction velocity profiles plotted over a series of vertical lines at different 387 

locations alone the x-axis downstream of the confluence point. Here, ‘Coarse-grid (Coupled)’ refers 388 

to the coarse-mesh result in the coupled simulation while ‘Fine-mesh (Coupled)’ refers to the 389 

embedded fine-mesh result in the same simulation. It can be seen that the coarse-mesh result in the 390 

coupled simulation is also plotted for the lines that lie outside the overlapping region (x=8L and x=12L) 391 

(see Figure 7 top left for the definition of L), to further investigate the effective zone of the coupling. 392 

Reference data are produced through a resolved CFD simulation using the fine mesh that covers the 393 

entire domain (see Figure 6a). The coarse-mesh result of an uncoupled simulation using the same 394 

coarse mesh (see Figure 6b) is also produced and plotted in these diagrams so that the improvements 395 

achieved due to model coupling can be directly evaluated. 396 

• Without coupling, it is not surprising that the coarse-mesh result deviates greatly from the 397 

reference result due to large discretisation errors of the governing equations, especially at x = 398 

2L, 4L, 6L and 8L (see Figure 7 top-left), where most of the complex flow features emerge. 399 

However, the situation changes when coupled with an embedded resolved model.  400 

• Overall, the result produced by the embedded sub-model in the coupled simulation agrees 401 

very well with the reference result in all of the sampled vertical lines presented, despite some 402 

of the boundaries being placed in a very complex flow environment. It is encouraging that the 403 

coarse-mesh result is also significantly improved due to coupling, although it is not as good 404 

as its counterpart produced by the embedded sub-model. It is observed that such an 405 

improvement is not only limited to the overlapping region but also propagates beyond it, for 406 

example, at line x = 8L which sits significantly away from the embedded sub-model. 407 

Figure 8 shows a comparison of the pressure distributions along the centre line of the horizontal 408 

channel in the T-junction. Once again, the result of the uncoupled coarse-grid model looks rather poor 409 

in terms of local distribution especially at the regions just downstream of the confluence point. This 410 

is greatly improved in the coupled simulation. It should be noted that the coarse-mesh result shown 411 



18 

 

here from the coupled simulation is the reconstructed pressure cplφ  rather than the direct pressure 412 

solution of Equation 14. 413 

 414 

Fig. 8 Pressure distributions at the centre line of the horizontal channel 415 

3.1.2 Flow passing a square cylinder 416 

The second 2-D case is an external flow around a square cylinder. The cylinder is 0.04 m in width. 417 

Water at a free stream velocity of 0.535 m/s is used as the working fluid, corresponding to a Reynolds 418 

number of 21,400 (based on the width of the cylinder). Figure 9 shows the meshes used in this test 419 

case. To capture the unsteady flow behaviour, particularly the vortex shedding in the wake, a typical 420 

CFD mesh (38,240 cells) is created with careful refinement around the cylinder (see Figure 9a). 421 

However, the mesh is intentionally made very coarse for the coarse-grid model (only 1,188 cells) to 422 

further evaluate the coupling technique (see Figure 9b). As for the previous test case, the mesh for the 423 

embedded resolved model (7,080 cells) has the same grid line arrangement as that used in the reference 424 

model. 425 

     426 
                 (a)                                                                                 (b) 427 

Fig. 9 Meshes used in the case of flow passing a square cylinder: (a) resolved reference CFD model, 428 

(b) coupled model 429 
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The time step sizes used for the coarse-grid and the embedded resolved models are always kept the 430 

same in coupled simulations of transient problems to ensure the synchronicity of the temporal 431 

evolution of the flow in different domains. As a result, the maximum time step size used is limited by 432 

the fine-mesh domain. For simplicity, a constant time step size of 0.001 s is used for the coupled 433 

simulation in this case, which ensures the CFL criterion to be satisfied for both of the domains 434 

throughout the simulation. Considering the transient nature of the flow in this case, sub-iteration 435 

within time step is allowed to ensure convergence but leads to negeligible difference in simulation 436 

results as compared with that of a non-iterative simulation. 437 

Simulation results are first compared between the uncoupled coarse-grid model and the resolved 438 

reference model. Snapshots of x-direction velocity contours are taken at t = 10 s when a fully 439 

developed unsteady flow has been reached after an initial transient phase. Time evolutions of the x-440 

direction velocity component are plotted at a number of sampling points to show more details. It can 441 

be seen in Figure 10 that, for an uncoupled simulation, the coarse-grid model is unable to capture any 442 

of the important flow features let alone the details of vortex shedding. The flow predicted is nearly 443 

steady-state as indicated through the plot of time traces at the sampling points. This is not surprising 444 

because the numerical diffusion in the coarse mesh smooths out the detailed features of the flow. 445 

However, this is no longer the case in the coupled simulation. It can be seen that the flow pattern 446 

predicted by the coarse-grid model is very similar to that of the resolved reference CFD thanks to the 447 

correction source term applied, although the governing equations are still solved on the same coarse 448 

mesh. The x-direction velocity contour plotted using the result of the embedded resolved sub-model 449 

is also shown in Figure 10 (in the bottom left sub-figure) with the coarse-mesh result displayed in the 450 

background. In both results, the oscillating wake is successfully reproduced and the main flow 451 

structure is well represented. 452 

coarse-mesh model (uncoupled)

x

y

 453 
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Resolved reference model

 454 

coarse-mesh model (coupled)

 455 

embedded fine-mesh model (coupled)

 456 

Fig. 10 Comparison of the flow fields between the coupled and the uncoupled simulations. Left 457 

column: x-direction velocity contours at t = 10 s, Right column: history of the local velocity 458 

development at sampling points shown in the left top sub-figure 459 

Table 2 shows a comparison of the predicted Strouhal number between the coupled simulation and 460 

the reference CFD. The transient behaviour produced in the coarse-grid model is a direct result of the 461 

correction source term passed back from the embedded sub-model in the coupled simulation, hence 462 

an identical Strouhal number of 0.146 is obtained in the two coupled models, which is very close to 463 

that obtained in the reference CFD simulation. Nevertheless, it is worth noting that the initial evolution 464 

of the flow predicted by the coarse-grid model in the coupled simulation differs from that of the 465 

reference results. This may be due to the complex interactions between the coupled models in transient 466 
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flow simulations. For example, the coupling errors arising from interpolation between different 467 

meshes, may not only spread in space but also accumulate in time, which poses additional challenges 468 

to the methodology in question. To further improve the results in transient flow simulations, it is 469 

suggested that a relatively large domain is used for the embedded sub-model to avoid its boundaries 470 

being defined at locations where the flow is still very complex, especially in terms of temporal 471 

variations. For such simulations, using a small correction factor (normally smaller than 0.1) can help 472 

to suppress numerical instabilities. 473 

Table 2 Strouhal numbers obtained from the simulations 474 

Cases Coupled coarse-grid Coupled embedded Resolved reference 

Strouhal number 0.146 0.146 0.131 

3.2   Applications in rod bundle flows 475 

With sufficient confidence gained from the initial tests, the coupling method is ready to be used in 476 

simulating complex flows in realistic reactor rod bundle configurations. In this section, two 3-D rod 477 

bundle cases are selected to carry out the tests. The first one is taken from the work of Creer and co-478 

authors (Creer et al., 1979), who carried out an experimental study to investigate the turbulent flow 479 

phenomena near postulated sleeve blockages in a 7×7 model nuclear fuel rod bundle. The blockages 480 

are characteristic of fuel clad ‘ballooning’ or ‘swelling’ which could occur during a LOCA accident 481 

of a PWR. Because of the strong deformation of the fuel rod, the flow profile across the blockage may 482 

be strongly distorted compared with that in normal sub-channel configurations, which poses 483 

challenges to standard SubChCFD. 484 

The second test case is a 5×5 PWR rod bundle with a lateral jet flow at one corner of the housing 485 

walls. The configuration used follows the one used in the study of Bieder and Rashkovan (2019) who 486 

used Large Eddy Simulation (LES) to study complex cross flows in the so-called baffle jetting 487 

phenomenon which may happen in real life PWR reactors. Such reactors are usually designed with a 488 

counter flow configuration in the core bypass region where baffle plates are placed between the core 489 

and the core barrel to allow a bypass flow of the coolant. Cross flows through the enlarged baffle gaps 490 

may happen when a significant pressure difference is established between the two sides of the baffle 491 

plates, leading to a high speed jet towards the fuel rods in the core. Such a phenomenon is obviously 492 

beyond the modelling capability of standard SubChCFD. 493 

 494 
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3.2.1 Flow blockage in a postulated ballooned 7×7 PWR rod bundle 495 

In Creer’s experiment, the rod bundle was unheated and the blockages were positioned on the central 496 

nine rods, resulting in a maximum of 70% area reduction of the centre four sub-channels. Water at 497 

29.4 °C was used as the working fluid in the experiment. A bulk velocity of w0 = 1.74 m/s was used 498 

away from the blockage region, corresponding to a Reynolds number of 2.9×104 (based on the 499 

hydraulic diameter of the non-damaged rod bundle geometry). Axial velocities and their fluctuations 500 

were measured at various locations of the rod bundle, which can be used for validation purpose. 501 

Like the ‘standard’ RANS approach, there are also considerable flexibility in setting up the 502 

SubChCFD model and computational domain. In this case study, a SubChCFD model is created based 503 

on ¼ sector of the entire geometry to take advantage of the symmetries in the rod bundle structure and 504 

the flow. Accordingly, an embedded resolved sub-model, covering the 4 sub-channels adjacent to the 505 

ballooned fuel rods, is created for the coupled simulation. Geometrical details of these models can be 506 

found in Figure 11, in which the sizes and locations of the embedded sub-domain are highlighted using 507 

red dash lines. 508 

              509 
                                                         (a)                                                          (b) 510 

Fig. 11 Geometry used in the coupled simulation for the 7×7 ballooned rod bundle case: (a) top 511 

view of the model (the ¼ sector of the rod bundle), (b) side view of the model 512 
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Figure 12 shows clipped views of the meshes used for the relevant models and sub-models. A meshing 513 

scheme that is equivalent to scheme 1 type of mesh defined in Liu et al. (2019) is used for the coarse 514 

mesh generation, which leads to a total number of 0.11 million hexahedral cells. The meshing scheme 515 

used for the embedded sub-model for the overlapping region is overall in line with the use of a wall 516 

function approach (except for the narrow gaps around the blockage), and the resulting mesh consists 517 

of 0.1 million cells. As such, the total number of mesh cells in the coupled simulation is 0.21 million. 518 

A refined mesh for the complete domain has also been generated for resolved CFD simulation to 519 

produce reference data (shown in Figure 12c). This mesh has a the same resolution as that of the 520 

embedded sub-model, consisting of about 1.6 million cells. As expected, such a coupling only leads 521 

to a slight increase in computing cost compared with an uncoupled SubChCFD simulation. Table 3 522 

gives the CPU times of the relevant simulations conducted for this case. Compared with a conventional 523 

resolved CFD approach, the computing cost in the coupled simulation is reduced by more than 80%. 524 

A modified Launder-Sharma k-ε model is used in combination with an all-y+ wall function to describe 525 

the turbulent flow in both the embedded sub-model in the coupled simulation and the reference 526 

resolved CFD model. Unlike a standard low Reynolds number approach, such a strategy does not have 527 

a stringent requirement that the near-wall meshes are refined consistently down to the viscous sub-528 

layers, thus ensuring a relatively low computing cost. For the narrow gaps around the blockage where 529 

the mesh is somewhat ‘over-refined’, the model reduces automatically into a standard low-Reynolds 530 

treatment. For the regions away from the blockage where the mesh may be less refined, the model 531 

switches smoothly into a wall function approach with the increase of the dimensionless wall distance 532 

y+ of the first layer of cells through a blending function (Code_Saturne development team, 2019). 533 

For the sake of simplicity, the same turbulence model is used for the coarse-grid SubChCFD model 534 

to allow a straightforward coupling with the embedded resolved sub-model. It should be pointed out 535 

that it is not necessary for the turbulence models used for the coupled models to be the same. In 536 

practice, turbulence models used for the embedded sub-model should be selected with caution so that 537 

flow physics can be captured correctly. However, turbulence models play a lesser important role in 538 

SubChCFD since it is only active in the core flow region of the sub-channels. 539 

Table 3 Mesh sizes and CPU times of relevant numerical models 540 

Numerical models Uncoupled SubChCFD Coupled SubChCFD Resolved CFD 

Mesh size (million cells) 0.1 0.21 1.6 

CPU time per iteration (s) 7.29 12.48 71.64 

 541 
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 542 

                                   (a)                                          (b)                                          (c) 543 

Fig. 12 Clipped views of meshes used for the 7×7 rod bundle case: (a) coarse-grid SubChCFD 544 

model, (b) coupled simulation model, (c) resolved reference CFD model (the horizontal clipping 545 

plane is located at the centre of the blockage) 546 

Simulation is first performed using SubChCFD alone. Results obtained are compared with both the 547 

reference CFD solutions and the experimental data wherever available. Figure 13a shows the axial 548 

velocity distribution along the centre line of the central blocked sub-channel. Significant errors occur 549 

downstream of the blockage where the recovery of the reduced axial velocity in the wake is severely 550 

under-predicted, indicating that the inter-channel mixing is underestimated. Through coupling with an 551 

embedded resolved model (see Figure 12b), the simulation results are improved both in terms of 552 

capturing the peaks and the distribution. Clearly, the improvements are not limited to the model 553 

overlapping region, but ‘travel’ with the flow downstream in the wake due to the convective effect. 554 

Figure 13b shows the axial pressure distribution along the centreline of the central blocked sub-555 

channel. Since no experimental data are available for pressure, the result of the resolved CFD model 556 

is considered as the only reference. It can be seen that some details of the pressure distribution, 557 

especially those across the blockage, are poorly predicted when using SubChCFD alone, although the 558 

overall head loss is correct. In contrast, such details are relatively well captured by the embedded 559 

resolved model in the coupled simulation, despite some discrepancies in the regions immediately 560 

downstream of the blockage. It is encouraging that the reconstructed pressure of the SubChCFD model 561 

in the coupled simulation is rather good, which follows very closely the reference result, reproducing 562 

nearly every detail of the pressure field development. 563 
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      564 

                     (a)                                                                                   (b) 565 

Fig. 13 Simulation results plotted along the axial centreline of the central blocked sub-channel: 566 

(a) axial velocity, (b) pressure 567 

Figures 14 and 15 show the distributions of the axial velocity component on the cross sections normal 568 

to the z-axis. Two planes are selected to present the results, one of which is located at 1.462Dh (Dh is 569 

the hydraulic diameter of a non-damaged rod) upstream of the centre of the blockage (Figure 14), and 570 

the other is located at 2.559Dh downstream of the centre of the blockage (Figure 15). It can be seen 571 

that, in the coupled simulations, the results of the embedded sub-model agree very well with the 572 

reference results provided by the resolved CFD simulations in the centre four sub-channels. Besides, 573 

the results of the SubChCFD model are also improved consistently over these regions due to the use 574 

of the two-way coupling. This is especially significant for the results shown in Figure 15, in which the 575 

uncoupled SubChCFD simulation severely underestimated the axial velocity in the two sub-channels 576 

adjacent to the central blocked sub-channel. 577 

Figure 16 shows more details of local velocity profiles, which covers four different axial locations, 578 

that is, z = −1.462Dh, z = 1.462Dh, z = 2.559Dh and z = 3.655Dh (z = 0 represents the centre point of 579 

the blockage). Each of them is plotted over the blue straight line shown in the embedded picture of 580 

Figure 16b. Comparisons are not only made between simulation results but also with available 581 

experimental data for better validation. It is not surprising that the reference CFD model produces the 582 

closest results to the experiment, capturing the basic trend of velocity profile distortion caused by the 583 

blockage, despite some deviations in the regions near the centre of the blockage. Such deviations may 584 

be caused by the inaccuracy of the turbulence model or the wall function used. Nevertheless, this will 585 

not affect the effectiveness of the resolved CFD result to be used as a reference in evaluating the 586 

coupling approach. Moreover, the current study is aimed at demonstrating methodology rather than 587 

pursuing accurate numerical results. 588 
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 589 

                                    (a)                                                                              (b) 590 

 591 

                                    (c)                                                                             (d) 592 

Fig. 14 Contour plots of the axial velocities at a horizontal plane located 1.462Dh upstream of the 593 

centre of the blockage: (a) SubChCFD result in an uncoupled simulation, (b) reference resolved 594 

CFD result, (c) SubChCFD result in a coupled simulation, (d) embedded model result with the 595 

SubChCFD result in the background 596 



27 

 

 597 

                                    (a)                                                                            (b) 598 

 599 

                                    (c)                                                                            (d) 600 

Fig. 15 Contour plots of the axial velocities at a horizontal plane located 2.559Dh downstream of the 601 

centre of the blockage: (a) SubChCFD result in an uncoupled simulation, (b) reference resolved 602 

CFD result, (c) SubChCFD result in a coupled simulation, (d) embedded model result with the 603 

SubChCFD result in the background 604 

Again, it can be seen more clearly from Figure 16 that the results of the coupled simulation (including 605 

both the embedded sub-model and the SubChCFD model) are closer to the reference results than those 606 

of the uncoupled SubChCFD simulation. It is worth pointing out that such results are obtained using 607 
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a relatively small embedded sub-domain which only covers four sub-channels around the blockage. It 608 

is expected that the coupled simulation will converge to the reference resolved model when the 609 

embedded sub-domain is appropriately enlarged, for example, to cover nine sub-channels around the 610 

blockage. In practice, users can conduct a set of trial simulations to finally determine the best size and 611 

location of the embedded sub-domain to balance the requirement in accuracy and the computing cost. 612 

 

(a) 

 

(b) 

 

(c) 
 

(d) 

Fig. 16 Comparisons of the axial velocity between the coupled and uncoupled simulations: 613 

(a) 1.462Dh upstream of the centre of the blockage, (b) 1.462Dh downstream of the centre of the 614 

blockage, (c) 2.559Dh downstream of the centre of the blockage, (d) 3.655Dh downstream of the 615 

centre of the blockage 616 

3.2.2 Baffle jetting in a 5×5 PWR rod bundle 617 

Bieder and Rashkovan (2019) extended their simulation model for a rod bundle from 5×5 to 6×6 and 618 

found the location of the farther boundary has negligible influence on the jet. Consequently, the 5×5 619 

configuration has been chosen to be used to simulate the baffle jetting phenomenon of a PWR. Figure 620 
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17a is a cross-sectional view of the 5×5 rod bundle. The top and right boundaries of the rod bundle 621 

are made symmetric to represent that this is a portion of a real-life PWR fuel assembly. The left and 622 

bottom boundaries are non-slip solid walls, which is to mimic the corner baffle plates in the core. 623 

Between the two perpendicular baffle plates, a 0.001 m gap is left to allow a high-speed inward cross 624 

flow into the core to simulate the baffle jetting. In the simulation, a 5 m/s input velocity has been 625 

imposed at the gap to create the jet flow. Figure 17a also shows some other key dimensions of the rod 626 

bundle, which are obviously similar to a real PWR. 627 

Figure 17b is a side view of the 5×5 rod bundle. The length of the rod bundle is 0.5 m, and the baffle 628 

plate gap starts at the location 0.012 m downstream of the inlet plane and ends at the outlet plane of 629 

the rod bundle. To obtain a fully developed flow profile at the inlet, the computational domain of the 630 

rod bundle is extended from the inlet plane along the axial direction by several times of the hydraulic 631 

diameter to allow a mapped inlet approach to be used. The working fluid used in this simulation is 632 

water at 330 ℃ and 15 MPa, which leads to a density of 644 kg/m3 and a dynamic viscosity of 7.5×633 

10-5 Pa·s. The bulk velocity at the inlet of the rod bundle is 5.35 m/s, and the corresponding Reynolds 634 

number is 5.41×105 (based on the hydraulic diameter of the inlet channel). 635 

To capture the localised complex flows arising due to the baffle jetting using the SubChCFD 636 

modelling, an embedded resolved sub-model is created for the highlighted region (in red colour) in 637 

Figure 17 so that a coupled modelling system can be finally set up. The resolved sub-model covers 638 

two ranks of the sub-channels adjacent to the jet, starting from an axial location where the gap starts 639 

and covers a length of 0.21 m downstream. In practice, users can adjust the position and size of the 640 

embedded sub-domain according to their needs.  641 

Figure 18 shows the meshes used in the test simulations. Figure 18a is the coarse mesh for SubChCFD, 642 

which is in line with the coarsest mesh (meshing scheme 1) used in Liu et al. (2019), leading to a total 643 

number of 0.14 million cells. The coarse mesh has been slightly refined at the corner sub-channel 644 

where the jet is located so that the velocity inlet boundary condition can be accurately imposed. Figure 645 

18b is the fine mesh used for the resolved CFD reference model which consists of 25.6 million cells. 646 

Some details of the mesh are better shown in Figure 18c. It should be clarified again that the mesh 647 

used for the embedded sub-model (consisting of 3.9 million cells) in the coupled simulation is exactly 648 

the same as that of the resolved reference model that covers the complete domain in the regions where 649 

they overlap, and hence it is not shown here. 650 

 651 
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Fig. 17 Geometry used in the coupled simulation for the 5×5 rod bundle case: (a) cross-sectional 652 

view of the domain, (b) side view of the domain (the embedded sub-domain is highlighted in red) 653 

 654 

                          (a)                                                      (b)                                                      (c) 655 

Fig. 18 Cross-sectional view of meshes in the 5×5 rod bundle case: (a) SubChCFD mesh, (b) 656 

resolved CFD mesh (c) local zoom-in of the resolved CFD mesh 657 
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Figures 19 and 20 show the distributions of the z-direction velocity component on the cross sections 658 

normal to the z-axis. The locations are 0.03 m and 0.1 m downstream from the start of the jet, 659 

respectively. Both figures show that the distortion of the velocity profile caused by the jet flow is well 660 

captured in the coupled simulation compared with that of the resolved reference results, but this cannot 661 

be achieved by using SubChCFD alone.  662 

  663 

                                          (a)                                                                     (b) 664 

 665 

                                        (c)                                                                      (d) 666 

Fig. 19 Contour plots of the axial velocities at a horizontal plane located 0.03 m downstream of the 667 

start point of the jet: (a) SubChCFD result in an uncoupled simulation, (b) reference resolved CFD 668 

result, (c) SubChCFD result in a coupled simulation, (d) embedded model result with the 669 

SubChCFD result in the background 670 
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 671 

                                        (a)                                                                     (b) 672 

 673 

                                        (c)                                                                     (d) 674 

Fig. 20 Contour plots of the axial velocities at a horizontal plane located 0.1 m downstream of the 675 

start point of the jet: (a) SubChCFD result in an uncoupled simulation, (b) reference resolved CFD 676 

result, (c) SubChCFD result in a coupled simulation, (d) embedded model result with the 677 

SubChCFD result in the background 678 

Figure 21 shows the velocity distribution in a vertical plane that is oriented in parallel to the bottom 679 

baffle plate shown in Figure 17a. The plane is also located passing through the centre of the gap. It 680 

can be seen that a narrow low velocity zone is predicted by the resolved reference model, separating 681 

the jet flow region and the axial mainstream of the flow, which is one of the most significant features 682 

in the baffle jetting phenomenon. Such a feature is successfully captured by the coupled simulation 683 

but cannot be captured by the uncoupled SubChCFD model which significantly mis-predicts the low 684 

velocity zone and fails to capture the high velocity region close to the start of the jet. This is more 685 
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clearly shown in the line plots of Figure 22. In addition, the velocity vector field predicted by the 686 

coupled simulation looks more consistent with the reference result in terms of magnitudes as well as 687 

flow directions. However, it should be noted that the velocity magnitude in the main stream of the 688 

flow (i.e. the region where the flow is not directly affected by the jet) is over-predicted in the coupled 689 

simulation compared with the resolved reference result. This may be due to the inflow effects in the 690 

resolved sub-model and can be alleviated by extending the inlet section of the embedded sub-domain 691 

(note that the velocities of the coarse mesh used to define the near wall velocities of the fine mesh at 692 

the inlet are over-estimated due to the significant discrepancy in mesh resolution between the coupled 693 

models). 694 

 695 

                                                 (a)                        (b)                        (c) 696 

Fig. 21 Velocity magnitude and vector field in a vertical plane that is in parallel to the bottom 697 

baffle plate and passing through the centre of the gap: (a) SubChCFD results in an uncoupled 698 

simulation, (b) simulation results of the coupled simulation, (c) reference resolved CFD results 699 
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         700 

 (a)                                                                                (b)  701 

Fig. 22 Line plots of the velocity magnitude along the x-axis in the vertical plane shown in Figure 702 

21 at two axial locations downstream of the start point of the jet: (a) 0.05 m, (b) 0.1 m  703 

4. Conclusions 704 

A time-explicit domain overlapping method to couple SubChCFD and locally embedded resolved 705 

CFD models has been developed and implemented, which enables a flexible refinement of the coarse 706 

mesh solution. In the coupling system, the SubChCFD model covers the entire domain to be simulated 707 

and has all boundary conditions defined, so that it can be solved independently. Conversely, the 708 

embedded resolved sub-model needs to gain information from the coarse-grid model to define its 709 

boundary conditions at the coupling interfaces. Dirichlet-type conditions are used for these interfaces 710 

on which the variables to be defined are calculated using the information from both the coarse mesh 711 

and the fine mesh to ensure good numerical stability. 712 

Both one-way and two-way couplings are possible. The latter can be enabled by allowing feedback 713 

from the embedded resolved sub-model to the coarse-grid model. This feature is aimed at improving 714 

the simulation results of the coarse-grid model in complex flow situations. A correction source term 715 

is added to the momentum equation solved in the coarse-grid model to force the solution to approach 716 

that of the embedded resolved sub-model. The calculation of the correction source term is based on 717 

the local velocity difference between the coupled models and as such is straightforward. 718 

The methodology has been first tested using simple 2-D cases, including a jet flow in a T-junction and 719 

an external flow passing a square cylinder. Through comparisons with reference CFD results, the two-720 

way coupling has been found to significantly improve the coarse mesh results both in the velocity and 721 

the pressure fields. Next, the coupling method was used to simulate 3-D complex flows in nuclear rod 722 
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bundle configurations, including a 7×7 rod bundle with local fuel rod ballooning and a 5×5 rod bundle 723 

with a corner baffle jetting. In both cases, a refined sub-model was embedded into the baseline 724 

SubChCFD model to account for the complex flow phenomena induced by the distortion of the 725 

geometry (the 7×7 rod bundle case) or a strong cross flow (the 5×5 rod bundle case). Compared with 726 

solutions using SubChCFD alone, the coupled simulations consistently produce more accurate results 727 

at a price of a small increase in computing cost. 728 

Future work will include the development of the capability in handling heat transfer and improvement 729 

of the robustness for transient problems. 730 

Nomenclature 731 

C An integration constant in Equation 21, Pa 

D Diameter of the fuel rod in a rod bundle, m 

Db 
Maximum diameter of the ballooned fuel rod in the 7×7 rod 

bundle, m 

Dh Hydraulic diameter of a rod bundle, m 

f Skin fractional factor 
J  Convective mass flux, kg/m2·s 

n  Unit normal face vector of a cell face 

p Pressure, Pa 

P Pitch of a rod bundle, m 

M


S  General source term of the momentum equation, N/m3 

′

S  Effective part of the correction source term, N/m3 

′′

S  Potential part of the correction source term, N/m3 

∆


S  Correction source term in the momentum equation of the coarse-

grid model in a two-way coupled simulation, N/m3 

S Surface area of a cell face, m2 

t Time, s 
t∆  Time increment, s 
u  Velocity vector, m/s 

x, y, z Spatial coordinate, m 

 732 

Greek Letters 733 

δ Kronecker delta 

λ Relaxation factor in the correction source term 

μ Molecular viscosity, Pa·s 

μt Eddy viscosity in a RANS momentum equation, Pa·s 

ρ Density, kg/m3 

σ  Stress tensor, Pa 

φ  Reconstructed pressure defined in Equation 16, Pa 
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χ Potential of vector field ′′

S , Pa 

ψ  Operator defined as ( , ) ( ) ( )effψ ρ ρ µ= ∇ ⋅ ⊗ −∇⋅ ∇ −
   

u u u u S  

ψ̂  Discrete form of operator ψ  

ψ  Unknown discrete form of operator ψ  

Ω Cell volume in a FV approach, m3 

 734 

Superscripts 735 

n Time step n 

n+1 Time step n+1 

c Discrete operators related to a coarse mesh 

f Discrete operators related to a fine mesh  

 736 

Subscripts 737 

b Sub-channel bulk quantities Sub-channel bulk quantities 

c Variables defined on a coarse mesh in an uncoupled simulation 

f Variables defined on a fine mesh in an uncoupled simulation 

cpl Variables defined on the coarse mesh in a coupled simulation 

i, j, k Indices of spatial coordinates 

dis Variables defined on the distant mesh in a coupled mesh system 

loc Variables defined on the local mesh in a coupled mesh system 
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