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Abstract: The conflict of supply and demand in urban traffic system causes 
serious problems nowadays as the rapid urbanization worldwide, including 
traffic congestion, air pollution, etc. In this paper, the recent development of 
modelling and simulation of urban traffic systems is briefly overviewed, 
where the macro-, micro- and mesoscopic simulation models, especially the 
microscopic models are discussed. Three widely used microscopic traffic 
simulation models are analyzed and the new generation traffic simulation 
technologies for Intelligent Transportation Systems (ITS) are discussed from 
the perspectives of software technology, hardware technology, and 
methodologies. The existing problems and challenges in modelling and 
simulation of urban traffic systems are evaluated and the latest trends and the 
potential solutions are suggested. 

Keywords: modelling and simulation, urban traffic system, present and 
future, intelligent transportation system (ITS) 

Reference to this paper should be made as follows: Qiao, F., Liu, T., Sun, 
H. C., Guo, L. Z. and Chen, Y. F. (2014) ‘Modelling and Simulation of 
Urban Traffic Systems: Present and Future’, Int. J. Cybernetics and Cyber-
Physical Systems, Vol. x, No. x, pp.xxx–xxx. 

Biographical notes: Feng Qiao received his BEng in Electrical Engineering 
and MSE in Systems Engineering from the Northeastern University, 
Shenyang, China in 1982 and 1987, respectively; and PhD in Intelligent 
Modelling and Control from the University of the West of England, Bristol, 
UK in 2005. During the period between 1987 and 2001, he worked at the 
Automation Research Institute of Metallurgical Industry, Beijing, China, as 
a Senior Engineer in Electrical and Computer Engineering. He is currently a 
Professor at the Faculty of Information and Control Engineering, Shenyang 
JianZhu University (SJZU), Shenyang, China. His research interests include 



modelling and simulation, intelligent computation, control theory and 
application. Currently, he is acting as the EiC of the International Journal of 
Simulation and Process Modelling, an EB member of the International 
Journal of Modelling, Identification and Control, and he serves on many 
international conferences as IPC and OPC members. 

Tao Liu is a Master’s Degree student of the Faculty of Information and 
Control Engineering, SJZU, he completed his Bachelor’s Degree study at 
SJZU in Automation in July 2018. His research interests include modeling 
and simulation, intelligent traffic systems, and optimisation. 

Haochen Sun is currently a doctoral candidate of Henan University of 
Science and Technology, Luoyang, China, majoring in Control Theory and 
Control Engineering. He received his B.S. degree in Electrical Engineering 
and Automation from Beihua University, Jilin, China, and M.S. degree in 
Systems Engineering from Shenyang Jianzhu University, Shenyang, China, 
in 2016 and 2019, respectively; and he was appointed as the general secretary 
of ISSPM 2018. His research interests include modelling and simulation for 
complex systems, optimization theory and application, machine learning, 
artificial intelligence, and energy management for hybrid electric vehicles. 

Lingzhong Guo obtained his Ph.D. degree in Control Engineering from 
Bristol Robotics Laboratory (BRL), UWE in 2003. He is currently a lecturer 
at the Department of Automatic Control and Systems Engineering, The 
University of Sheffield, UK. His research interest covers the modelling, 
identification, and simulation of complex systems, adaptive and intelligent 
control, and analysis and control of PDEs. 

Yifan Chen is a Master’s Degree student of the Faculty of Information and 
Control Engineering, SJZU, she completed her Bachelor’s Degree study at 
SJZU in Intelligent Systems and Automation in July 2018. Her research 
interests include modeling and simulation, intelligent traffic systems, and 
optimisation. 

 

1 Introduction 

With the rapid urbanization around the world, the 
number of population in cities increases exponentially 
and the number of vehicles in urban areas increases 
unceasingly, which makes the transportation demand 
increasing dramatically and results in a series of traffic 
problems worldwide. In the U.S., traffic congestions 
cost about 2.9 billion gallons of fuel and over 121 
billion dollars per year 1 . In Europe, pollution kills 
600,000 people and the government expends more 
than 1,600 billion dollars every year 2 . An efficient 
traffic system can reduce traffic jams, increase traffic 
flow, shorten travel time, and decrease air pollutants, 
effectively.  

It has been shown that the main cause of traffic 
congestion is the imbalance between the increasing 
demand for traffic volume and the relatively 
insufficient supply of traffic infrastructure. To solve 
this conflict, many traffic system analysis techniques 
have been proposed over the past decades, among 
which traffic system simulation is one of the most 
important tools.  

Modelling and simulation of traffic systems, as an 

integrated technology, has made great progress with 
the advancement of computer technology and 
programming tools since the 1950s. The traffic system 
simulation technology can be divided into three typical 
developmental stages: preliminary exploration period 
(1950s-1970s), rapid development period (1980s-
1990s), and intelligent development period (since 
2000). The first urban intersection simulation was 
completed by the British Transport & Road Research 
Laboratory (TRRL) in 1951. Around 1960, traffic 
simulation technology was widely accepted. In 1976, 
SATURN, a macro model for traffic simulation was 
developed3  and the micro traffic simulation system 
TRAF-NETSIM was created in 19824 . In 2003, the 
Next Generation Simulation (NGSIM) Program was 
proposed in the US5.  

In recent years, many researchers have reviewed the 
modelling and simulation technology of traffic 
systems from different perspectives. For example, the 
calibration techniques and methods of macroscopic 
traffic flow models were summarized by Kontorinaki, 
et al 6 . The recent development of the traffic and 
vehicle simulation tools was evaluated by 
Kousoulidou et al 7 . The numerical simulation 
technology of traffic flow was reviewed by Mazo, et 



al 8 . The verification, validation and accreditation 
(VV&A) of simulation models have been discussed by 
Tang, et al9. More recently, the ITS, based on Internet 
of Things (IoT), were reviewed by Li, et al10. In this 
paper, we will focus on the modelling and simulation 
of traffic systems in urban areas and we will provide a 
review about the state-of-the-art and a discussion 
about the challenge and potential solutions. 

The remaining part of this paper is organized as 
follows. In Section 2, the main development of traffic 
system simulation technology is presented. In Section 
3, the current research of macro, micro and 
mesoscopic traffic simulation models is overviewed 
with the emphasis on the micro traffic simulation 
models and software. In Section 4, the ITS-oriented 
new generation traffic simulation technology is 
presented briefly. The problems and challenges that 
need to be addressed urgently are discussed in Section 
5. In Section 6, future research is directed. The 
conclusions are drawn in Section 7. 

2 Development of traffic system simulation 

Nowadays, the study on modelling and simulation of 
traffic systems has attracted intensive attention in 
scientific and research areas, various methods, 
algorithms, and strategies have been proposed and 
applied to solve the problems of traffic systems. The 
development of traffic simulation can approximately 
be divided into three stages: 1950s-1970s, 1980s-
1990s, and 2000 onwards. 

2.1 1950s-1970s (Preliminary exploration period) 

In the 1950s, researches on traffic simulation mainly 
focused on how to simulate the simple traffic flow. 
With the emergence of the first high-level 
programming language FORTRAN in 195111, traffic 
system simulation captured the researchers’ attention. 
In 1951, the TRRL completed the earliest intersection 
simulation 12 . In 1955, Gerlough applied computer 
simulation technology to simulate the highway 
traffic13. After that, many research institutions in the 
U.S. started to implement some preliminary 
exploratory researches on traffic system simulation, 
such as the simulation of intersections, car-following 
phenomenon, and highway ramp etc14. 

Around 1960, it was widely accepted that the traffic 
flow theory could be studied by computer simulation. 
Within the decade of the 1960s, many typical research 
works were carried out. The macroscopic traffic 
simulation software NPL, the traffic control 
simulation software LWEIS, and the vehicle delay 
simulation software KELL were developed in 1962. In 
1963, a simulation program AITKEN for T-shaped 
intersections and a traffic signal configuration model 
TRANS emerged15 . In 1964, the green wave traffic 

optimization model for arterial roads was proposed by 
Little16, and then, based on which MAXBAND model 
was developed. Gerlough and Capelle, in the same 
year, investigated the traffic flow theory17 in details 
which laid a fair foundation for modelling and 
simulation of traffic systems. In 1966, the SIGOP 
simulation system was developed by the Federal 
Highway Administration (FHWA) for the signal 
timing optimization18. In 1967, in order to determine 
the optimum value of the traffic signal timing, a 
macroscopic traffic simulation software TRANSYT 
was developed by Robertson, et al. 19  During this 
period, the macro model, with the low level of details 
and poor flexibility, was widely used to simulate and 
optimize urban traffic signals. Because of the low 
computer performance, it was difficult to get the 
expected simulation results. In spite of this, the 
descriptions of some traffic behaviours were proposed. 

In the 1970s, the emergence of a computer language 
Smalltalk 20 , the first integrated development 
environment (IDE), has greatly driven the rapid 
progress of traffic simulation. With the development 
of computer technology, the accuracy of the traffic 
simulation model improved rapidly, and the functions 
of the simulation model were diversified. In 1971, 
Lieberman established a model UTCS-1 for describing 
the vehicular movements21. In 1974, MISTRAN as a 
model for studying the interaction between vehicles 
and pedestrians at intersections was developed by the 
Japanese Science Police. A macroscopic model 
SATURN, used for signal control at intersections, was 
developed by the University of Leeds in 197622. This 
period also presented some simulation software to 
implement the multi-objective optimization. In 1977, 
a macroscopic model SOAP, jointly developed by the 
University of Florida and the FHWA, was able to 
optimize some parameters such as the signal cycle 
time, phase difference, and green split etc. And the 
TEXAS system was developed by the University of 
Texas for simulating some traffic features, such as 
road geometry, driver’s and vehicular characteristics, 
traffic conditions, type of intersection control, and 
signal timing14. 

At this stage, traffic system simulations, limited by 
computer performance, were mainly implemented by 
large and medium-sized computers or graphics 
workstations. The structured program was widely used 
to develop the simulation software, and FORTRAN 
language or special simulation languages were 
predominant. Hence, the real traffic scenario was very 
difficult to be reconstructed by the simulation model, 
and the simulation system was non-universal, 
unmaintainable, non-extendable, and non-interactive. 
So, the development of simulation software was 
relatively isolated and lacked a uniform standard. 



2.2 1980s-1990s (Rapid development period)  

In the 1980s, with the rapid development of object-
oriented language, traffic simulation technology was 
at a new stage. In this period, a hybrid macro-micro 
simulation model was investigated. In 1984, a macro-
micro simulation model DYNEMO, which was 
successfully applied in the simulation experiment 
under the condition that the vehicle is being driven out 
of the expressway, was proposed by Schwerdtfeger. In 
this model, the general formula of traffic flow was 
used to describe the vehicle flow, and, at the same time, 
a single-vehicle was regarded as a unit. As computer 
science developed rapidly, the simulation accuracy 
had been greatly improved, and the microscopic traffic 
simulation models were becoming increasingly 
popular and were used to address a wide range of 
problems. A microscopic simulation model TRAF-
NETSIM, which uses time scanning technology to 
simulate a single-vehicle and solves the problem of the 
standardization of simulation software, was developed 
by the FHWA in 1982. In addition, the macroscopic 
and microscopic simulation of the urban road network 
and expressway can be simulated by TRAF-NETSIM, 
the emergence of which meant the accuracy of the 
simulation and the study of traffic simulation had 
reached new heights23. In 1983, MISSION, which can 
simulate a variety of traffic conditions, was developed 
by Hubsehneider. At this stage, some common traffic 
phenomena (such as car-following, lane-changing, 
traffic conflict, pedestrian conflict, queue overflow 
etc.) and some common traffic management and 
control measures (such as fixed-time control, 
inductive control, priority control etc.) all can be 
simulated. 

In the 1990s, with the development of multimedia 
programming interface, the computer graphics and 
image processing capabilities have improved 
dramatically. And the appearance of Java (a general-
purpose computer programming language that is 
concurrent, class-based and object-oriented) provided 
a new method for developing computer simulation 
software. 24  Many countries began to develop or 
upgrade the traffic simulation software, based on the 
ITS. And a series of simulation software for analyzing 
and evaluating the ITS were developed. 25  In this 
period, in order to meet the needs of industrial 
development, a high-level protocol High Level 
Architecture (HLA), which improved the 
interoperability among types of simulations and the 
reusability of the components of simulation models, 
was proposed by the U.S. and the other developed 
countries, 26  With the emergence of Windows, a 
computer operating system developed by Microsoft 
Corporation, visualization, open, human-friendly 
interface and integration became the goals of the 
development of traffic simulation software. For 

example, in 1998, based on Windows NT/95, 
simulation software TSIS4.2, which has a friendly 
interface and integrates three simulation softwares, 
CORSIM, TRAFVU and ITRAF, has been developed 
by FHWA. 27  Some widely used traffic simulation 
software like PARAMICS (QUADSTONE) 28 , 
VISSIM (PTV) 29 , and AIMSUN (TSS) 30  were 
developed in this period. During this period, the traffic 
simulation technology was improved dramatically by 
the progress of the modelling and simulation method, 
data collection, analysis and processing technology, 
and computing environment. 

2.3 Since 2000 (Intelligent development period) 

With further study of the ITS, traffic simulation 
technology presents many new features, such as the 
higher precision and the stronger description ability of 
simulation models, the adaptable description of 
complex networks and traffic phenomena, and the 
collection of high-precision traffic data etc. At this 
stage, in order to meet the diverse needs of users, a 
variety of advanced application programming 
interfaces were provided by the commercial 
simulation systems. The hardware-in-the-loop (HIL) 
simulation 31 - 32  and software-in-the-loop (SIL) 
simulation33, which are used in the development and 
test of complex real-time embedded systems, has been 
more popular in the field of traffic simulation. Many 
new intelligent control strategies and high-techs have 
been applied. The number of study of online traffic 
simulation has increased significantly. According to 
the development of ITS and traffic simulation 
technology, this stage can be divided into two periods: 
2000s and 2010s 

1) In the 2000s 

In this period, traffic simulation technology had been 
improved, because of the development of computer 
technology and the emergence of new generation OO 
programming language. It was an important historical 
period in the process of the development of traffic 
simulation technology and ITS, as the Next 
Generation Simulation Program (NGSIM) was 
proposed by FHWA in 2003 34 . The theories and 
methodologies of modelling complex systems35 , the 
simulation credibility36, the simulation tools37- 40 and 
the methodologies of simulation41-42 were all studied. 

In terms of the theory and methods for modelling the 
complex systems, how to establish a formal model43, 
which can improve the people’s understanding of the 
objective world, is the focus. With the introduction of 
Agent, which is a concept in Artificial Intelligence 
(AI), the agent-based complex adaptive system is 
studied by scholars44-45. Some scholars also proposed 
that the process modelling can be implemented by the 
combination of Petri nets and workflow technology46-



48 . According to the development of the ITS, some 
innovative approaches were proposed. For example, 
the intelligent vehicle-infrastructure integration 
system could be embedded in the simulation models49. 

With the increasing complexity of the traffic 
simulation system, the reliability of models was paid 
more attention. The Verification, Validation and 
Accreditation (VV&A) of models and simulations 
were investigated by scholars 50 - 52 , such as the 
validation of simulation models based on statistical 
methods was studied by Kleijnen 53 , the risk-based 
VV&A technology was studied by Elele54, and so on. 
With the in-depth research on the ITS, in face of the 
more complex system ITS, the user program interface 
(UPI), which is provided by commercial simulation 
systems, can hardly be helpful. In order to solve this 
problem, HIL 55  and SIL 56  have increasingly been 
applied to traffic simulation. 

In this period, much attention was paid to research on 
the interoperability and the reusability of simulation 
systems and the sharable function of simulation 
systems was regarded as a service, instead of an 
application. The simulation models were being more 
modular, layered, normalized, and intelligent by using 
OO programming57, Federation Object Models (FOM), 
Simulation Object Models (SOM)58, and Multi-agent 
systems 59 - 60  etc. So, the efficiency of simulation 
models has been increased substantially. With the 
development of 3D technology and OO language, 
being networked, virtualized, intelligent, 
collaborative, and universal were the goals of the new 
generation traffic simulation technology. The 
multimedia visual simulation technology, which 
integrated the process and results of numerical 
simulation with some visual and auditory media, made 
the simulation process more intuitional and the results 
of simulation more comprehensible, and was able to 
verify the correctness of the simulation process as well. 
In this period, two significant simulation systems 
DYNAMIT (developed by MIT) 61  and 
DYNASMART (jointly developed by the University 
of Texas at Austin & the University of Maryland) 62 
and some other systems like DYNAMEQ 63 , 
MEZZO 64 , TRANSMODELER 65  were all visual 
simulation systems, but only at the initial stage. With 
the increasing complexity of traffic systems, the 
number of computations became very expensive. To 
solve this problem, a collaborative distributed 
simulation was proposed based on distributed 
interactive simulation (DIS) 66  . The virtual reality 
simulation technology has now widely been regarded 
as the most exciting and promising simulation 
technology. By using this technology, people can 
experience immersive virtual reality to visualize the 
real-world conditions from every angle, potential 
alternative control strategies, and to adjust the system 

parameters timely. The VR simulation has been 
applied to many fields 67 - 71 , but seldom used in the 
field of traffic simulation, just some preliminary 
studies72, because of the huge complexity of the traffic 
systems. 

2) In the 2010s 

In this period, ITS and simulation technology had been 
improved dramatically, for the appearance of new 
technologies and the development of computer science 
and information technology. Traffic simulation tools 
for ITS were developed by the existing methods73- 74 
and some new technologies, such as the Internet of 
Things (IoT)75, cloud computing (CC)76, big data (BD) 
technology 77 - 78 , driverless technology79  etc. ITS is 
one of the important application fields of the IoT, 
whose data acquisition function can strongly provide 
ITS with the comprehensive underlying data, the 
platform for publishing the traffic information, and the 
transport channel for transmitting data. And with the 
introduction of CC and BD technology, the existing 
data can be integrated, mined and analyzed, which can 
contribute to establish a dynamic traffic information 
processing and management control platform. Thus, it 
is possible to process mass data efficiently and timely. 

With the further study of ITS, some new requirements 
for traffic simulation have been proposed. In order to 
adapt to the complex and diverse demands of traffic 
analysis of ITS, some description functions of 
mainstream simulation systems have been improved, 
such as signal control logic80, the driver’s behaviour 
under the information environment81, and so on. The 
safety and efficiency are both taken into consideration 
by the new generation intelligent traffic simulation 
technology, and three key technologies are presented: 
(1) the extraction technology of the Spatio-temporal 
traffic information, which is the supporting technology, 
(2) the optimization technology of the microscopic 
traffic flow simulation model, and (3) the cooperative 
control technology of the multi-intersection traffic 
signals. In the simulation of ITS, because of the 
vehicle-to-vehicle (V2V), vehicle-to-pedestrian (V2P) 
and vehicle-to-infrastructure (V2I) communication, 
the driver’s behaviour can be unfixed, so the 
traditional traffic simulation models need to be 
improved. The control strategies cannot be adapted to 
the real-time condition of the traffic flow by traditional 
control. While in the ITS, the position information of 
any vehicle can be obtained, then the information 
about traffic flow in the whole area can be acquired. 
By processing and analyzing the acquired information, 
the cooperative control of multiple intersections can be 
implemented by the coordinated control algorithm. 

Nowadays, the percentage of the implementation of 
ITS in the U.S. is up to 80% and has a relatively 
complete structure, which includes the Travel and 



Traffic Management System (TTMS), the Travel 
Demand Management System (TDMS), the Public 
Transport Operation System (PTOS), the Commercial 
Vehicle Operation System(CVOS), the Advanced 
Vehicle Control and Safety System (AVCSS), the 
Emergency Management System (EMS), and the 
Electronic Toll Collection (ETC) System. In Japan, the 
biggest dynamic navigation system in the world has 
been built, including the Public Transport Priority 
System (PTPS), the Traffic Information Providing 
System (TIPS), the Integrated Intelligent Image 
System (IIIS), the Advanced Driver-Assistant System 
(ADAS), the Pedestrian Information and 
Communication System (PICS), the Emergency 
Vehicle Priority System (EVPS), the Emergency 
Notification System (ENS), the Environmental 
Protection System (EPS), the Dynamic Guidance 
System (DGS), and the Vehicle Operation 
Management System (VOMS). In Europe, because of 
the geographical, historical and cultural background, 
the development of ITS is independently studied by 
each European country. Therefore, the ITS, in Europe, 
apart from having the same subsystems as in the U.S 
and Japan, a wireless communication network 
covering the whole Europe is proposed, in order to 
implement some cross-regional functions, such as 
traffic management, navigation, ETC etc82. The ITS is 
also studied and applied by many other countries, such 
as China83-84 and South Korea85-86. 

In recent years, intelligent transportation technology 
has been evolving from the intellectualization of a 
single factor to the integration of multiple factors. In 
the U.S., the V2I cooperation system has been studied 
by the project IntelliDrive87. In Europe, the Car2Car 
Communication Consortium (C2C-CC), which sets 
the standards of the V2I cooperation, has been 
established 88 . And in Japan, the Advanced Safety 
Vehicle (ASV)89 and the Advanced Highway System 
(AHS) 90 , based on V2I cooperation, have been 
developed. 

3 Characteristic analysis of traffic simulation 

models 

According to the description precision, the traffic 
simulation models can be divided into three categories: 
macroscopic, mesoscopic, and microscopic models. 
The microscopic simulation model is the most precise 
model, whose basic unit is a single-vehicle. In the 
macroscopic model, the traffic flow can be described 
by the flow-density function to find the law of the 
motion of the whole traffic flow. The mesoscopic 
model, in terms of the description precision, is in 
between the microscopic and the macroscopic models. 
In this section, these three kinds of the simulation 
models will be presented, the recent researches on the 
hybrid simulation model will be summarized, and at 

last, the microscopic simulation model, which is 
widely used and has the dominant advantages in 
describing the complex phenomena and the 
mechanism of the traffic systems, will be analyzed in 
detail.  

3.1 Macroscopic & mesoscopic simulation models 

The traffic flow is described as aggregation in 
macroscopic and mesoscopic models. In macroscopic 
models, the flow error function is used to determine 
the displacement of the vehicle. And in mesoscopic 
models, cells and turning flows are the basic 
description units, whose velocities are determined by 
their own velocity-density functions. 

3.1.1 The description of traffic flow by using 
macroscopic models 

a. BPR (Bureau of Public Roads) Function91 
T

= Tf
+ Tfα𝑄𝑄𝑛𝑛                                           (3.1)  

where T is the travel time per unit of the distance; 𝑇𝑇𝑓𝑓  
is the free-flow travel time; 𝑄𝑄  is the hourly total 
traffic flow entering the studied region; 𝛼𝛼 and 𝑛𝑛 are 
the model parameters. 

b. Conical Volume-Delay Functions92 
T = 2 +�α2(1− x)2 + β2 − α(1− x)− β                (3.2) 

where 𝛽𝛽 is given as 𝛽𝛽 = (2𝛼𝛼 − 1)/(2𝛼𝛼 − 2); 𝛼𝛼 is 
any number larger than 1; and x is given as x=v/c, v 
being a measure of the traffic volume, and c being a 
measure of the capacity of the road. 

c. Logit-based Volume-Delay Functions93 
d

= Dl
+ Il                                                           

Dl = t0c1[1/[1− c2/[1 + exp (c3− c4q/C)]]]         (3.4) 
Il = d0p1[1 + [p2/[1 + exp (p3− p4q/X)]]]            (3.5) 

where d is the total delay; Dl and Il are the delay time 
of the vehicle on the road and in the intersection 
respectively; d0 is the free-flow travel time in the 
intersection; X is the capacity of the intersection; t0 is 
the free-flow travel time on the road; q is the traffic 
volume; and cis and pis are the model parameters. 

d. Akcelic Delay Function94 
t

= t0 + 0.25t0𝑟𝑟𝑓𝑓[z

+�z2 + 8JX/𝑟𝑟𝑓𝑓]                      (3.6) 

where 𝑡𝑡 is the average travel time per unit distance; 𝑡𝑡0  is the minimum (free-flow) travel time per unit 
distance; 𝐽𝐽 is a delay parameter; 𝑧𝑧 is given as z=x-1, 

x being the degree of saturation, given as x=q/Q, i.e. 



ratio of demand (arrival) flow rate to capacity; 𝑟𝑟𝑓𝑓  is 
given as 𝑟𝑟𝑓𝑓 = 𝑇𝑇𝑓𝑓/𝑡𝑡0 , i.e. ratio of flow (analysis) 
period to free-flow travel time. 

3.1.2 The description of traffic flow by using 
mesoscopic models 

In mesoscopic traffic simulation, vehicles are 
organized in groups called traffic cells, which consist 
of a list of vehicles that move together with the same 
traffic dynamics. And then the interactions among the 
cells are taken into consideration. It is an appropriate 
choice that the demand for simulation accuracy is not 
high and the scale of the road network is large. Two 
main descriptions of traffic flow are as follows: 

a. The description of traffic flow based on traffic 
cells95 

In mesoscopic traffic simulation, two models are used 
to simulating the traffic stream: (1) a velocity-density 
model, which computes the speed for the last vehicle 
in the traffic cell; and (2) a cell-following model, 
which computes the speed of each traffic stream. And 
in the same cell, the speeds of the vehicles between the 
head and tail are interpolated. And the velocity-density 
model can be described by the following equation: 

vi0 = Vmin + (Vmax − Vmin)[1− (Ki/Kjam)α]β       (3.7) 
where 𝑣𝑣𝑖𝑖0  is the velocity of the tail vehicle of the 

traffic cell i; 𝐾𝐾𝑖𝑖  is the density of the traffic cell i; 𝐾𝐾𝑗𝑗𝑗𝑗𝑗𝑗  is the jam density of the segment; 𝑉𝑉𝑗𝑗𝑗𝑗𝑚𝑚  and 𝑉𝑉𝑗𝑗𝑖𝑖𝑛𝑛 are the free-flow and the minimum speed of the 
segment, respectively; and 𝛼𝛼 and 𝛽𝛽  are the model 
parameters, respectively. 
The cell-following model can be described as follows: 

uij
= �VmaxλjVmax + (1− λj)vj0     

dij ≥ dupper
dij < dupper                  (3.8) 

where 𝑢𝑢𝑖𝑖𝑗𝑗   is the cell-following speed of the first 
vehicle in cell i travelling in direction j; 𝑣𝑣𝑗𝑗0  is the 
speed of the tail vehicle in the leading cell j; 𝑉𝑉𝑗𝑗𝑗𝑗𝑚𝑚 is 
free-flow speed in the segment; 𝜆𝜆𝑗𝑗 is given as 𝜆𝜆𝑗𝑗 =𝑑𝑑𝑖𝑖𝑗𝑗/𝑑𝑑𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢 , 𝑑𝑑𝑖𝑖𝑗𝑗  being the distance from the head 
vehicle to the last vehicle in the leading cell, 𝑑𝑑𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢 
being a predefined threshold distance. 

b. The description of traffic flow based on road 
segmentation96 

In this description, the road is divided into two parts: 
running part and queue part. When the vehicle drives 
on the road, it can be considered that the vehicle is on 
the running part. Then the driving speed is determined 
by a speed-density function, and in order to avoid the 
double counting of the vehicle delay, the “density” 
should be computed on the running part only. The 
commendatory velocity-density function is 

Vveh =

�Vfree
Vmin + (Vfree − Vmin)[1− � K−KminKmax−Kmin�α]β
Vmin       

if k < kmin
if k ∈ [kmin, kmax]

if k > kmax                                               (3.9) 

where 𝑉𝑉𝑣𝑣𝑢𝑢ℎ is the vehicle speed; 𝑉𝑉𝑓𝑓𝑢𝑢𝑢𝑢𝑢𝑢 ,𝑉𝑉𝑗𝑗𝑖𝑖𝑛𝑛 are the 
free-flow and minimum speeds of the vehicle 
respectively; 𝐾𝐾  is the density on the running part; 
 𝐾𝐾𝑗𝑗𝑖𝑖𝑛𝑛 ,𝐾𝐾𝑗𝑗𝑗𝑗𝑚𝑚   are the minimum and maximum 
density respectively; and 𝛼𝛼,𝛽𝛽 is model parameters. 

3.2 Microscopic simulation models 

According to the NGSIM project, the underlying 
models can be divided into three parts: the travel 
demand model, the travel behaviour model and the 
influential factors model97-98. 

 
3.2.1 Travel demand models 

In the microscopic traffic simulation system, the 
generation of traffic participants, the confirmation of 
the Origin-Destination (OD) matrix of all kinds of 
traffic participants, and the corresponding traffic 
distribution should be the main parts of the travel 
demand model. 

To generate the vehicles, in microscopic simulation, 
the order and time interval of vehicles, entering the 

network, should be calculated by generating a random 
number. The acquisition of the OD matrix can be 
achieved by two ways: (1) inputting the OD matrix 
directly to the software, and (2) using the special 
method, provided by the software, to obtain the OD 
matrix, such as the OD Estimator (PARAMICS), 
VISUM (VISSIM), EMME/2 (AIMSUN) and so on. 
In terms of the description of the arrival of vehicles, 
two main methodologies, based on the probability 
theory, are presented: (1) discrete distribution, 
describing the countable events, and (2) continuous 
distribution, describing the time interval among the 
events. And when the vehicle is generated, the vehicle 
speed should be taken into consideration, for example, 
the vehicle travels freely on a gentle slope, the speed 
of the vehicle should obey the normal distribution99. 

3.2.2 Travel behaviour models 

As an underlying model in the microscopic traffic 
simulation system, according to the driver-vehicle 
characteristics in the real traffic system, the travel 
behaviour model, which describes the state of the 
vehicle, during the period from entering the road 
network to leaving the road network, can be divided 



into three parts: the strategic-level model (the road 
network as a description unit), the tactical-level 
model (the road as a description unit), and the 
operational-level model (the lane as a description 
unit)100. 

These three models describe the travel behaviour of 
the vehicle in the traffic environment, such as the path 
selection and the path changing are described by the 
strategic-level model; the lane-changing and the ramp 
metering are described by the tactical-level model, 
and the car-following and the brake are described by 
the operational-level model. In this paper, an example 
of each model will be presented respectively. 

a. The path selection model – a strategic-level model 

Two methods on describing the path selection are (1) 
setting path in a direct way and (2) selecting the path 
and distributing the traffic flow by given an OD 
matrix. 101  The first method can be used in small-
scale networks, and the second method can be used in 
large-scale networks. 

b. The lane-changing model – a tactical-level model 

The lane-changing behaviour, which can be divided 
into two processes (judgment and enforcement), is a 
complex process that the driver adjusts the driving 
target strategy, according to the driving 
characteristics and the stimulation from the 
surroundings. In terms of these two processes, lane-
changing can be classified as mandatory lane-
changing102, initiative lane-changing103, desired lane-
changing, cooperative lane-changing, oppressive 
lane-changing, and multi-step oppressive lane-
changing104 . The lane-changing models, up to now, 
are still studied incompletely, which include the 
models based on the minimum safety spacing 105 , 
fuzzy logic106, random utility theory107, agent106, and 
the cellular automaton108 etc.  

c. The car-following model – an operational-level 
model 

The car-following model, as a basic model of 
microscopic traffic simulation, describes the action of 
the vehicle speed control, according to the stimulation 
from the surrounding traffic information. This model 
always is used to describe the interaction between the 
leading vehicle and the following vehicle, when the 
following vehicle cannot overtake the leading. The 
car-following models can be divided into three types: 
(1) mechanical following models, (2) psychophysical 
following models, and (3) compound following 
models. 

1) Mechanical following models 

This kind of models can generally be built by two 

methods: (1) taking the emergency brake of the 
leading vehicle into consideration to avoid the 
collision, and (2) giving an interval formula to keep a 
certain distance between the leading vehicle and the 
following vehicle. As the typical examples of this 
kind of models, Pipes and Forbes following models109, 
Gazis-Herman-Rothery (GHR) model 110 , optimal 
velocity model 111 , Gipps model 112  and Helly 
model113 are presented. 

i. Pipes and Forbes following models 

The basic assumption of the Pipes following model is 
that following another vehicle at a safe distance is to 
allow yourself at least the length of a car between 
your vehicle and the vehicle ahead for every 10 miles 
per hour of speed at which you are travelling. The 
Pipes following model can be described as 

dmin = Ln[vn+1(t)/4.47]
+ Ln                  (3.10) 

where 𝑑𝑑𝑗𝑗𝑖𝑖𝑛𝑛  is the minimum space headway 
between the leading and following vehicles; 𝐿𝐿𝑛𝑛  is 
the length of the leading vehicle; and 𝑣𝑣𝑛𝑛+1(𝑡𝑡) is the 
speed of following vehicle at time t. 

While Forbes following model can be described as 
that the minimum time headway is the sum of the 
reaction time and the time required for the lead 
vehicle to traverse a distance equivalent to its length. 

ii. GHR model 

The GHR model, also called GM model, is proposed 
by Gazis, Herman and Rothery, who work for the 
General Motor. The function relation adopted in GHR 
model is 

response
= f(sensitivity, stimuli)          (3.11) 

and the general form can be given as the following 
function: 

an+1(t + T)

=
αl,m[vn+1(t + T)]m
[xn(t) − xn+1(t)]l [vn(t)− vn+1(t)]                          (3.12) 

where 𝑥𝑥𝑛𝑛(𝑡𝑡),𝑣𝑣𝑛𝑛(𝑡𝑡) are the position and the speed of 
the nth vehicle at time t respectively; 𝑥𝑥𝑛𝑛+1(𝑡𝑡),𝑣𝑣𝑛𝑛+1(𝑡𝑡)  are the position and the speed of 
the (n+1)th vehicle at time t respectively; 𝑎𝑎𝑛𝑛+1(𝑡𝑡 +𝑇𝑇) is the acceleration of the (n+1)th vehicle at time t 
+ T; 𝑙𝑙  is the sensitivity denoting the spacing, i.e., 
(𝑥𝑥𝑛𝑛(𝑡𝑡) − 𝑥𝑥𝑛𝑛+1(𝑡𝑡)); 𝑚𝑚 is the sensitivity denoting the 
speed 𝑣𝑣𝑛𝑛+1(𝑡𝑡 + 𝑇𝑇); 𝑇𝑇 is the time lag of response to 
the stimulus; and 𝛼𝛼𝑙𝑙 ,𝑗𝑗 is a constant. 

iii. Optimal velocity model 

In optimal velocity model, the desired speed will be 
computed first, after the driver is stimulated by the 
surrounding traffic environment. This model can be 



presented as 
an(t) = c[vndesired�𝑥𝑥𝑛𝑛+1(𝑡𝑡)− 𝑥𝑥𝑛𝑛(𝑡𝑡)�− vn(t)]          (3.13) 

where 𝑡𝑡 is time; 𝑥𝑥𝑛𝑛(𝑡𝑡) is the positions of the nth car; 𝑥𝑥𝑛𝑛+1(𝑡𝑡)  is the positions of the (n+1)th car, which 
precedes the nth car; 𝑣𝑣𝑛𝑛𝑑𝑑𝑢𝑢𝑑𝑑𝑖𝑖𝑢𝑢𝑢𝑢𝑑𝑑�𝑥𝑥𝑛𝑛+1(𝑡𝑡) − 𝑥𝑥𝑛𝑛(𝑡𝑡)�  is 
an optimal velocity determined by the headway 𝑥𝑥𝑛𝑛+1(𝑡𝑡) − 𝑥𝑥𝑛𝑛(𝑡𝑡), which is felt by the driver; 𝑎𝑎𝑛𝑛(𝑡𝑡) 
is the acceleration of the nth vehicle. It is best to drive 
a vehicle with the optimal velocity, but in general 
there always exists a deviation between the optimal 
velocity and the real one. The deviation ∆𝑣𝑣 =𝑣𝑣𝑛𝑛𝑑𝑑𝑢𝑢𝑑𝑑𝑖𝑖𝑢𝑢𝑢𝑢𝑑𝑑�𝑥𝑥𝑛𝑛+1(𝑡𝑡)− 𝑥𝑥𝑛𝑛(𝑡𝑡)� − 𝑣𝑣𝑛𝑛(𝑡𝑡)  is diminished by 

giving an acceleration 𝑐𝑐∆𝑣𝑣 to the vehicle where the 
coefficient 𝑐𝑐 represents the sensitivity of the driver. 
 
iv. Gipps model 
 
This model is one of the most widely used models 
from the collision avoidance class of models. In this 
model, a safe following distance is specified by two 
components: acceleration and deceleration sub-
models, illustrated by equation (3.14) , which 
outputs the velocity of each vehicle at a given time t 
in terms of its speed at the previous step. 

⎩⎪⎪⎨
⎪⎪⎧vnacc(t + T) = vn(t) + 2.5anmax ∙ T ∙ �1− vn(t)

vndesired(t)
� ∙ �0.025 +

vn(t)

vndesired(t)

vndec(t + T) = −dnmaxT +�(dnmaxT)2 + dnmax �2[xn−1(t)− xn(t)− 𝑆𝑆𝑛𝑛−1]− vn(t)T +
vn−12 (t)

dn−1max′ �             (3.14) 

where 𝑇𝑇  is the reaction time; 𝑣𝑣𝑛𝑛(𝑡𝑡)  and 𝑣𝑣𝑛𝑛−1(𝑡𝑡) 
are the velocities of vehicles n (follower) and n-1 
(leader) at time t respectively; 𝑣𝑣𝑛𝑛𝑑𝑑𝑢𝑢𝑑𝑑𝑖𝑖𝑢𝑢𝑢𝑢𝑑𝑑(𝑡𝑡)  and 𝑎𝑎𝑛𝑛𝑗𝑗𝑗𝑗𝑚𝑚  are the desired speed and the maximum 
acceleration of the nth vehicle respectively; 𝑑𝑑𝑛𝑛𝑗𝑗𝑗𝑗𝑚𝑚  
and 𝑑𝑑𝑛𝑛−1𝑗𝑗𝑗𝑗𝑚𝑚′ are respectively the most severe braking 
that the nth vehicle desires to undertake and the most 
severe braking capability of the (n-1)th vehicle 
estimated by the follower; xn−1(t)  and xn(t)  are 
the longitudinal positions of the (n-1)th vehicle and 
the nth vehicle at time t, and 𝑆𝑆𝑛𝑛−1  is the effective 
length of the (n-1)th vehicle. 

v. Helly model 

In Helly model, the relative speed and the relative 
distance between the two vehicles moving on a lane 
are included as its main variables. The acceleration 
can be computed by the following equation: �an+1(t + T) = C1∆v(t) + C2[∆x(t)− Dn(t + T)]

Dn(t + T) = α + βv𝑛𝑛+1(t + T) + γan+1(t + T)
   (3.15) 

where 𝐷𝐷𝑛𝑛+1(𝑡𝑡)  is the desired following distance; 𝐶𝐶𝑖𝑖𝑠𝑠,𝛼𝛼,𝛽𝛽, 𝛾𝛾 are the model parameters. 

2) Psychophysical following models 

Compared with the mechanical following models, 
threshold as a new conception is introduced to 
establish the car-following models, which are called 
psychophysical following models. In this kind of 
models, the driver’s reaction, affected by the 
surrounding traffic conditions, is taken into 
consideration. Wiedemann psychophysical model114, 
Wim van Winsum psychophysical model 115  and 
Fritzsche psychophysical model 116  are all the 
representatives of this kind of models. 

i. Wiedemann psychophysical model 

According to a large number of experimental 

investigations, the different thresholds that form the 
Wiedemann model are established: (1) the desired 
distance between the stationary vehicles AX, given as 𝐴𝐴𝐴𝐴 = 𝐿𝐿𝑛𝑛−1 + 𝐴𝐴𝐴𝐴𝑎𝑎𝑑𝑑𝑑𝑑 , where 𝐿𝐿𝑛𝑛−1  is the length of 
the leading vehicle and 𝐴𝐴𝐴𝐴𝑎𝑎𝑑𝑑𝑑𝑑 is a model parameter; 
(2) the desired minimum following distance threshold 
ABX, which is given as 𝐴𝐴𝐴𝐴𝐴𝐴 = 𝐴𝐴𝐴𝐴 + 𝐴𝐴𝐴𝐴, BX being 
given as 𝐴𝐴𝐴𝐴 = 𝐴𝐴𝐴𝐴𝑚𝑚𝑢𝑢𝑙𝑙𝑡𝑡 ∗ √𝑣𝑣 , where 𝐴𝐴𝐴𝐴𝑚𝑚𝑢𝑢𝑙𝑙𝑡𝑡  is a 
model parameter and 𝑣𝑣 is the minimum of the speed 
of the following vehicle and the leading vehicle; (3) 
the maximum following distance SDX, given as 𝑆𝑆𝐷𝐷𝐴𝐴 = 𝐴𝐴𝐴𝐴 + 𝐸𝐸𝐴𝐴𝑚𝑚𝑢𝑢𝑙𝑙𝑡𝑡 ∗ 𝐴𝐴𝐴𝐴 , where 𝐸𝐸𝐴𝐴𝑚𝑚𝑢𝑢𝑙𝑙𝑡𝑡  is a 
model parameter; (4) the perception threshold SDV, 
which marks that the driver will start to react to the 

leading vehicle, given as 𝑆𝑆𝐷𝐷𝑉𝑉 = (
∆𝑚𝑚−𝐿𝐿𝑛𝑛−1−𝐴𝐴𝐴𝐴𝐶𝐶𝐴𝐴 )2 , 

where 𝐶𝐶𝐴𝐴  is a model parameter; (5) the threshold 
CLDV, where the subject vehicle reduces the speed 
further to enter an unconscious reaction car-following 

episode, given as CLDV = (
∆𝑚𝑚−𝐿𝐿𝑛𝑛−1−𝐴𝐴𝐴𝐴𝐶𝐶𝐿𝐿𝐶𝐶𝐶𝐶𝐶𝐶𝐴𝐴 )2, CLDVCS 

being a model parameter; (6) threshold OPDV, which 
represents the point where the driver notices the 
distance between his/her vehicle and the leading 
vehicle is increasing and should accelerate to 
maintain the desired space headway, given as 𝑂𝑂𝑂𝑂𝐷𝐷𝑉𝑉 = 𝐶𝐶𝐿𝐿𝐷𝐷𝑉𝑉 ∗ 𝑂𝑂𝑂𝑂𝐷𝐷𝑉𝑉𝑚𝑚𝑢𝑢𝑙𝑙𝑡𝑡 , where 𝑂𝑂𝑂𝑂𝐷𝐷𝑉𝑉𝑚𝑚𝑢𝑢𝑙𝑙𝑡𝑡 
is a model parameter. 

With the thresholds above, 4 regimes can be defined 
as follows: 

(1) Emergency regime  

When the space headway is below the ABX, the 
following vehicle is in danger and should decelerate 
to avoid collision. The deceleration can be obtained 
by equation (3.16): 



bn
=

1

2

(∆v)2
ABX− (∆x− Ln−1)

+ bn−1
+ bmin ABX− (∆x− Ln−1)

BX
         (3.16) 

where 𝑏𝑏𝑗𝑗𝑖𝑖𝑛𝑛  is given as 𝑏𝑏𝑗𝑗𝑖𝑖𝑛𝑛 = 𝐴𝐴𝐵𝐵𝐵𝐵𝐵𝐵𝑎𝑎𝑑𝑑𝑑𝑑 +𝐴𝐴𝐵𝐵𝐵𝐵𝐵𝐵𝑚𝑚𝑢𝑢𝑙𝑙𝑡𝑡 ∗ 𝑣𝑣𝑛𝑛 , 𝑣𝑣𝑛𝑛  being the speed of the 
following vehicle, 𝐴𝐴𝐵𝐵𝐵𝐵𝐵𝐵𝑎𝑎𝑑𝑑𝑑𝑑  and 𝐴𝐴𝐵𝐵𝐵𝐵𝐵𝐵𝑚𝑚𝑢𝑢𝑙𝑙𝑡𝑡 
being the model parameters; ∆v is the difference of 
velocity; and ∆x is the front to rear distance. 

(2) Approaching regime 

When a vehicle in the Free Driving Regime passes the 
Perception Threshold SDV, the vehicle will 
decelerate. And the deceleration can be calculated by 
the following: 

bn =
1

2

(∆v)2
ABX− (∆x − Ln−1)

+ bn−1               (3.17) 

(3) Following regime 

The Following Regime can be divided into two 
sections: the Deceleration Following Regime and the 
Acceleration Following Regime. When a vehicle in 
the Approaching Regime passes the SDV threshold or 
in the Acceleration Following Regime passes the SDV 
threshold, the subject vehicle enters the Deceleration 
Following regime. And when a vehicle in the 
Deceleration Following Regime passes the OPDV 
threshold or in the Emergency Regime passes the 
ABX threshold, the subject vehicle enters the 
Acceleration Following regime. The acceleration of 
the vehicle in the Deceleration Following Regime can 
be calculated by the negative of equation (3.18). 

bnull
= bnull                                                          (3.18) 

where bnull  is a model parameter. And the 
acceleration of the vehicle in the Acceleration 
Following Regime can be calculated by the positive 
of equation (3.18). 

(4) Free driving regime 

When a vehicle in the Acceleration Following 
Regime and crosses the SDX threshold, the vehicle 
will enter to Free Driving Regime. In this regime, the 
subject vehicle will travel at the desired speed or 
accelerate to the desired speed, and not react to a 
leading vehicle. And the acceleration can be obtained 
by the following equations: 

bmax = BMAXmult ∗ (vmax − v∗ FaktorV)          (3.19) 

FaktorV
= FAKTORVmult                                         (3.20) 

where 𝑣𝑣𝑗𝑗𝑗𝑗𝑚𝑚  is the maximum speed of the vehicle; 

𝐴𝐴𝐵𝐵𝐴𝐴𝐴𝐴𝑚𝑚𝑢𝑢𝑙𝑙𝑡𝑡 and 𝐹𝐹𝐴𝐴𝐾𝐾𝑇𝑇𝑂𝑂𝐹𝐹𝑉𝑉𝑚𝑚𝑢𝑢𝑙𝑙𝑡𝑡 are model 
parameters. 

ii. Wim van Winsum psychophysical model 

By studying the driver’s psychology, Wim van 
Winsum psychophysical model is proposed as follow: 

      an
= c ∙ TTCest + d
+ ε                                     (3.24) 

where 𝑎𝑎𝑛𝑛 is the deceleration of the driver; 𝑇𝑇𝑇𝑇𝐶𝐶𝑢𝑢𝑑𝑑𝑒𝑒  
is the TTC (Time-to-Collision) as estimated by the 
driver; 𝑐𝑐  and 𝑑𝑑  are constants; and 𝜀𝜀  is a random 
error term. 

iii. Fritzsche psychophysical model 

In this model, the perception thresholds, PTN(> 0) 
and PTP (< 0) , of the speed differences can be 
defined as  

         PTN = −kPTN(∆x − sn−1)2 − fx  

and  

        PTP = kPTP(∆x − sn−1)2 + fx,  

where 𝑘𝑘𝑃𝑃𝑃𝑃𝑃𝑃 , 𝑘𝑘𝑃𝑃𝑃𝑃𝑃𝑃   and 𝑓𝑓𝑚𝑚   are the model 
parameters. In addition, 4 thresholds are incorporated: 
(1) AD, the desired distance between the leading and 
following vehicles; (2) AR, the risky distance, that if 
the distance between the leading and following 
vehicles is smaller than or equal to this distance, the 
following vehicle will decelerate heavily to avoid 
collisions; (3) AS, safe distance, that the following 
vehicle will accelerate, when the distance between the 
leading and following vehicles is greater than this 
distance; (4) AB, the braking distance, which ensures 
the following vehicle will not collide with the leading 
vehicle when the following vehicle decelerates with 
the maximum deceleration. 

According to the thresholds above, five driving states 
are defined as follows: 

(1) Danger 

When the distance to the leading vehicle is smaller 
than AR, the following vehicle is in the danger regime, 
where the following vehicle will decelerate with the 
maximum deceleration to increase the headway.  

(2) Approaching 

When the speed difference is larger than PTN and the 
space headway is between AB, AD and AR, the 
following vehicle is in the approaching regime, where 
the following vehicle will decelerate. The 
deceleration can be obtained by the following 
expressions: 

------------



�an+1 =
(vn2 − vn+12 )

2dc
dc = xn − xn+1 − AR + vn∆t

                             (3.25) 

where ∆𝑡𝑡 is the simulation time step and 𝑑𝑑𝑐𝑐 is the 
constraint distance. 

(3) Following I 

The vehicle in this regime means that the speed 
difference is between PTN and PTP and the space 
headway is between AR and AD, or the speed 
difference is larger than PTP and the space headway 
is between AS and AR. In this regime, the following 
vehicle will take no conscious actions with an 
assigned acceleration 𝑏𝑏𝑛𝑛𝑢𝑢𝑙𝑙𝑙𝑙. 
(4) Following II 

When the speed difference is larger than PTN and the 
space headway is larger than AB or AD, the driver of 
the following vehicle observes that he or she is 
approaching to the leading vehicle, but the space 
headway is too long, that it is unnecessary to take any 
action, neither acceleration nor deceleration. 

(5) Free driving 

The vehicle in this regime means that the speed 
difference is smaller than PTN and the space headway 
is larger than AD, or the absolute value of the speed 
difference is larger than PTP and the space headway 
is larger than AS. In this regime, the following vehicle 
will accelerate with a normal acceleration 𝑎𝑎𝑛𝑛  to 
achieve the desired speed. And when the desired 
speed is achieved, an acceleration 𝑏𝑏𝑛𝑛𝑢𝑢𝑙𝑙𝑙𝑙, which has 
some slight fluctuations, is used to maintain a quasi-
constant speed. 

3) Compound following models 

Using mechanical following models or 
psychophysical following models to model the car-
following behaviour, some weaknesses of these 
models emerge. In mechanical following models, (1) 
the simulation clock is not variable; (2) the perceptual 
field is not involved; and (3) the serial processing 
method is used, which does not correspond to the 
reality. In psychophysical following models, (1) it is 
very difficult to acquire the thresholds, and (2) the 
model parameters will vary with the environment. To 
make up these shortcomings, compound following 
models are proposed. 

i. Car-following model based on desired spacing117 

This kind of models was developed specifically for 
the urban interrupted traffic flow conditions. A car-
following model based on desired spacing is proposed 
by Peter Hidas. The model is based on the assumption 
that, when approaching and following the leading 
vehicle, the driver of the following vehicle attempts 

to adjust its acceleration in order to reach the desired 
spacing. And in this model, the desired spacing is 
assumed to be a linear function of the speed, different 
drivers have different characteristics. This model can 
be described by the following equation: �xn(t + T)− xn+1(t + T) = εDn+1(t + T)

Dn+1(t + T) = αvn+1(t + T) + β                (3.25) 

where ε   is a judgement error parameter with 
mean=1.0; α and β  are model parameters, which 
are highly dependent on the individual driver 
characteristics. 

ii. Car-following model based on multi-agent system 
(MAS)118 

An agent is an intelligent, goal-directed entity, which 
can accommodate new problem-solving rules 
incrementally, adapt and interact with surroundings, 
and learn and improve through interaction with the 
environment. So, the agent should have some features, 
such as autonomy, reactiveness, adaptability, 
communicability, and self-learning. With the systems 
becoming larger, the subsystems are more 
decentralized in temporal-spatial distribution. Then 
the concept of MAS is presented. An MAS, in general, 
has the following characteristics: high-level 
interactions, multiple relationships, ability to 
distribute data, control and resources. In the multi-
agent based car-following model, a single-vehicle is 
regarded as an agent, which can receive and process 
the speed and acceleration of the leading vehicle and 
then react. 

iii. Car-following model based on fuzzy logic119 

In this model, the driving behaviour is studied by the 
driver’s future logic stage. Compared with the 
traditional GHR model, the fuzzy-logic model has 
local stability. The process of establishment of a car-
following model based on fuzzy logic can be divided 
into the following steps: (1) determining the inputs 
and the outputs of the fuzzy reasoning model; (2) 
constructing a fuzzy control rule set and a fuzzy logic 
control; and (3) building reasonable fuzzy control 
rules. By using this model, the synchronous 
movement of vehicles can be realized, but masses of 
measurement data are needed to build sufficient fuzzy 
rules. And it is very difficult and complicated to 
calibrate the model. 

iv. Car-following model based on artificial neural 
network (ANN)120 

ANN, a complex nonlinear dynamical system, which 
is made up of lots of connected units (also called 
artificial neurons) with a certain topological structure, 
has been applied in the traffic researches increasingly. 
As a new method of processing information, ANN 
has many satisfactory features, such as strong self-



learning ability, timeliness and fault tolerance. For 
this kind of algorithm, some advantages are as 
follows: (1) determining the inputs easily, (2) 
realizing the synchronous movement of vehicles, and 
(3) the driver’s reaction time is not necessary to be 
smaller than the scanning clock. But acquiring and 
designing the training samples are the impediments to 
the application of this model. 

v. Car-following model based on cellular automaton 
(CA)121 

The traffic system is a stochastic uncertain fuzzy 
large-scale nonlinear system, so it is hard to describe 
the traffic system accurately by using the 
methodology of the mathematical modelling. While 
the CA is an effective research tool to model such a 
complex system. It is because that, in the CA model, 
the time variable, the spatial variable and the state 
variable are all discrete, so the microscopic 
characteristics of the motion of particles (vehicles) 
can be described preferably. Thus, the CA model can 
be used in the study of car-following models, as the 
CA model can reemerge the car-following 
phenomena and reveal the interactions between the 
vehicles. Compared with the other models, the CA 
model retains the complex nonlinear behaviour and 
other physical features and can set and label the 
different conditions of various simulation 
environments flexibly to get different simulation 
results. 

3.2.3 Influential factor models 

In microscopic traffic simulation models, influential 
factor models fall into 5 categories: (1) the road 
network, (2) the system management, (3) the 
operating environment, (4) the vehicle features, and 
(5) the traveler model. 

The most commonly used models of road networks, 
which are described by link-connector structure or 
link-node structure, abstract the traffic infrastructures 
in the real world. In this kind of models, two 
questions are taken into consideration: whether the 
physical features of these traffic infrastructures are 
described precisely; and whether the vehicle travel 
behaviours, influenced by the changes of the traffic 
infrastructures, are completely simulated. The 
influential factors of the road network generally 
include the type of infrastructures, the lane width, the 
change of slope, the auxiliary lane, etc. 

The influential factors of system management can be 
summarized in the following categories: the provision 
of information and traffic control. So, the influential 
factors of the system management generally include 
the control data, the type of information, the content 
of information, the method for acquiring information 

and the type of information infrastructures (such as 
in-car navigation, website, broadcasting, variable 
message sign (VMS)) etc. 

As to the operating environment, events, weather and 
work areas are all involved. When an event occurs, 
the lane might be closed, or the traffic capacity might 
be decreased. And the changing of work areas can 
reduce the number of lanes, which also can make the 
traffic capacity decreased. Compared with the 
influence of events, the influence of work areas is 
likely to be long-term. The influence of weather 
involves different climates, such as fog, rain, and 
snow, which can have some effects on the traffic 
system. Additionally, the lane closure, the interaction 
of the adjacent vehicles, the emergency braking, the 
weakened capacities, the reduced speed, and the 
change of the lane shape are all likely to be involved. 

The vehicle features usually involve the followings: 
type, width, length, acceleration performance, 
deceleration performance, speed, vehicle load, and 
steering performance, etc. 

With the application of ITS, it is more important to do 
researches on traveler models. The influential factors 
of driver’s characteristics generally include the 
familiar with the road network, the risk-taking in 
driving, the preference of the road facilities, the value 
of time, the compliance with traffic control (hard 
control such as the signal control, and soft control 
such as VMS).  

3.2.4 Comparative analysis of currently widely used 
microscopic traffic simulation software. 

With the further development of ITS, the basic 
functions should be equipped in a quite complete 
microscopic traffic simulation system are as follows: 
(1) a strong ability to reconstruct and process the road 
network; (2) different types of vehicles can be 
generated, and the parameters of vehicles can be user-
defined; (3) the conditions of vehicles can be 
processed in real-time, and the V2V interactions can 
be reflected accurately; (4) the traffic control strategy, 
the advanced transportation management system, and 
the advanced driver information system can be 
simulated; (5) the interface for interacting with the 
external applications or hardware should be provided; 
(6) the real-time vehicle route guidance system and 
the public transportation system can be simulated; 
and (7) the tools for analyzing simulation results and 
the interfaces for interactive audio-visual media 
should be provided. 

According to the above, three widely used 
microscopic simulation software PARAMICS, 
VISSIM and AIMSUN will be analyzed and 
compared. In PARAMICS, the communication 



capability of detectors cannot be developed easily, the 
influences of turning velocity and vehicle turn signals 
are not taken into consideration, and the simulation 
model of the vehicle engine is not provided. In 
VISSIM, the influence of vehicle turn signals is not 
involved, the driver reaction time is immutable, and 
the VMS and the dynamic route guidance can hardly 
be implemented122. And in AIMSUN, the subsidiary 
road cannot be described satisfactorily, and the 

influences of turning velocity and vehicle turn signals 
and the simulation model of the vehicle engine are not 
taken into consideration, furthermore, the influence 
of parking is not presented. According to the analysis, 
the performances of the three simulation systems are 
compared in Table 1. The letter grades A, B, C and D 
(A being the highest and D the lowest) are used to 
evaluate each of the performance indexes. 

Table 1 The Performance Comparison of PARAMICS, VISSIM and AIMSUN 

Performance Index VISSIM PARAMICS AIMSUN 

Description Model of Road Network A A A 

Detector & Communication A B A 

Model of the Vehicle Unit B C D 

Signal & Ramp Control A A A 

Traffic Management for Special Event A A A 

VMS C A A 

Priority of Public Transportation A A A 

Dynamic Traffic Assignment A A A 

Dynamic Route Guidance (DRG) C A A 

Influence Model of Traffic Jam A A A 

Influence Model of Weather A A A 

Simulation of Vehicle Engine A D D 

4 The new generation simulation technologies 

based on ITS 

With the development of high techs, in the new era, 
combining the high techs into one application has 
become a prominent feature. For ITS, in order to do 
the theoretical research, develop the key technology 
and optimize the project design, it is very important 
and necessary that analyzing the traffic simulation 
results efficiently. Whether the simulation systems 
provide the analysis capabilities becomes the most 
important criterion. In recent years, some advanced 
ITS-oriented simulation technologies have been 
proposed by some mainstream traffic simulation 
systems, and have been widely used. 

1) Multi-resolution Modelling and Simulation 

Technology. For example, the microscopic 
description is embedded in the mesoscopic simulation 
model by Munoz123. This simulation method is called 
integrated meso-microscale simulation. The study of 
macro-microscale simulation focuses on the 
theoretical consistency of macro- and micro- models. 
For example, the microscopic model PELOPS is 
aggregated into the macroscopic model SIMONE by 
Lerner, and then the aggregation of micro data for 
macro and the disaggregation of macro data for micro 
are studied.124 

2) Application Programming Interface 

Technology. Under the background of ITS, many 
new technologies and methods are proposed. The 
traffic analysis presents the characteristics of the 
diversification, so it is very difficult to develop and 
implement the standardized procedure. So, the 
development of advanced API, provided by the 
widely-used microscopic traffic simulation systems, 
can be used to modify and expand the kernel models 
by users. Thus, the personalized traffic analysis 
demands can be satisfied. 

3) Hardware-in-the-loop and Software-in-the- 

loop Technology. With the development of ITS, the 
control logic becomes more complex. The users can 
use the user-defined control logic by the application 
programming interface, but if the control logic is 
extremely complex, the simulator should be 
substituted by an external control module, which 
connects with the embedded simulation system. 
Accordingly, the integrated simulation can be realized. 
If the external control module is a real plant, the 
whole emulation system is called the HIL simulation 
system; if the external control module is software, the 
whole system is called the SIL simulation system. 

4) Real-time Simulation Technology. Under the 



background of ITS, with the introduction of the 
advanced information technology, the real-time 
traffic simulation becomes a reality. The RTS 
technology, mainly used to estimate and predict the 
traffic situation in real time and evaluate the traffic 
information and the option of the management 
schemes, is a support tool for the real-time decision 
making. The mesoscopic simulation model becomes 
an ideal online simulation model, because of its 
intermediate level of detail and moderate simulation 
speed. In recent years, because of the better computer 
performance and higher simulation speed, the 
microscopic simulation model is gradually used to 
study the online simulation, but it is still hard to 
synchronize the simulations with the real world. 

5) GIS-based Interactive Simulation Technology. 
With the rapid development of GIS, the Network 
Technology (NT) and the Virtual Reality (VR) 
technology are used to simulate the real-world traffic 
conditions realistically and efficiently, and construct 
a high-performance virtual driving system. The 
digital representations of the real-world road 
networks are available in the form of GIS polyline 
road networks, which includes in online mapping and 
routing applications. Some simulation systems 
require a higher level of detail and accuracy, focusing 
on generating and extrapolating the subject networks 
from the 2-D GIS data, and recently some approaches 
to building 3-D geometry from the GIS data are 
presented125. 

6) Agent-based Intelligent Traffic Simulation 

Technology. With the further study of ITS, it is 
widely accepted that the ITS is a typical complex 
adaptive system (CAS), and it can be divided into 
many subsystems such as Advanced Transportation 
Information System (ATIS), Advanced 
Transportation Management System (ATMS), 
Advanced Driver Information System (ADIS), 
Advanced Vehicle Control System (AVCS), 126 
Freight Management System (FMS), 127  Electronic 
Toll Collection System (ETCS), 128  Emergency 
Rescue System (ERS), 129  and Advanced Public 
Transportation System (APTS) 130 . With the 
introduction of the agent technology, there are two 
levels: (1) in the macroscopic level, each subsystem 
in ITS is an agent, making all the agents collaborative 
to realize the information sharing, and (2) in the 
microscopic level, each vehicle, each road, each 
intersection and each signal is regarded as an agent. 
And the traffic flow, as an example of the complex 
systems, is emerged from vehicle agents which are 
mobile agents in the simulation model. And 
introducing the agent technology into the Intelligent 
Transportation Control System (ITCS) can make the 
cooperative control of intersection-to-intersection 
(I2I), vehicle-to-intersection (V2I) and vehicle-to-

vehicle (V2V) a reality with many outstanding 
advantages such as reliability, real-time, pertinence, 
flexibility and expansibility. 

7) The intelligent traffic simulation based on 

Cloud Computing (CC), Internet of Things (IoT) 
and Big Data (BD). With the concept of smart city 
proposed and the coming of a new era of CC, IoT and 
BD, in many researches, the data generated from the 
traffic system and the other information systems are 
used to model, simulate, analyze and optimize the 
traffic systems. And the real traffic situation can be 
modelled and simulated more realistically by 
analyzing and processing the mass data. Thus, the 
traffic simulation model can provide some reliable 
decision making for the traffic management 
department. And then the construction of the traffic 
infrastructures and the management and evaluation of 
road traffic system will be efficient and rational. 

5 The problems existing in the modelling and 

simulation of traffic systems 

For the modelling and simulation of the microscopic 
traffic systems, most of the state-of-the-art analysis 
and modelling are based on the microscopic driver 
behaviour, lacking the coordination and unity with 
macroscopic and mesoscopic traffic characteristics. 
The features of humans such as dispositions, habits, 
and mentalities are not taken into consideration. As 
for the verification, validation and accreditation 
(VV&A) of the simulation model, lacking credible 
verifications. Data samples and centralized databases, 
essential to calibrate the model parameters, are not 
considered. Under the mixed traffic conditions, the 
interactions between slow traffic and motor traffic are 
not involved in most of the current mesoscopic traffic 
simulation systems. And the dynamic phenomena of 
traffic flow can hardly be described accurately by the 
macroscopic model because the dynamic 
characteristics of the traffic flow are oversimplified in 
macro models. 

Some problems in ITS modelling based on the mobile 
data terminal (MDT) are emerging. For example, how 
to distinguish the different traffic modes by the data 
from the MDT and how to expand the data sample 
without distortion to acquire the OD matrix with 
restrictions of the communication operators and the 
usage rates of cellphones. For the analysis of the 
characteristics of the resident activities, there is no 
better method to model the resident activities by 
combining the travel information and the activity 
information. How to get the complete travel 
information from cellphone data and how to establish 
the corresponding relationship between the cellphone 
data and the user’s property are still problematic 
without any commendable solution. 



At present, GPS is widely used in APTS. By applying 
the GPS, the real-time bus information (such as 
location, time and speed) can be acquired precisely to 
make up the missing IC card data. And tracing the 
human activity and the vehicle movement become 
possible by using GPS and Automatic License Plate 
Recognition (ALPR) technology. For GPS data, the 
studies focus on the analysis of the macroscopic 
features of the system’s Spatio-temporal trajectory, 
while the individual travel characteristics based on 
GPS are seldom studied. And the lack of mining GPS 
big data makes the research on the real-time 
prediction model of human movement based on GPS 
exiguous. 

For the ALPR technology, the macroscopic traffic 
systems are mainly studied, such as discriminating 
the travel routes, obtaining the OD matrixes, etc. 
While the wireless sensor network in ALPR systems 
and the daily travel behaviour of every single-vehicle 
at the microscopic level are barely analyzed. The 
problem how to analyze the mass data is solved to a 
certain extent by data mining, parallel computing and 
cloud computing, but how to use the existing 
technologies to find the potential movement rules of 
the vehicle and predict the vehicle movement is an 
exigent problem. 

With the development of the wireless internet, the 
traditional intelligent mobile terminals (IMT), such as 
smartphones, are becoming more popular, and the 
new types of IMT, such as the wearable computers 
and the internet of vehicles (IoV) are emerging. The 
social media data, which contains a tremendous 
amount of traffic information, has some outstanding 
advantages such as large-scale samples and low cost. 
But there are some inherent defects in social media 
data: (1) the users that using the IMT daily are mainly 
the young and middle-aged people, so the data is 
incomplete and unrepresentative; (2) the data 
structure is not complete and the data is fragmented, 
so the activity location and time can be recorded 
accurately, but the duration cannot be acquired 
accurately; (3) because the individual privacy is 
protected, the user’s private personal information can 
hardly be accessed, even though the information is 
accessed, to say the least, the integrity and facticity of 
the information cannot be guaranteed; and (4) the 
social media data are not mined and used adequately, 
such as the users’ friends information, the text data 
and the image data. 

The state-of-the-art microscopic simulation systems 
still cannot provide sufficient detail, and in these 
systems, the movement of vehicles is restricted to the 
centerline of the lane, a single dimension, which will 
not happen in the real world. And the digital 
representations of the cities and the geographic areas 

are available, but they are static, lacking dynamic 
elements, such as virtual people. And the full 
microscopic simulation models to the traffic data are 
needed to do some further researches. For example, 
fitting the behavioural parameters based on the data 
should be required, thus a larger dataset is required to 
avoid the simulation results being underdetermined. 

6 The future of traffic modelling and simulation 

To fit the new traffic environment and the new 

traffic demand, the traffic simulation model 

should be more deeply studied to develop the new 

generation traffic simulation systems.  

For the microscopic modelling and simulation, (1) the 
micro-macro scale simulation should be further 
studied, and the micro-meso scale traffic model 
should be simulated by hybrid simulation modes, 
such as collaborative simulation and embedded 
simulation; (2) the new driving behaviour, which 
takes the automatic driving vehicles into 
consideration, should be modelled with the Vehicle 
Automation and Communication Systems (VACS); (3) 
the traffic system as a typical hybrid discrete-
continuous system with inference and decision, the 
theoretical analysis, modelling and simulation of 
traffic systems are still preliminary, and using the 
state-of-the-art research results of the discrete event 
simulation (DES) can contribute to the study of the 
modelling and simulation for traffic systems.  

For the mesoscopic traffic modelling, (1) the 
movement rules of traffic flows (including vehicles, 
cycles, and pedestrians) in mesoscopic simulation 
should be studied; (2) the existing mesoscopic traffic 
models and simulation systems should be improved 
to have a better adaptability; and (3) the traffic 
conditions should be predicted in real-time to provide 
accurate data for ITS. For the macroscopic traffic 
modelling, (1) the multi-lane hybrid traffic model 
with multi-vehicle type should be considered; (2) the 
initial conditions and boundary conditions of traffic 
flows should be solved theoretically; (3) some good 
features of microscopic traffic models can be 
incorporated into macroscopic traffic models, such as 
randomness; (4) the multi-time scale dynamic traffic 
flow model for the large-scale road network should 
be built; (5) VV&A of simulation models based on the 
continuous long-term mass data should be studied; 
and (6) the analysis and modelling of traffic flow 
based on the Internet of Vehicles and the automatic 
driving vehicles should be studied. 

To provide suggestions for traffic management 

and traffic planning, the multi-source traffic flow 

data should be analyzed by using the new 

generation information technologies, such as big 

data, cloud computing etc.  



It is widely accepted that GPS data and license plate 
data are important to understand and predict traffic 
conditions. There are some issues should be more 
deeply studied: (1) how to get the long-term historical 
data directly, and how to analyze and process the mass 
data to find the microscopic movement characteristics 
of vehicles or pedestrians; (2) the microscopic 
characteristics should be reflected in the macroscopic 
models to reconstruct the macroscopic laws of traffic 
systems and predict the macroscopic traffic 
conditions.  

For the social media data, there are some suggestions 
for further studies: (1) mining the social media data 
deeply to extracting some users’ characteristics as a 
supplement to the user’s location information; (2) 
coupling with some traditional data analysis 
techniques to establish the correlation model between 
the pedestrian characteristics and the travel behaviour, 
and then using the social media data to estimate the 
pedestrian characteristics; (3) the new algorithm for 
deep data mining should be studied to adapt to the 
new devices, the new application and the more 
complex data; (4) for the large volume of data, the 
time complexity of the algorithm should be improved; 
(5) the new IMTs have more frequent interaction with 
users, and provide us many useful data, but these data 
have more complex format beyond the scope of the 
state-of-the-art researches, so how to mine and 
aggregate the complex data to solve the new problems 
should be proposed. 

The driver behaviour model should be studied 

further with high-techs to provide the theoretical 

basis and the reliability assurance for the 

autonomous vehicle.  

With the development of information technology, by 
using a lot of state-of-the-art high-techs, the traffic 
information is deeply mined, and the aggregation and 
application of the traffic information are 
accomplished adequately. So, it is possible that 
getting the multi-source information and extracting 
the characteristic parameters of driving behaviour 
stimulated by the multi-source information. And the 
new generation dynamic real-time simulation 
technology, coupling with some advanced 
information technologies, such as big data and cloud 
computing, needs to be studied further, e.g., how to 
build the basic multi-resolution model based on big 
data and how to combine the simulation with 
optimization techniques, big data analytics, and cloud 
computing technology. Meanwhile, the traffic 
congestion and the congestion transition, produced by 
the traffic flow guidance, should be solved timely and 
effectively, otherwise, it will bring forth negative 
impacts on the application of urban traffic network 
and ITS. And the development of the driverless 

technology and pan-information transportation, it is 
foreseeable that in the future the automatic unmanned 
driving technology will be the core of all the 
transportation and the transportation system will be 
full-automatic and traffic-light-free. If it arrives, the 
sensor-laden vehicles pass through the intersections 
by communicating with each other, rather than 
grinding to a halt at the traffic signals. Accordingly, 
the transportation system will be zero-accident, zero-
casualty, zero-congestion and zero-emission. 

The new generation agent-oriented programming 

should be developed, as well as the intelligent 

modelling and simulation technology.  

For the driver behaviour in car-following situations, 
the variables should be dynamic, multi-rule, and 
perceptive. And the researchers should note the 
interdisciplinary studies, e.g., the human factors 
should be given more consideration, and the study of 
driver’s behaviour and driver’s psychophysiological 
characteristics should be combined with the cognitive 
psychology, the brain science, the physiology, the 
biology, and the praxeology. And some variables of 
consciousness or unconsciousness and some traffic-
related parameters can be used to improve the 
performance of the simulation model of driving 
behaviour. The dynamic scheduling and real-time 
programming can be adopted to improve the 
adaptivity and the self-correcting capability of the 
simulation model of driving behaviour. By using the 
deep convolutional neural network and deep 
reinforcement learning, the vehicles will closely 
resemble human reasoning, i.e., the vehicles can 
make decisions independently in extreme 
environments and emergency situations. 

The intermodal passenger transport hub (IPTH) 

should be provided by the urban & peri-urban 

traffic simulation system.  

A transport hub is a place where passengers are 
exchanged between vehicles or between public 
transport modes. And the construction of transport 
hubs is considerably behind the growth of traffic 
demands, and the function and structure of the hub are 
designed badly and unpopular. These problems all 
make the operating efficiency of the urban transport 
system extremely low. So, with the city scale 
becoming larger and the transport modes becoming 
more diversified, the simulation system for the 
passenger transport hub should include all the major 
public transport, e.g., train stations, rapid transit 
stations, bicycle parking stations, bus stations, taxi 
stations, tram stops, airports and ferry slips. And, 
meanwhile, it is necessary to complement and 
improve the theory and methodology for modelling, 
simulating, evaluating, and managing the intermodal 
passenger transport hub, and it is required that a 



perfect comprehensive evaluation system for the 
passenger transport hub should be developed. Thus, 
the evaluation system can provide a better plan for the 
traffic department to organize and optimize the traffic 
system so as to improve the traffic capacity. 

7 Conclusions 

In this paper, the historical development of modelling 
and simulation of traffic systems has been reviewed 
briefly, and categorized into three stages. The widely 
used traffic simulation models are summarized, 
among which special attention has been paid to the 
third stage with respect to ITS due to its importance. 
Furthermore, the current researches on macro, micro 
and mesoscopic traffic simulation models are 
overviewed. More specifically, three widely used 
microscopic simulation software PARAMICS, 
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