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ABSTRACT
Photo-dissociation dynamics is simulated for vibrationally pre-excited pyrrole molecules using an ab initio multiple cloning approach. Total
kinetic energy release (TKER) spectra and dissociation times are calculated. It is found that pre-excitation of N–H bond vibrations facilitates
fast direct dissociation, which results in a significant increase in the high-energy wing of TKER spectra. The results are in very good agreement
with the recent vibrationally mediated photo-dissociation experiment, where the TKER spectrum was measured for pyrrole molecules excited
by a combination of IR and UV laser pulses. Calculations for other vibrational modes show that this effect is specific for N–H bond vibrations:
Pre-excitation of other modes does not result in any significant changes in TKER spectra.

© 2021 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0040178., s

I. INTRODUCTION

Ultrafast excited state dynamics is key to understanding many
important processes in chemistry and biochemistry, such as light
harvesting in plants1 and visual reception.2 It also plays an impor-
tant role in the mechanisms of photoprotection,3 i.e., the processes
that help biological molecules to minimize damage inflicted by UV
light such as dissociation of the most important bonds.

Total kinetic energy release (TKER) spectra and velocity
map images (VMIs) are efficient experimental tools that can
provide valuable information about ultrafast processes follow-
ing photo-absorption. In the TKER/VMI experiments, kinetic
energy and velocity distribution of molecular fragments are mea-
sured. Recently, the VMI/TKER methodology technique has been
modified and developed further in the vibrationally mediated
photo-dissociation (VMP)4 method, where, prior to UV pho-
toexcitation, the molecule is excited vibrationally. It has been
demonstrated that IR excitation of certain vibrational modes of
pyrrole prior to UV excitation changes the shape of its TKER spec-
trum.5 As not all vibrational modes have the same effect on the

photo-dissociation, the VMP technique can be used to study mode
selective photochemistry.

Heteroaromatic molecules, such as pyrrole, are the building
blocks of many biomolecules, and their photo-dissociation has been
extensively investigated by the above-mentioned experimental tech-
niques. Photo-dissociation of pyrrole and its derivatives has been
studied by TKER spectroscopy and time resolved VMI, yielding use-
ful information about the mechanisms of dissociation and reaction
rates. It has been shown that photo-dissociation mostly yields high
kinetic energy hydrogen, which is scattered forward in the direction
of the chemical bond. The energies of hydrogen, the time scale of its
formation, and isotope effects have been measured.6–11

Theoretically, the electronic structure of pyrrole is well under-
stood since the seminal work of Sobolewski and Domcke12 where
the role of πσ∗ states in photo-dissociation was recognized. In a
number of our previous studies, we applied our Ab Initio Multiple
Cloning (AIMC)13,14 method to simulate the process of the photo-
dissociation for pyrrole15–17 and other heterocyclic molecules.18,19

We demonstrated that the AIMC approach is capable of reproduc-
ing the main features of the experimental TKER spectra and VMI
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along with isotope effects providing a valuable insight into ultra-
fast non-adiabatic dynamics following the photo-excitation. In this
paper, we apply the AIMC method to simulate photo-dissociation
of vibrationally pre-excited pyrrole and compare our results with
recent VMP experiment.5

Electron-vibrational dynamics in molecules has been studied
by many quantum techniques, which consider both electrons and
nuclei quantum mechanically, such as ab initio multiple spawning20

and variational Multiconfigurational Gaussians (vMCGs).21 Recent
examples also include on-the-fly semiclassical simulations of IR
vibrational spectra22,23 and modeling of vibrationally resolved elec-
tronic spectra using the generating function approach24,25 and on-
the-fly ab initio extended thawed Gaussian approximation.26,27 To
the best of our knowledge, however, the process of vibrationally
mediated photo-dissociation has never been simulated before.

In Sec. II, we briefly describe our AIMC approach. Section III
discusses the initial conditions for the non-adiabatic dynamics with
pre-excitation of particular vibrational modes. Section IV contains
the computational details of our simulations. In Sec. V, we present
and discuss the results. Conclusions are given in Sec. VI.

II. AIMC METHOD
The ab initio multiple cloning (AIMC) approach belongs to the

group of direct dynamics methods that run quantum non-adiabatic
molecular dynamics using electronic structure data provided by “on-
the-fly” calculations. The idea of AIMC is to combine the best fea-
tures of Multiconfigurational Ehrenfest (MCE)28,29 and Ab Initio
Multiple Spawning (AIMS)20 methods. Similar to MCE, the total
wave-function |Ψ(R, r, t)⟩ is represented in a trajectory guided basis
|ψn(R, r, t)⟩,

∣Ψ(R, r, t)⟩ =∑
n
cn(t)∣ψn(R, r, t)⟩. (1)

Each basis function consists of nuclear and electronic parts,

∣ψn(R, r, t)⟩ = ∣χn(R, t)⟩∑
I
aI(n)(t)∣ϕI(r)⟩. (2)

The nuclear part |χn(R, t)⟩ is a Gaussian coherent state,

χn(R, t) = (
2α
π
)
Ndof/ 4

exp
⎛

⎝
− α(R − Rn(t))

2

+
iPn(t) ⋅ (R − Rn(t))

h̵
+

i
h̵
γn(t)

⎞

⎠
, (3)

where Rn and Pn are the coordinate and momentum of the cen-
ter of nth Gaussian and the parameter α is the width of Gaussian
functions. We use frozen Gaussians, where the width α is kept con-
stant. Following Ref. 30, the value of α is taken as 4.7, 22.7, and
19.0 Bohr−2 for hydrogen, carbon, and nitrogen atoms, respectively.
The electronic part of each configuration is represented in a basis of
adiabatic states |ϕI(r; R)⟩ or electronic states in the center of Gaus-
sian ∣ϕI(r;Rn(t))⟩ in the Time Dependent Diabatic Basis (TDDB)
version of the method.14,31 For sufficiently small molecules, such as
pyrrole, the electronic eigenfunctions do not exhibit abrupt changes

with the motion of the nuclei. In this case, the dynamics in both adi-
abatic and TDDB versions is described by the same set of equations
presented below. See Ref. 13 for details.

The ansatz (2) is similar to the “single-set ansatz” used in the
vMCG21 method. The difference is that in our approach the trajecto-
ries of different Gaussians are not coupled, with each of them guided
by its own Ehrenfest force,

F = −∑
I
∣aI ∣2∇VI +∑

I≠J
aI∗aJCIJ(VI − VJ), (4)

where V I(R) is the Ith potential energy surface and CIJ is a non-
adiabatic coupling vector CIJ = ⟨ϕI |∇RϕJ⟩. The Ehrenfest amplitudes
aI are propagated together with Rn and Pn as

ȧ(n)I = −
i
h̵∑J

HIJ
(n)aJ(n), (5)

where

HIJ
(n)
= {

VI(Rn), I = J
−ih̵PnM−1CIJ(Rn), I ≠ J. (6)

Finally, coherent states (3) conventionally include phase γn(t) that is
guided by the following equation:

γ̇n =
PnṘn

2
. (7)

Time dependence of the wave-function (1) is given by that of
the trajectories Rn(t) and Pn(t), amplitudes aI(n)(t) in Ehrenfest
configurations (2), and their amplitudes cn(t) in the wave-function
(1), which reflect the interaction between trajectories. An impor-
tant advantage of the AIMC method is that the trajectories guiding
basis functions are not coupled and can be calculated independently
using Eqs. (4)–(7). Then, substituting (1) into the time dependent
Schrödinger equation, we get the following equation for amplitudes
cn(t):

∑
n
⟨ψm(t)∣ψn(t) ⟩ċn(t) = −

i
h̵∑n
(Hmn − ih̵⟨ψm(t)∣

d
dt
∣ψn(t)⟩)cn(t),

(8)
where Hmn are matrix elements of the Hamiltonian,

Hmn = ⟨χm∣−
h̵2

2
∇M−1

∇∣χn⟩ +∑
I
(aI(m))

∗

aI(n)⟨χm∣VI ∣χn⟩

− h̵2
∑
I≠J
(aI(m))

∗

aJ(n)⟨χm∣CIJM−1
∇∣χn⟩. (9)

While the first term in (9) can be calculated analytically, the approx-
imation is required for other terms. We use the first- and zeroth-
order bra-ket averaged Taylor (BAT) expansion,13 the accuracy of
which was recently demonstrated,32

⟨χm∣VI(R)∣χn⟩

= ⟨χm∣χn⟩
⎛

⎝

VI(Rm) + VI(Rn)

2
⎞

⎠

+
⟨χm∣(R − Rm)∣χn⟩∇VI(Rm) + ⟨χm∣(R − Rn)∣χn⟩∇VI(Rn)

2
,

(10)
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⟨χm∣CIJ(R)M−1
∇∣χn⟩ =

i
2h̵
⟨χm|χn⟩(PmM−1CIJ(Rm)

+PnM−1CIJ(Rn)). (11)

The principal advantage of BAT is that it utilizes only electronic
structure data at trajectory points, which are needed anyway for basis
propagation. As a result, propagation of amplitudes cn(t) using BAT
approximation can be performed in post-processing using saved tra-
jectory data and does not require any additional electronic structure
calculations, which are the most expensive part of the dynamics.
Note that including the first-order term for potential energy matrix
elements is extremely important, as it provides the imaginary part of
the prefactor. More details can be found in Refs. 14 and 15.

Equations (4)–(11) form a complete set for calculating time
evolution of the wave-function in the MCE approach. What distin-
guishes AIMC dynamics from MCE is cloning. Cloning is applied
when several uncoupled electronic states are significantly populated:
In this case, the average Ehrenfest trajectory becomes unphysical and
should be branched to account for the wave-function bifurcation. In
this case, a single Ehrenfest configuration is replaced by two new
configurations: One of which has nonzero amplitudes for only one
electronic state, while the second one contains contributions of all
other electronic states,

∣ψ′n⟩ = ∣χn⟩
⎛
⎜
⎝

a(n)I

∣a(n)I ∣
× ∣ϕI⟩ +∑

J≠I
0 × ∣ϕJ⟩

⎞
⎟
⎠

(12)

and

∣ψ′n′⟩ = ∣χn⟩
⎛
⎜
⎜
⎜
⎝

0 × ∣ϕI⟩ +
1

√

1 − ∣a(n)I ∣
2
∑
J≠I
∣ϕJ⟩
⎞
⎟
⎟
⎟
⎠

. (13)

The amplitudes of the two new configurations are adjusted in such
a way that their total contribution to the whole wave-function (1)
remains the same as the contribution of the original configuration,

c′n = cn∣a
(n)
I ∣, c′n′ = cn

√

1 − ∣a(n)I ∣
2
. (14)

Thus, cloning does not change the wave-function while providing
additional flexibility for the ensuing dynamics.

Two different sets of criteria to initiate cloning have been pro-
posed.13,33 In this work, as in our previous simulations for pyr-
role15–17 and other heterocyclic molecules,18,19 we apply cloning
when (1) the magnitude of breaking force

FI(br)
= ∣aI ∣2

⎛

⎝
∇VI −∑

J
∣aJ ∣2∇VJ

⎞

⎠
(15)

exceeds a threshold for at least one electronic state and, at the same
time, (2) the magnitude of coupling between this state and all other
states is below the second threshold. Thus, basis functions are usually
cloned just after passing a conical intersection if, as a result of non-
adiabatic population transfer, two electronic states with different
potential energy gradients get significant Ehrenfest amplitudes.

AIMC is a fully quantum technique in a sense that it can be con-
verged to the exact result, but in practice such convergence is not

easy to achieve. We have developed and tested a number of tricks,
which help us to approach convergence.19 As a first step, we expand
the initial wave-function as a large sum of Gaussian “bits,” which are
in turn represented in the basis of Gaussian Ehrenfest configurations
(2). Then, due to the linearity of Schrödinger equation, instead of
propagating the whole wave-function using a large basis, we prop-
agate a large number of “bits” using their own small basis sets for
each one of them. The minimal basis for such propagation would be
just one trajectory guided Gaussian Ehrenfest configuration per the
“bit” with clones originated from it. In Sec. III, we discuss the choice
initial conditions for the “bits” used in this paper. Recently, we ana-
lyzed34 in great detail the convergence of AIMC and compared its
performance with that of simpler but approximate techniques such
as Ehrenfest dynamics (EHR) and Surface Hoping (SH), where it
was demonstrated that in many cases the performance of AIMC is
superior to that of EHR and SH. The improvements come at extra
cost, which however can be greatly reduced by the use of sampling
methods developed in AIMC.

III. INITIAL CONDITIONS
Generating appropriate initial conditions for quantum non-

adiabatic dynamics in trajectory-guided basis is a very non-trivial
task that requires a number of approximations. In this paper, we
use the simplest and the most straightforward approach assum-
ing the Frank–Condon transition in which the electronic excita-
tion simply “lifts” the ground electronic state vibrational wave-
function into the exited electronic state. Although we recently pro-
posed a more sophisticated approach17 where the process of elec-
tronic excitation is simulated in the course of dynamics, we use the
Frank–Condon approximation here in order to reduce computa-
tional cost and ensure compatibility with our previous studies.15,16

Thus, the effect of vibrational pre-excitation will simply be mod-
eled by using an excited vibrational state of ground electronic state
as the initial condition for dynamics, which starts into the excited
electronic state.

A set of random initial positions and momenta is normally gen-
erated from Wigner35 quasiprobability distribution for a harmonic
oscillator using molecule Hessian in the ground state minimum. For
the zero vibrational state, the Wigner distribution has the form

W0(x, p) =
1
πh̵

exp(−
1
h̵
(
p2

mω
+ mωx2

)). (16)

For exited vibrational states, however, the Wigner function cannot
be used to generate the initial position and momenta, as it takes neg-
ative values around the zero. In particular, for the first vibrational
state,

W1(x, p) =
1
πh̵
(

2
h̵
(
p2

mω
+ mωx2

) − 1) exp(−
1
h̵
(
p2

mω
+ mωx2

)).

(17)

The obvious alternative is the Husimi Q distribution,36 which is
always positive and can be seen as a smoothed version of the Wigner
function.37 For zero and first states of harmonic oscillator, it has the
form
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Q0(x, p) =
1

2πh̵
exp(−

1
2h̵
(
p2

mω
+ mωx2

)),

Q1(x, p) =
1

4πh̵2 (
p2

mω
+ mωx2

) exp(−
1

2h̵
(
p2

mω
+ mωx2

)).

(18)

Unfortunately, the Husimi function does not produce the correct
expectation values of observables. In particular, the average classi-
cal energy for trajectories generated from the Husimi distribution
would be h̵ω instead of 1

2 h̵ω and 2h̵ω instead of 3
2 h̵ω for zero and

first vibrational states, respectively. This would not be too impor-
tant if we had a near-complete basis, as in the case of model systems:
AIMC is a fully quantum method, and the trajectories are used only
to guide the basis to sample the most important part of the phase
space at each particular moment of time. For real molecules, how-
ever, the basis in on-the-fly AIMC dynamics is always very far from
being complete, and the excess trajectory energy in this case can
affect the accuracy of the results. Taking all this into consideration,
in this work, we generate initial conditions using the Husimi distri-
bution but scale coordinates and momenta in order to get correct
the trajectory energy. Using the scaling factor of 1/

√
2 for the zero

state and
√

3/2 for the first vibrational state, we get the following
distribution:

FIG. 1. The probability distribution P1 used in this work to generate the initial posi-
tions and momenta for vibrationally excited modes (top), and the comparison of its
cross section (solid) with those for Wigner (dashes) and Husimi (dots) distributions
for the first exited state of the harmonic oscillator.

P0(x, p) =
1
πh̵

exp(−
1
h̵
(
p2

mω
+ mωx2

)),

P1(x, p) =
4

9πh̵2 (
p2

mω
+ mωx2

) exp(−
2

3h̵
(
p2

mω
+ mωx2

)).
(19)

One can see that P0(x, p) coincides with the zero state Wigner distri-
bution (16); this provides the compatibility of our calculations with
the results of our previous studies.15–19 The cross sections of all three
distributions for the first vibrational state are plotted in Fig. 1.

IV. COMPUTATIONAL DETAILS
Similar to our previous studies,15–19 simulations were per-

formed using the AIMS-MOLPRO38 computational package modi-
fied to incorporate Ehrenfest dynamics. The complete active space
self-consistent field (CASSCF) method at the SA4-CAS(8,7)/cc-
pVDZ level was used for electronic structure calculations.

All trajectories are started from the S1 exited state with ran-
dom initial positions and momenta generated from the probability
distribution (19). Vibrational pre-excitation was taken into account
by using distribution P1 for one particular vibrational mode with
distribution P0 used for other modes.

An ensemble of 500 random trajectories was run for molecules
without pre-excitation and with pre-excitation of the most impor-
tant vibrational mode, which corresponds to N–H bond vibrations
(mode 24). For pre-excitation of modes 15–23, a smaller ensemble
of 250 trajectories was used because of the high computational cost
of the calculations. We did not run calculations with pre-excitation
of modes 1–14 taking into consideration that pre-excitation of low-
frequency vibrations is unlikely to cause any significant changes in
the TKER spectrum due to low energy surplus.

Trajectories were propagated for 200 fs, or until the N–H bond
exceeded 3.5 Å, which was defined as the point of dissociation. As
in our previous simulations of pyrrole,15 the cloning thresholds were
taken as 5 ⋅ 10−6 Hartree/Bohr and 2 ⋅ 10−3 Bohr−1 for the magnitude
of breaking force (15) and the norm of the non-adiabatic coupling
vector, respectively.

Each trajectory originally guides one Gaussian with initial
amplitude cn = 1; the basis then grows as a result of cloning. For each
branch leading to the dissociation, we calculate the H-atom kinetic
energy En at the end of the trajectory t = tend when it is sufficiently
far and is no longer interacting with the radical. As the radical is
much heavier than the hydrogen atom, En represent TKER of the
dissociation. Solving Eq. (8) gives amplitudes cn(t), which determine
the weight of each branch contribution into the TKER spectrum,
which is defined as |cn(tend)|2δ(E − En). The spectrum is then aver-
aged over the ensemble and smoothed by replacing delta-functions
with Gaussian functions (σ = 1200 cm−1).

As S0 → S1 transition in symmetry prohibited in pyrrole, vibra-
tional pre-excitation increases the oscillator strength and, therefore,
the share of photo-excited molecules. To take this into account when
comparing spectra with and without vibrational pre-excitation, the
TKER spectrum for each vibrational mode was scaled according
to the ratio of the ensemble-averaged square of transition dipole
at initial positions for this mode to that without pre-excitation.
The scaling factors for ten highest frequency modes are given
in Table I.
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TABLE I. Scaling of the TKER spectrum reflecting the change in the oscillator strength
of S0 → S1 transition due to vibrational pre-excitation for ten highest frequency
modes.

Mode Scaling Mode Scaling

15 1.165 20 1.143
16 1.076 21 0.956
17 1.717 22 1.240
18 1.120 23 0.923
19 1.140 24 1.277

In dissociation kinetics calculation, we first determine the so-
called raw dissociation times tr for all trajectories, which are defined
as the times when the N–H bond length exceeds 3.5 Å thresh-
old. Then, these raw times are blurred with Gaussian functions
GIRF(t − tr) = exp(−(t − tr)2

/2σ2
XC) in order to account for the finite

temporal widths of pump and probe pulses. We take here σXC = 51 fs,
which corresponds to ∼120 fs FWHM of Instrument Response Func-
tion (IRF) in experiment.9 To obtain dissociation time constants τ,
these dependencies are then fitted to the kinetic model9 AGIRF(t) ∗
[(1 − exp(−t/τ))θ(t)], where θ(t) is the Heaviside unit step function.
See Refs. 18 and 19 for more details.

V. RESULTS AND DISCUSSION
Calculated TKER spectra for the photo-dissociation of pyr-

role with and without vibrational pre-excitation of mode 24 associ-
ated with N–H bond vibrations are presented in Fig. 2 (left). One
can see that vibrational pre-excitation significantly increases the
dissociation yield in the high-energy part of spectrum, while the
low-energy part remains practically unchanged. These results are
in extremely good agreement with experimental data for IR + UV
photo-dissociation of pyrrole at λUV = 243 nm and νIR = 3532 cm−1

from Ref. 5 reproduced in Fig. 2 (right): The difference is small
for low energies, drops to near zero in the middle of the left slope
of the line, and then peaks with the maximum around the end of
right slope. A small negative difference for near-zero energies in
computational spectra probably can be attributed to the low accu-
racy in this area of the spectrum due to an insufficient number of

FIG. 3. Calculated TKER spectra for the photo-dissociation of pyrrole with pre-
excitation of different vibrational modes. The shapes of the spectra and the
enhancement of integral dissociation yields (inset). The red bars show the yields
without correction for the change in the oscillator strength of S0 → S1 transition
due to vibrational pre-excitation (see Table I).

low-energy trajectories. While the calculated energies are on aver-
age about 1.5 times higher than experimental values, which manifest
itself in both the position and the width of the peak, this discrepancy
can be ascribed to the lack of dynamic electron correlation in the
CASSCF approach. The comparison of CASSCF and MS-CASPT2
energies for pyrrole indicates15 that the use of more accurate MS-
CASPT2 potential energy surfaces would reduce the energies greatly
improving quantitative agreement with experimental results.

Figure 3 compares the shapes of TKER spectra and the dissoci-
ation yield for the pre-excitation of different vibrational modes. One
can see that only pre-excitation of N–H bond vibrations produces
a noticeable high-energy wing in the spectra. The pre-excitation of
any other modes, although typically increasing the integral yield of

FIG. 2. Calculated TKER spectra for the
photo-dissociation of pyrrole with and
without vibrational pre-excitation of the
mode associated with N–H bond vibra-
tions and the difference between them
(left). Experimental TKER spectra from
Ref. 5 for UV-only and IR + UV photo-
dissociation of pyrrole at λUV = 243 nm
and νIR = 3532 cm−1 and the difference
between them (right).
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FIG. 4. Normalized calculated photo-dissociation counts for pyrrole with and with-
out pre-excitation of N–H bond vibrations. Data smoothed with Gaussian IRF
(solid), along with raw data (dots).

FIG. 5. Calculated photo-dissociation counts for pyrrole with and without pre-
excitation of N–H bond vibrations. Data smoothed with Gaussian IRF. (a) Integral
dissociation counts. (b) Dissociation rates (time derivatives of above). (c) The
difference between dissociation rates for molecules with and without vibrational
pre-excitation.

dissociation (mostly due to larger share of photo-excited molecules),
does not lead to any significant changes in the shape of spectrum.

Along with TKER spectra, we also study the effect of vibrational
pre-excitation on dissociation kinetics. Figure 4 presents normalized
dissociation counts (both raw and smoothed with IRF) for molecules
with and without vibrational pre-excitation of the N–H bond. Sim-
ilar to our previous calculation,18,19 raw data exhibit a short delay
and a very steep increase in dissociation count immediately after-
ward due to trajectories that dissociate right away or just after one
vibrational period. Then, the dissociation significantly slows down,
as the remaining trajectories must first sample the potential energy
surface to find a way out.

Vibrational pre-excitation leads to significantly faster dissocia-
tion. Fitting our results with the kinetic model9 gives pyrrole disso-
ciation time constants of 29.5 fs for pre-exited molecules and 48.2 fs
without pre-excitation. The latter constant is in good agreement with
experimental results of 46 ± 22 fs for λUV = 238 nm pyrrole photo-
dissociation.9 To the best of our knowledge, no experimental mea-
surements of dissociation time constant for vibrationally pre-exited
pyrrole have yet been performed.

More details of dissociation kinetics can be seen from non-
normalized data plotted in Fig. 5. These data show that vibrational
pre-excitation leads to a large number of additional dissociations in
the first few femtoseconds of dynamics, with the maximum around
15 fs time. On the other hand, the rate of dissociation at later times
remains practically the same. This is consistent with TKER spec-
trum data, as the trajectory that dissociates right away is mostly
responsible for a high energy part of TKER spectra.

VI. CONCLUSIONS
We simulate the process of photo-dissociation of pyrrole with

pre-excitation of different vibrational modes and compare results
with the TKER spectrum from IR + IV experiment.5 We use the
AIMC computational approach that has proven its efficiency in our
previous simulations for pyrrole and other heterocyclic molecules.
We show that our simulations for pyrrole with pre-excitation of
N–H bond vibrations reproduce qualitatively the difference between
UV and IR + UV TKER spectra observed in the experiment. We
demonstrate the selectivity of vibrational pre-excitation, as pre-
excitation of no other mode leads to similar changes in the TKER
spectrum. Our calculations of photo-dissociation kinetics predict
that pre-excitation of N–H bond vibrations should result in a lower
dissociation time due to a significant increase in the dissociation rate
in the first moments after electronic excitation, while the rate at later
times remains practically unchanged.
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