
This is a repository copy of The eigenmodes for spinor quantum field theory in global de 
Sitter space-time.

White Rose Research Online URL for this paper:
http://eprints.whiterose.ac.uk/170959/

Version: Accepted Version

Article:

Letsios A., Vasileios orcid.org/0000-0001-9637-9702 (Accepted: 2021) The eigenmodes 
for spinor quantum field theory in global de Sitter space-time. Journal of Mathematical 
Physics. ISSN 0022-2488 (In Press) 

eprints@whiterose.ac.uk
https://eprints.whiterose.ac.uk/

Reuse 

Items deposited in White Rose Research Online are protected by copyright, with all rights reserved unless 
indicated otherwise. They may be downloaded and/or printed for private study, or other acts as permitted by 
national copyright laws. The publisher or other rights holders may allow further reproduction and re-use of 
the full text version. This is indicated by the licence information on the White Rose Research Online record 
for the item. 

Takedown 

If you consider content in White Rose Research Online to be in breach of UK law, please notify us by 
emailing eprints@whiterose.ac.uk including the URL of the record and the reason for the withdrawal request. 



The eigenmodes for spinor quantum field theory in global de Sitter space-time

Vasileios A. Letsios∗

Department of Mathematics, University of York

Heslington, York, YO10 5DD, United Kingdom

(Dated: January 21, 2021)

The mode solutions of the Dirac equation on N -dimensional de Sitter space-time (dSN ) with
(N − 1)-sphere spatial sections are obtained by analytically continuing the spinor eigenfunctions
of the Dirac operator on the N -sphere (SN ). The analogs of flat space-time positive frequency
modes are identified and a vacuum is defined. The transformation properties of the mode solutions
under the de Sitter group double cover (Spin(N ,1)) are studied. We reproduce the expression for
the massless spinor Wightman two-point function in closed form using the mode-sum method. By
using this closed-form expression and taking advantage of the maximal symmetry of dSN we find an
analytic expression for the spinor parallel propagator. The latter is used to construct the massive
Wightman two-point function in closed form.

I. INTRODUCTION

The spinor functions that satisfy the eigenvalue equa-
tion of the Dirac operator on SN

/∇ψ = iλψ (1.1)

have been studied by Camporesi and Higuchi [1]. More
specifically, the eigenspinors on SN have been recursively
constructed in terms of eigenspinors on SN−1 using sepa-
ration of variables in geodesic polar coordinates and their
eigenvalues have been calculated. The line element for
SN may be written as

ds2N = dθ2N + sin2 θNds
2
N−1, (1.2)

where θN is the geodesic distance from the North Pole
and ds2N−1 is the line element of SN−1. Similarly, the
line element of Sn (n = 2, 3, ..., N − 1) can be expressed
as

ds2n = dθ2n + sin2 θnds
2
n−1, (1.3)

while ds21 = dθ21.
The N -dimensional de Sitter space-time is the max-

imally symmetric solution of the vacuum Einstein field
equations with positive cosmological constant Λ [2]

Rµν −
1

2
gµνR+ Λgµν = 0. (1.4)

The cosmological constant is given by

Λ =
(N − 2)(N − 1)

2 R2
, (1.5)

where R is the de Sitter radius. Throughout this paper
we use units in which R = 1.
The N -dimensional de Sitter space-time can also be

obtained by an “analytic continuation” of SN . More
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specifically, by replacing

θN → x ≡ π/2− it (1.6)

in the SN metric (1.2) we find the line element for dSN
with SN−1 spatial sections (see Eq. (2.2))

ds2 = −dt2 + cosh2 tds2N−1. (1.7)

Motivated by the above, one can obtain the mode solu-
tions to the Dirac equation on dSN

/∇ψ −Mψ = 0 (1.8)

just by analytically continuing the eigenmodes of (1.1).
The Dirac spinors obtained by analytic continuation can
be used to describe spin-1/2 particles in de Sitter space-
time and they form a representation of Spin(N ,1). The
latter has to be unitary to ensure that negative proba-
bilities will not arise. In order to study the unitarity of
the representation we are going to introduce a de Sitter
invariant inner product among the analytically contin-
ued eigenspinors (see Sec. V). Note that this approach
has been previously applied for the divergence-free and
traceless tensor eigenfunctions of the Laplace-Beltrami
operator on SN [3], where the restriction of unitarity
gave rise to the forbidden mass range for the spin-2 field
on dSN .
In this paper our main aim is the identification of the

mode functions for the free Dirac field on global dSN with
SN−1 spatial sections. As a consistency check, we repro-
duce the expected form for the massless spinor Wightman
function [4] using the mode-sum method. We also use
this Wightman function to find an analytic expression
for the spinor parallel propagator. To our knowledge,
such an expression is absent from the literature. Solu-
tions of the free Dirac equation on de Sitter space-time
with static charts may be found in Ref. [5], with moving
charts in Refs. [6–8] and with open charts in Ref. [9].
The rest of this paper is organized as follows. In Sec. II

we discuss the global coordinate system that is relevant
to the analytic continuation of SN and we review the
geodesic structure of dSN . In Sec. III we present the ba-
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sics about Dirac spinors and Clifford algebras on dSN .
In Sec. IV we begin by reviewing the eigenspinors of the
Dirac operator on SN following Ref. [1]. Then we ob-
tain the mode solutions of the Dirac equation on dSN
by analytically continuing the eigenmodes on SN and we
give a criterion for generalized positive frequency modes.
We also construct spinors satisfying the Dirac equation
with the sign of the mass term changed. These spinors
are used in Appendix A for an alternative construction
of the negative frequency modes via charge conjugation.
In Sec. V we define a de Sitter invariant inner prod-
uct among the analytically continued eigenmodes and we
show that the associated norm is positive-definite (i.e.
the representation is unitary). Using this norm we nor-
malize the analytically continued eigenspinors. Then the
transformation properties of the positive frequency solu-
tions under Spin(N ,1) are studied using the spinorial Lie
derivative [10]. It is shown that the positive frequency
solution subspace is Spin(N ,1) invariant (hence, so is the
corresponding vacuum). In Sec. VII, after presenting
the negative frequency solutions of the Dirac equation,
we perform the canonical quantization procedure for the
free Dirac quantum field. Then we review the coordi-
nate independent construction of Dirac spinor Green’s
functions on dSN following Ref. [4]. We present a closed-
form expression for the massless spinor Wightman two-
point function obtained by the mode-sum method. This
closed-form expression is in agreement with the construc-
tion given in Ref. [4]. Then we find an analytic expres-
sion for the spinor parallel propagator and we use it to
obtain a closed-form expression for the massive Wight-
man two-point function in terms of intrinsic geometric
objects. Our summary and concluding remarks are given
in Sec. VIII.

There are six appendices. In Appendix A we construct
the negative frequency solutions of the Dirac equation
on dSN by charge conjugating our analytically continued
eigenspinors. In Appendix F we compare the mode-sum
method for the massive spinor Wightman function with
the construction presented in Ref. [4] and we arrive at a
closed-form conjecture for a series containing the Gauss
hypergeometric function. The rest of the appendices con-
cern technical details. Some minor details omitted in the
main text are presented in Appendices B and C. In Ap-
pendix D we present details about the mode-sum con-
struction of the massless spinor Wightman function. In
Appendix E we demonstrate that our analytic expression
for the spinor parallel propagator satisfies the defining
properties given in Ref. [4].

We use the mostly plus convention for the metric signa-
ture. When it comes to tensors, lower case Greek indices
refer to components with respect to the “coordinate ba-
sis” while Latin ones refer to components with respect
to the vielbein (i.e. orthonormal frame) basis. Spinor
indices (when not suppressed) are denoted with capital
Latin letters. For bitensors (or bispinors) that depend
on two space-time points x, x′, unprimed indices refer to
the tangent space at x while primed ones refer to the

tangent space at x′. Summation over repeated indices is
understood throughout this paper.

II. GEOMETRY OF N-DIMENSIONAL DE
SITTER SPACE-TIME

A. Coordinate system, Christoffel symbols and
spin connection

The N -dimensional de Sitter space-time can be repre-
sented as a hyperboloid embedded in (N+1)-dimensional
Minkowski space. The de Sitter hyperboloid is described
by

ηabX
aXb = 1, (2.1)

where ηab = diag(−1, 1, 1, ..., 1) (a, b = 0, 1, ..., N) is the
flat metric for the embedding space and X0, X1, ..., XN

are the standard Minkowski coordinates. The global co-
ordinates used in this paper are given by

X0 = X0(t,θ) = sinh t

Xi = Xi(t,θ) = cosh t Zi, i = 1, ..., N, (2.2)

where t ∈ R, θ = (θN−1, θN−2, ..., θ1) and the Zi’s are
the spherical coordinates for SN−1 in N -dimensional Eu-
clidean space

Z1 = sin θN−1 sin θN−2 ... sin θ2 sin θ1

Z2 = sin θN−1 sin θN−2 ... sin θ2 cos θ1

...

ZN−1 = sin θN−1 cos θN−2

ZN = cos θN−1, (2.3)

where 0 ≤ θ1 < 2π and 0 ≤ θi ≤ π (i 6= 1). Using
the coordinates (2.2) we obtain the line element (1.7) for
dSN .

The non-zero Christoffel symbols for the coordinates
(2.2) are

Γtθiθj = cosh t sinh t g̃θiθj , Γθiθjt = tanh t g̃θiθj ,

Γθkθiθj = Γ̃θkθiθj , (2.4)

where g̃θiθj , Γ̃
θk
θiθj

are the metric tensor and the Christof-

fel symbols, respectively, on SN−1. The vielbein fields
are given by

et0 = 1, eθi i =
1

cosh t
ẽθi i, i = 1, ..., N − 1, (2.5)

where ẽθi i are the vielbein fields on SN−1. The latter are
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given by

ẽθN−1
N−1 = 1,

ẽθj j =
1

sin θN−1 sin θN−2 ... sin θj+1
, j = 1, ..., N − 2.

(2.6)

The spin connection ωabc = ωa[bc] ≡ (ωabc − ωacb)/2 is
given by

ωabc = eµa

(
∂µe

λ
b + Γλµνe

ν
b

)
eλc (2.7)

and its only non-zero components are

ωijk =
ω̃ijk
cosh t

, ωi0k = tanh t δik i, j, k = 1, ..., N − 1,

(2.8)
where ω̃ijk are the spin connection components on SN−1

and δij is the Kronecker delta symbol. (Note that the
sign convention we use for the spin connection is the op-
posite of the one used in most supersymmetry texts.)

B. Geodesics on dSN

Geodesics on dSN are obtained by intersecting the hy-
perboloid (2.1) with two-planes passing through the ori-
gin [11]. Note that, contrary to the case of maximally
symmetric Euclidean spaces (RN , SN , HN ), on pseudo-
Riemannian spaces two points cannot always be con-
nected by a geodesic.

Let x, x′ be two points on the de Sitter hyperboloid
(2.1) and µ(x, x′) the geodesic distance between them.
Using the scalar product of the ambient space

Z (x, x′) = ηabX
a(x)Xb(x′) (2.9)

one can define the useful quantity

z(x, x′) =
1

2

(
1 + ηabX

a(x)Xb(x′)
)
. (2.10)

If −1 ≤ Z (x, x′) < 1 (i.e. z ∈ [0, 1)) the points x, x′ are
spacelike separated (µ ∈ R) and they can be connected by
a spacelike geodesic. (The equality sign corresponds to
antipodal points.) The geodesic distance is then defined
by Z (x, x′) = cos (µ(x, x′)) or equivalently

z = cos2
µ

2
. (2.11)

If Z (x, x′) < −1 (i.e. z < 0) the points are space-
like separated but there is no geodesic connecting them.
However, the function µ(x, x′) can still be defined by
Eq. (2.10) via analytic continuation [12]. (Let x̄ be the
antipodal point of x and let x′ be any point in the inte-
rior of the past or future light cone of x̄. Then there is no
geodesic connecting x and x′ [12].) If Z (x, x′) = 1 (i.e.
z = 1) the geodesic distance is zero and the two points

can be connected by a null geodesic (or they coincide).
If Z (x, x′) > 1 (i.e. z > 1) the two points are timelike
separated (µ = iκ, κ ∈ R) and they can be connected by
a timelike geodesic. The geodesic distance for timelike
separation is given by

z = cos2
µ

2
= cosh2

κ

2
. (2.12)

In the rest of this paper we suppose that the points under
consideration can be connected by a spacelike geodesic
(unless otherwise stated). The corresponding results for
the timelike case can be obtained just by replacing µ →
iκ.

The unit tangent vectors at x and x′ to the geodesic
connecting the two points are defined by

nκ(x, x
′) = ∇κµ(x, x

′), nκ′(x, x′) = ∇κ′µ(x, x′),
(2.13)

respectively. Since dSN is a maximally symmetric space-
time, the unit tangents satisfy [12]

∇µnν = cotµ(gµν − nµnν), (2.14)

∇µ′nν = − 1

sinµ
(gµ′ν + nµ′ην), (2.15)

∇κgµν′ = tan
µ

2
(gκµnν′ + gκν′nµ), (2.16)

where gµν(x) is the metric tensor and gµν′(x, x′) is the
bivector of parallel transport. The latter is also known as
the vector parallel propagator and it performs the parallel
transport of a vector field V ν

′

(x′) from x′ to x along the
geodesic connecting these points [12]

V µ|| (x) = gµν′V
ν′

(x′), (2.17)

where V µ|| (x) is the parallelly transported vector at x.

(In this paper by geodesic we mean the shortest geodesic
connecting the two points.) It is worth noting the rela-
tions [12]

nµ = −g ν′

µ nν′ , nµ′ = −g ν
µ′ nν , (2.18)

gµν′ g
ν′

λ = δµλ, gµ
′

κ g
κ
ν′ = δµ

′

ν′ . (2.19)

Using the coordinates (2.2) we obtain the following
expression for the geodesic distance:

cos
(
µ(x, x′)

)
= − sinh t sinh t′ + cosh t cosh t′ cosΩN−1,

(2.20)

where

cosΩn =cos θn cos θ
′
n + sin θn sin θ

′
n cosΩn−1, (2.21)

for n = 2, ..., N − 1 and

cosΩ1 = cos (θ1 − θ′1). (2.22)
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Then the coordinate basis components of the tangent vec-
tor nµ(x, x

′) = (nt(x, x
′), nθi(x, x

′)) (i = 1, ..., N −1) are
given by

nt =
1

sinµ
(cosh t sinh t′ − sinh t cosh t′ cosΩN−1),

(2.23)

nθi = − 1

sinµ
cosh t cosh t′

∂

∂θi
(cosΩN−1), (2.24)

where

∂

∂θi
(cosΩN−1) =

( N−(i+1)∏

r=1

sin θN−r sin θ
′
N−r

)

× (− sin θi cos θ
′
i + cos θi sin θ

′
i cosΩi−1). (2.25)

The components of nµ′(x, x′) are given by analogous
expressions with t ↔ t′, θi ↔ θ′i. The vielbein ba-
sis components of the tangent vector at x, na(x, x

′) =
eµa(x)nµ(x, x

′) (a = 0, 1, ..., N − 1), are given by

n0 =nt, (2.26)

nN−1 =− cosh t′

sinµ
(− sin θN−1 cos θ

′
N−1

+ cos θN−1 sin θ
′
N−1 cosΩN−2), (2.27)

nb =− cosh t′

sinµ

( N−(b+1)∏

r=1

sin θ′N−r

)

× (− sin θb cos θ
′
b + cos θb sin θ

′
b cosΩb−1),

(2.28)

(b = 1, ..., N − 2) while the components of na′(x, x
′) =

eµ
′

a′(x
′)nµ′(x, x′) (a′ = 0′, 1′, ..., (N − 1)′) can be ob-

tained from Eqs. (2.26)-(2.28) with t ↔ t′, θa ↔ θ′a.
(Note that we define cosΩ0 ≡ 1.)

III. DIRAC SPINORS AND CLIFFORD
ALGEBRA ON N-DIMENSIONAL DE SITTER

SPACE-TIME

Dirac spinors are 2[N/2]-dimensional column vectors
that appear naturally in Clifford algebra representations,
where [N/2] = N/2 if N is even and [N/2] = (N−1)/2 if
N is odd. A Clifford algebra representation in (N−1)+1
dimensions is generated by N gamma matrices satisfying
the anti-commutation relations

{γa, γb} = 2ηab1, a, b = 0, 1, ..., N − 1, (3.1)

where 1 is the identity matrix and ηab is the in-
verse of the N -dimensional Minkowski metric ηab =
diag(−1,+1, ...,+1). We follow the inductive construc-
tion of Ref. [1] where gamma matrices in (N − 1) + 1
dimensions are expressed in terms of spacelike gamma
matrices in (N − 1) dimensions (γ̃i) as follows:

• For N even

γ0 = i

(
0 1
1 0

)
, γi =

(
0 iγ̃i

−iγ̃i 0

)
, i = 1, ..., N − 1,

(3.2)
where the lower-dimensional gamma matrices
satisfy the Euclidean Clifford algebra anti-
commutation relations

{γ̃i, γ̃j} = 2δij1, i, j = 1, ..., N − 1. (3.3)

• For N odd

γ0 = i

(
1 0
0 −1

)
, γN−1 =

(
0 1
1 0

)
,

γj = γ̃j =

(
0 i˜̃γ

j

−i˜̃γ
j

0

)
, j = 1, ..., N − 2. (3.4)

The double-tilde is used to denote gamma matrices
in N − 2 dimensions. For N = 1 the only (one-
dimensional) gamma matrix is equal to 1.

Note that the gamma matrices we use here for dSN can be
obtained by the Euclidean gamma matrices on SN used
in Ref. [1] via the coordinate change (1.6). (Gamma ma-
trices transform as vectors under coordinate transforma-
tions and it can be checked that all Euclidean γa’s remain
the same under (1.6) apart from γN ; the latter transforms
into the timelike gamma matrix: γN → iγN = γ0.)

Spinors transform under 2[N/2]-dimensional spinor rep-
resentations of Spin(N − 1,1) (double cover of SO(N −
1,1)) as

ψ(x) → S(Λ(x)) ψ(x), (3.5)

where S(Λ(x)) ∈ Spin(N−1,1) is a spinorial matrix. The
N(N −1)/2 generators of Spin(N −1, 1) are given by the
commutators

Σab =
1

4
[γa, γb] (3.6)

=
1

2
γa γb − 1

2
ηab, a, b = 0, ..., N − 1 (3.7)

and they satisfy the Spin(N − 1, 1) algebra commutation
relations

[Σab,Σcd] = ηbcΣad − ηacΣbd + ηadΣbc − ηbdΣac. (3.8)

The covariant derivative for a spinor along the vielbein
is

∇aψ = eaψ − 1

2
ωabcΣ

bcψ, (3.9)
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where ea = eµa∂µ. The Dirac adjoint of a spinor is
defined as

ψ̄ ≡ iψ†γ0

with covariant derivative given by

∇aψ̄ = eaψ̄ +
1

2
ψ̄ ωabcΣ

bc. (3.10)

The covariant derivative of the gamma matrices is

∇aγ
k = eaγ

k − ωa
k
cγ
c − 1

2
ωabc[Σ

bc, γk]

= 0. (3.11)

One can show the following properties of the gamma
matrices given by Eqs. (3.2) and (3.4):

(γ0)T = γ0, (γr)T = (−1)[
N
2 ](−1)[

r
2 ]γr, (3.12)

(γ0)∗ = −γ0, (γr)∗ = (−1)[
N
2 ](−1)[

r
2 ]γr, (3.13)

(r = 1, ..., N − 1) and

(γa)† = γ0γaγ0, a = 0, ..., N − 1, (3.14)

where the star symbol denotes complex conjugation.
Note that the timelike gamma matrix is anti-hermitian
while the spacelike ones are hermitian.

IV. SOLUTIONS OF THE DIRAC EQUATION
ON N-DIMENSIONAL DE SITTER SPACE-TIME

We first present the basic results from Ref. [1] regard-
ing the eigenmodes of the Dirac operator on SN and then
we perform analytic continuation for the two cases with
N even and N odd.

Case 1: N even. The eigenvalue equation for the Dirac
operator on SN is

/∇ψ(s,s̃)
±nℓσ = ±i(n+

N

2
)ψ

(s,s̃)
±nℓσ, (4.1)

where n = 0, 1, ... and ℓ = 0, ..., n are the angular momen-
tum quantum numbers on SN and SN−1 respectively.
The index s indicates the two different spin projections
(s = ±). The symbol σ stands for the angular momen-
tum quantum numbers ℓN−2 ≥ ℓN−3 ≥ ... ≥ ℓ2 ≥ ℓ1 ≥ 0
on the lower-dimensional spheres while s̃ stands for the
(N/2 − 1) spin projection indices sN−2, sN−4, ..., s2 on
the lower-dimensional spheres SN−2, SN−4, ..., S2 respec-
tively. (Note that there exists one spin projection in-
dex for each lower-dimensional sphere of even dimen-
sion.) For each value of n we have a representation of

Spin(N + 1) on the space of the eigenspinors ψ
(s,s̃)
+nℓσ (or

ψ
(s,s̃)
−nℓσ) with dimension [1]

dn =
2[N/2](N + n− 1)!

n!(N − 1)!
. (4.2)

The solutions of the eigenvalue equation for the Dirac
operator on SN (1.1) are found by writing the spinor ψ
in terms of “upper” (ϕ+) and “lower” (ϕ−) components
as follows:

ψ ≡
(
ϕ+

ϕ−

)
. (4.3)

By substituting Eq. (4.3) into Eq. (1.1) one obtains two
coupled differential equations for ϕ+, ϕ−. By eliminating
ϕ+ (or ϕ−) one finds [1]

[( ∂

∂θN
+
N − 1

2
cot θN

)2
+

1

sin2 θN
/̃∇
2
± cos θN

sin2 θN
i /̃∇
]
ϕ±

= −λ2ϕ±, (4.4)

where /̃∇ is the Dirac operator on SN−1. (Equations (4.4)

are equivalent to /∇2
ψ = −λ2ψ.) Then, by separating

variables, the normalized eigenspinors of /∇|SN are found
to be [1]

ψ
(−,s̃)
±nℓσ(θN ,ΩN−1) =

cN (nℓ)√
2

(
φnℓ(θN )χ

(s̃)
−ℓσ(ΩN−1)

±iψnℓ(θN )χ
(s̃)
−ℓσ(ΩN−1)

)

(4.5)
and

ψ
(+,s̃)
±nℓσ(θN ,ΩN−1) =

cN (nℓ)√
2

(
iψMℓ(θN )χ

(s̃)
+ℓσ(ΩN−1)

±φMℓ(θN )χ
(s̃)
+ℓσ(ΩN−1)

)
,

(4.6)
where ΩN−1 ∈ SN−1 and the normalization factor is
given by

|cN (nℓ)|2 =
Γ(n− ℓ+ 1)Γ(n+N + ℓ)

2N−2|Γ(N/2 + n)|2 . (4.7)

The eigenspinors on SN−1, χ
(s̃)
±ℓσ(ΩN−1), satisfy the

eigenvalue equation

/̃∇χ(s̃)
±ℓσ = ±i(ℓ+ N − 1

2
)χ

(s̃)
±ℓσ. (4.8)

They are normalized by

∫

SN−1

dΩN−1χ
(s̃)
sℓσ(ΩN−1)

†χ
(s̃′)
s′ℓ′σ′(ΩN−1)

= δss′δℓℓ′δσσ′δs̃s̃′ , (4.9)

while the eigenspinors on SN are normalized by

∫

SN

dΩNψ
(s,s̃)
±nℓσ(θN ,ΩN−1)

†ψ
(s′,s̃′)
±n′ℓ′σ′(θN ,ΩN−1)

= δss′δnn′δℓℓ′δσσ′δs̃s̃′ , (4.10)
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where all the ψ+ eigenspinors are orthogonal to all the ψ−

eigenspinors. The functions φnℓ(θN ), ψnℓ(θN ) are given
in terms of the Gauss hypergeometric function by

φnℓ(θN ) =κ
(N)
φ (nℓ) (cos

θN
2
)ℓ+1(sin

θN
2
)ℓ

× F (n+N + ℓ,−n+ ℓ;N/2 + ℓ; sin2
θN
2
)

(4.11)

and

ψnℓ(θN )

=
κ
(N)
φ (nℓ) (n+N/2)

N/2 + ℓ
(cos

θN
2
)ℓ(sin

θN
2
)ℓ+1

× F (n+N + ℓ,−n+ ℓ;N/2 + ℓ+ 1; sin2
θN
2
),

(4.12)

where

κ
(N)
φ (nℓ) =

Γ(n+N/2)

Γ(n− ℓ+ 1)Γ(N/2 + ℓ)
. (4.13)

The condition n ≥ ℓ as well as the quantization of the
eigenvalue of the Dirac operator λ2 = (n + N/2)2 (n =
0, 1, ...) arise by requiring that the mode functions are
not singular [1]. The functions φnℓ, ψnℓ are related to
each other by

[ d

dθN
+
N − 1

2
cot θN − 1

sin θN
(ℓ+

N − 1

2
)
]
φnℓ(θN )

= −(n+
N

2
)ψnℓ(θN ), (4.14)

[ d

dθN
+
N − 1

2
cot θN +

1

sin θN
(ℓ+

N − 1

2
)
]
ψnℓ(θN )

= +(n+
N

2
)φnℓ(θN ). (4.15)

As mentioned in the Introduction, we can obtain the
Dirac spinors which solve the Dirac equation (γa∇a −
M)ψ = 0 on dSN by analytically continuing the eigen-
modes of the Dirac operator on SN . The eigenvalues
on SN will be replaced by the spinor’s mass M . It is
easy to check that under the replacement θN → π/2− it
one finds /∇|SN → /∇|dSN

. Without loss of generality, we
choose to analytically continue the eigenspinors ψ+ with
the positive sign for the eigenvalue (see Eqs. (4.5)-(4.6))
by making the replacements

θN → x ≡ π/2− it, n→ −iM − N

2
. (4.16)

The solutions of the Dirac equation on dSN are then

ψ
(−,s̃)
Mℓσ (t,ΩN−1) =

cN (Mℓ)√
2

(
φMℓ(t)χ

(s̃)
−ℓσ(ΩN−1)

iψMℓ(t)χ
(s̃)
−ℓσ(ΩN−1)

)

(4.17)
and

ψ
(+,s̃)
Mℓσ (t,ΩN−1) =

cN (Mℓ)√
2

(
iψMℓ(t)χ

(s̃)
+ℓσ(ΩN−1)

φMℓ(t)χ
(s̃)
+ℓσ(ΩN−1)

)
,

(4.18)
where cN (Mℓ) is a normalization factor that will be
determined later (ℓ = 0, 1, ...). (Alternatively, we can
choose to analytically continue the eigenspinors ψ− in
order to obtain the solutions (4.17)-(4.18) of the Dirac
equation. In this case we need to make the replacements
θN → π/2− it, n→ iM −N/2 in Eqs. (4.5)-(4.6) instead
of the replacements (4.16).) The un-normalized functions
that describe the time dependence are

φMℓ(t) =
(
cos

x

2

)ℓ+1(
sin

x

2

)ℓ

× F (
N

2
+ ℓ+ iM,

N

2
+ ℓ− iM ;

N

2
+ ℓ; sin2

x

2
)

(4.19)

and

ψMℓ(t) =
−iM
N/2 + ℓ

(
cos

x

2

)ℓ(
sin

x

2

)ℓ+1

× F (
N

2
+ ℓ+ iM,

N

2
+ ℓ− iM ;

N

2
+ ℓ+ 1; sin2

x

2
),

(4.20)

where

cos
x

2
=

√
2

2
(cosh

t

2
+ i sinh

t

2
), (4.21)

sin
x

2
=

√
2

2
(cosh

t

2
− i sinh

t

2
), (4.22)

sin2
x

2
=

1− i sinh t

2
. (4.23)

It is clear from Eq. (4.20) that ψMℓ(t) vanishes in the
massless limit. Note the analytically continued version
of Eqs. (4.14) and (4.15)

( d
dt

+
N − 1

2
tanh t+

i

cosh t
(ℓ+

N − 1

2
)
)
φMℓ(t)

= +MψMℓ(t), (4.24)

( d
dt

+
N − 1

2
tanh t− i

cosh t
(ℓ+

N − 1

2
)
)
ψMℓ(t)

= −MφMℓ(t). (4.25)

Using the following relation [13]:

F (a, b; c; z) = (1− z)c−a−bF (c− a, c− b; c; z) (4.26)
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we can rewrite the functions φMℓ, ψMℓ as

φMℓ(t) =
(
cos

x

2

)−N−ℓ+1(
sin

x

2

)ℓ

× F (iM,−iM ;
N

2
+ ℓ; sin2

x

2
) (4.27)

and

ψMℓ(t) =
−iM
N/2 + ℓ

(
cos

x

2

)−N−ℓ+2(
sin

x

2

)ℓ+1

× F (iM + 1,−iM + 1;
N

2
+ ℓ+ 1; sin2

x

2
).

(4.28)

The short wavelength limit (ℓ≫ 1) of these functions can
be found, by noting that the hypergeometric functions
here tend to 1 in this limit, as

d

dt
φMℓ(t) ∼ −i ℓ

cosh t
φMℓ(t), (4.29)

d

dt
ψMℓ(t) ∼ −i ℓ

cosh t
ψMℓ(t). (4.30)

We see that the time derivative of our mode solutions
(4.17) and (4.18) reproduces locally the positive fre-
quency behaviour of flat space-time. Thus, our modes
can serve as the analogs of the positive frequency modes
and we can use this criterion as well as de Sitter invari-
ance (see Sec. V) in order to define a vacuum.

Note that by making the replacements (4.16) in the
expressions for the spinors ψ− with the negative sign for
the eigenvalue on SN (see Eqs. (4.5)-(4.6)), we obtain the
spinors

ψ
(−,s̃)
−Mℓσ(t,ΩN−1) =

(
φMℓ(t)χ

(s̃)
−ℓσ(ΩN−1)

−iψMℓ(t)χ
(s̃)
−ℓσ(ΩN−1)

)
(4.31)

and

ψ
(+,s̃)
−Mℓσ(t,ΩN−1) =

(
iψMℓ(t)χ

(s̃)
+ℓσ(ΩN−1)

−φMℓ(t)χ
(s̃)
+ℓσ(ΩN−1)

)
, (4.32)

which are not solutions of the Dirac equation (1.8)
on dSN . However, these spinors satisfy the equation
/∇ψ−M = −Mψ−M and they serve as a tool in the con-
struction of the negative frequency solutions of the Dirac
equation (1.8) using charge conjugation in Appendix A.
(Note that the negative frequency solutions are obtained
in two different ways: by separating variables in Sec. VI
and via charge conjugation in Appendix A.)

Case 2: N odd. For the construction of the eigenmodes
of Eq. (1.1) it is convenient to consider the eigenvalue

equation for the iterated Dirac operator /∇2
ψ = −λ2ψ.

The latter may be written as follows [1]:

[( ∂

∂θN
+
N − 1

2
cot θN

)2
+

1

sin2 θN
/̃∇
2
− cos θN

sin2 θN
γN /̃∇

]
ψ

= −λ2ψ. (4.33)

By separating variables, the spinor eigenfunctions of the
Dirac operator on SN are found to be [1]

ψ
(s,s̃)
±nℓσ(θN ,ΩN−1) =

cN (nℓ)√
2

× (φnℓ(θN )χ̂
(s,s̃)
−ℓσ (ΩN−1)± iψnℓ(θN )χ̂

(s,s̃)
+ℓσ (ΩN−1)),

(4.34)

where

χ̂
(s,s̃)
−ℓσ =

1√
2
(1+ iγN )χ

(s,s̃)
−ℓσ (4.35)

and the eigenvalues are the same as in Eq. (4.1) (i.e.

λ = ± (n + N/2) with n = 0, 1, ...). The spinors χ
(s,s̃)
+ℓσ

and χ̂
(s,s̃)
+ℓσ are given by

γNχ
(s,s̃)
−ℓσ = χ

(s,s̃)
+ℓσ (4.36)

and

χ̂
(s,s̃)
+ℓσ = γN χ̂

(s,s̃)
−ℓσ . (4.37)

Here s is the spin projection index on SN−1 and s̃ stands
for the rest of the spin projection indices on the lower-
dimensional spheres of even dimensions. The functions
φnℓ, ψnℓ are given by Eqs. (4.11) and (4.12), while the

spinors χ̂
(s,s̃)
±ℓσ (ΩN−1) are eigenfunctions of the hermitian

operator γN /̃∇ (that commutes with the iterated Dirac

operator /∇2
) satisfying [1]

γN /̃∇χ̂(s,s̃)
±ℓσ = ±(ℓ+

N − 1

2
)χ̂

(s,s̃)
±ℓσ . (4.38)

As in the even-dimensional case, for each value of

n the eigenspinors ψ
(s,s̃)
+nℓσ (or ψ

(s,s̃)
−nℓσ) form a repre-

sentation of Spin(N + 1) with dimension dn given by
Eq. (4.2). (The dimension is half the dimension for
the case with N even because there is no contribution
from spin projections on SN .) Notice that on S1 the
Dirac operator is just ∂/∂θ1 and the eigenspinors are
χ±ℓ1(θ1) = exp (±i (ℓ1 + 1/2)θ1) (the normalization con-
stant is (2π)−1/2). The eigenspinors (4.34) are normal-
ized as in the case with N even and the normalization
factors are given again by Eq. (4.7).

We choose to analytically continue the ψ+ eigenmodes.
By making the replacements (4.16) in the expression for

the eigenspinors ψ
(s,s̃)
+nℓσ(θN ,ΩN−1) (Eq. (4.34)) we obtain

the solutions of the Dirac equation on odd-dimensional
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dSN

ψ
(s,s̃)
Mℓσ(t,ΩN−1) =

cN (Mℓ)√
2

× (φMℓ(t)χ̂
(s,s̃)
−ℓσ (ΩN−1) + iψMℓ(t)χ̂

(s,s̃)
+ℓσ (ΩN−1)),

(4.39)

where the normalization factor will be determined
later. The functions φMℓ(t), ψMℓ(t) are given again by
Eqs. (4.19) and (4.20). Hence, the solutions (4.39) can
be used as positive frequency modes.
As in the even-dimensional case, we can analytically

continue the eigenspinors ψ− to obtain

ψ
(s,s̃)
−Mℓσ(t,ΩN−1)

= (φMℓ(t)χ̂
(s,s̃)
−ℓσ (ΩN−1)− iψMℓ(t)χ̂

(s,s̃)
+ℓσ (ΩN−1)),

(4.40)

which satisfy the Dirac equation (1.8) with M → −M .

V. NORMALIZATION FACTORS AND
TRANSFORMATION PROPERTIES UNDER

SPIN(N ,1) OF THE ANALYTICALLY
CONTINUED EIGENSPINORS OF THE DIRAC

OPERATOR ON THE N-SPHERE

For each value of M the set of the analytically con-
tinued eigenspinors of the Dirac operator /∇|SN forms
a representation of the Lie algebra of Spin(N ,1) (which
is also a representation of the group Spin(N ,1)). If we
want to use these mode functions to describe spin-1/2
particles on N -dimensional de Sitter space-time, the cor-
responding representation has to be unitary. Unitarity
ensures that no negative probabilities will arise. A rep-
resentation is unitary if there is a positive definite inner
product that is preserved under the action of the group.
In this section we show that the representation formed
by our analytically continued eigenspinors is unitary by
introducing a Spin(N ,1) invariant inner product among
the solutions of the Dirac equation and by verifying the
positive-definiteness of the associated norm for our pos-
itive frequency solutions. In addition, we calculate the
normalization factors cN (Mℓ) and we show that the pos-
itive frequency modes transform among themselves under
the action of a boost generator. In view of a mode ex-
pansion of the quantum Dirac field using our analytically
continued modes, the transformation properties thus ob-
tained imply that the corresponding vacuum is de Sitter
invariant.

A. Unitarity of the Spin(N ,1) representation and
normalization factors

Let ψ and ψ′ be any two Dirac spinors on a globally
hyperbolic spacetime (global hyperbolicity is assumed for

later convenience). The Dirac inner product of ψ, ψ′ is
then given by

(ψ, ψ′) = i

∫

Σ

dΣ n̂µ ψγµψ′, (5.1)

where the integration is over any Cauchy surface Σ and
n̂µ is the unit normal to the Cauchy surface with n̂0 > 0.
Below we use this inner product in order to show that our
positive frequency modes on dSN have positive norm.
(The Dirac inner product is also used in Sec. VI in order
to normalize the negative frequency solutions and show
that the positive and negative frequency solution sub-
spaces are orthogonal to each other.)

Now let ψ, ψ′ in Eq. (5.1) be positive frequency so-
lutions of the Dirac equation on global dSN with same
mass M (see Eqs. (4.17)-(4.18)). Then the Dirac inner
product (5.1) is written as

(ψ
(s,s̃)
Mℓσ, ψ

(s′,s̃′)
Mℓ′σ′) = i

∫
dθ

√−g ψ
(s,s̃)

Mℓσγ
0ψ

(s′,s̃′)
Mℓ′σ′ (5.2)

=

∫
dθ

√−g ψ
(s,s̃)†
Mℓσ ψ

(s′,s̃′)
Mℓ′σ′ , (5.3)

where the integration is over the Cauchy surface Σ =
SN−1 and dθ stands for dθ1dθ2...dθN−1 . The square
root of the determinant of the de Sitter metric is

√−g = coshN−1 t sinN−2 θN−1 . . . sin θ2 = coshN−1 t
√
g̃,

(5.4)

where g̃ is the determinant of the SN−1 metric. First, we
show that the inner product (5.2) is both time indepen-
dent and Spin(N ,1) invariant. Let ψ(1), ψ(2) be two an-
alytically continued eigenspinors which satisfy the Dirac
equation (1.8). The Dirac equation and Eq. (3.11) imply
that the vector current

Jµ = iψ
(1)
γµψ(2) (5.5)

is covariantly conserved. Hence, the inner product (5.2)
is time independent. As for the invariance under
Spin(N ,1), we can show that the change in the inner
product due to infinitesimal Spin(N ,1) transformations
vanishes (as in Ref. [3]). Let ξµ be a Killing vector of
dSN satisfying

∇µξν +∇νξµ = 0. (5.6)

The Lie derivative of Jµ with respect to the Killing vector
ξµ (LξJ

µ) gives the change in Jµ under the correspond-
ing transformation; that is

δJµ = LξJ
µ = ξν∇νJ

µ − Jν∇νξ
µ

= ∇ν(ξ
νJµ − Jνξµ), (5.7)

where we used the fact that both Jµ, ξµ are divergence



9

free. Then we find

δJ0 = ∇ν(ξ
νJ0−Jνξ0) = 1√−g ∂θκ

[√−g(ξθκJ0−Jθκξ0)
]
,

(5.8)
where κ = 1, ..., N − 1. By integrating Eq. (5.8) over
SN−1 we find

δ(ψ(1), ψ(2)) =

∫
dθ

√−g δJ0 = 0. (5.9)

Below we study the positive-definiteness of the norm as-
sociated with the inner product (5.2) for our positive fre-
quency modes.

Case 1: N even. Substituting the analytically contin-
ued eigenspinors (4.17) (or (4.18)) into the inner product
(5.2) we find

(ψ
(s,s̃)
Mℓσ, ψ

(s′,s̃′)
Mℓ′σ′) =

|cN (Mℓ)|2
2

coshN−1 t
(
φ∗Mℓ(t)φMℓ(t)

+ ψ∗
Mℓ(t)ψMℓ(t)

)
δss′δs̃s̃′δℓℓ′δσσ′ ,

(5.10)

where the positive-definiteness is obvious (i.e. the repre-
sentation is unitary).

Using Eqs. (4.24) and (4.25) one finds

d

dt

[
cosh(N−1)/2 t φMℓ

]
=− i cosh(N−3)/2 t(ℓ+

N − 1

2
)

× φMℓ +M cosh(N−1)/2 t ψMℓ,
(5.11)

and

d

dt

[
cosh(N−1)/2 tψMℓ

]
=+ i cosh(N−3)/2 t(ℓ+

N − 1

2
)

× ψMℓ −M cosh(N−1)/2 t φMℓ

(5.12)

respectively. Consequently

coshN−1 t
(
φ∗Mℓ(t)φMℓ(t) + ψ∗

Mℓ(t)ψMℓ(t)
)
= K, (5.13)

whereK is a positive real constant (since the time deriva-
tive of the left-hand side vanishes). We can determine
the value of K just by letting t = 0 in Eq. (5.13). The
functions (4.19) and (4.20) for t = 0 are

φMℓ(t = 0) =

√
2

2

(1
2

)ℓ
F (δ, δ∗,

δ + δ∗

2
;
1

2
) (5.14)

and

ψMℓ(t = 0) =
−i

√
2M

N + 2ℓ

(1
2

)ℓ
F (δ, δ∗,

δ + δ∗

2
+ 1;

1

2
)

(5.15)

respectively, where

δ =
N

2
+ ℓ+ iM.

Using the following two formulas [14], [15]:

F (a, b,
a+ b

2
;
1

2
) =

√
πΓ(

a+ b

2
)
[ 1

Γ((a+ 1)/2)Γ(b/2)

+
1

Γ((b+ 1)/2)Γ(a/2)

]
, (5.16)

F (a, b,
a+ b

2
+ 1;

1

2
) =

2
√
π

a− b
Γ(
a+ b

2
+ 1)

[ 1

Γ((b+ 1)/2)

× 1

Γ(a/2)
− 1

Γ((a+ 1)/2)Γ(b/2)

]

(5.17)

we find

K = φ∗Mℓ(0)φMℓ(0) + ψ∗
Mℓ(0)ψMℓ(0)

= 2N−1 |Γ(N2 + ℓ)|2
|Γ(N2 + ℓ+ iM)|2

, (5.18)

where we also used the Legendre duplication formula

Γ(2z) =
1√
π
22z−1Γ(z)Γ(z + 1/2). (5.19)

Since (ψ
(s,s̃)
Mℓσ, ψ

(s,s̃)
Mℓσ) = |cN (Mℓ)|2K/2, it is straightfor-

ward to calculate the normalization factor as

|cN (Mℓ)|2 = 2(2−N) |Γ(N2 + ℓ+ iM)|2
|Γ(N2 + ℓ)|2

. (5.20)

Our positive frequency solutions are now normalized by

(ψ
(s,s̃)
Mℓσ, ψ

(s′,s̃′)
Mℓ′σ′) = δss′δs̃s̃′δℓℓ′δσσ′ . (5.21)

Case 2: N odd. Substituting the analytically continued
eigenspinors (4.39) into the inner product (5.2) we obtain
again Eq. (5.10). Thus, the Spin(N ,1) representation
is unitary (due to the positive-definiteness of the norm)
and the normalization is again given by Eqs. (5.20) and
(5.21).

B. Transformation properties of the positive
frequency solutions under Spin(N ,1)

In this section we use the spinorial Lie derivative [10]
with respect to the Killing vector field ξ in order to study
the Spin(N ,1) transformations of the analytically contin-
ued modes of /∇|SN generated by ξ. More specifically, we
show that our positive frequency modes transform among
themselves under the action of an infinitesimal boost in
the θN−1 direction.
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The coordinate expression for the spinorial Lie deriva-
tive of a spinor field ψ with respect to the Killing vector
ξ is [10]

L
s
ξ ψ = ξµ∇µψ +

1

4
∇κξλγ

κγλψ. (5.22)

(We use the superscript s to distinguish the spinorial
Lie derivative from the usual Lie derivative.) We are
interested in the transformation generated by the boost
Killing vector

ξ = cos θN−1
∂

∂t
− tanh t sin θN−1

∂

∂θN−1
. (5.23)

After a straightforward calculation we find

L
s
ξ ψ =ξµ∂µψ +

sin θN−1

2 cosh t
γN−1γ0ψ (5.24)

= cos θN−1∂tψ − tanh t sin θN−1∂θN−1
ψ

+
sin θN−1

2 cosh t
γN−1γ0ψ. (5.25)

The spinorial Lie derivative with respect to Killing vec-
tors commutes with the Dirac operator [10]. Hence
if ψ is an analytically continued eigenspinor of /∇|SN

we can express Eq. (5.25) as a linear combination of
other such eigenspinors. In order to proceed, it is use-
ful to introduce the ladder operators for the functions
φMℓ(t), ψMℓ(t), φ̃ℓ ℓN−2

(θN−1), ψ̃ℓ ℓN−2
(θN−1) sending the

angular momentum quantum number ℓ to ℓ ± 1. (The

functions φ̃ℓ ℓN−2
, ψ̃ℓ ℓN−2

are given by Eqs. (4.11) and
(4.12) respectively, with N → N − 1, n → ℓ and ℓ →
ℓN−2.) The ladder operators are given by the following
expressions:

T
(+)
φ =

d

dt
− (ℓ+

1

2
) tanh t− i

2 cosh t
, (5.26)

T
(+)
ψ =

d

dt
− (ℓ+

1

2
) tanh t+

i

2 cosh t
, (5.27)

T
(−)
φ =

d

dt
+ (ℓ+N − 3

2
) tanh t+

i

2 cosh t
, (5.28)

T
(−)
ψ =

d

dt
+ (ℓ+N − 3

2
) tanh t− i

2 cosh t
, (5.29)

T̃
(+)

φ̃
=sin θN−1

d

dθN−1
+ (ℓ+N − 3

2
) cos θN−1

− ℓN−2 +
N−2
2

2(ℓ+ N
2 )

, (5.30)

T̃
(+)

ψ̃
=sin θN−1

d

dθN−1
+ (ℓ+N − 3

2
) cos θN−1

+
ℓN−2 +

N−2
2

2(ℓ+ N
2 )

(5.31)

T̃
(−)

φ̃
=sin θN−1

d

dθN−1
− cos θN−1(ℓ+

1

2
)

+
ℓN−2 +

N−2
2

2(ℓ+ N−2
2 )

, (5.32)

T̃
(−)

ψ̃
=sin θN−1

d

dθN−1
− cos θN−1(ℓ+

1

2
)

− ℓN−2 +
N−2
2

2(ℓ+ N−2
2 )

. (5.33)

The corresponding ladder relations are

T
(+)
f fMℓ(t) = k(+)fMℓ+1(t), (5.34)

T
(−)
f fMℓ(t) = k(−)fMℓ−1(t), (5.35)

T̃
(+)

f̃
f̃ℓ ℓN−2

(θN−1) = k̃(+)f̃ℓ+1 ℓN−2
(θN−1), (5.36)

T̃
(−)

f̃
f̃ℓ ℓN−2

(θN−1) = k̃(−)f̃ℓ−1 ℓN−2
(θN−1), (5.37)

where fMℓ(t) ∈ {φMℓ(t), ψMℓ(t) }, f̃ℓ ℓN−2
(θN−1) ∈

{ φ̃ℓ ℓN−2
(θN−1), ψ̃ℓ ℓN−2

(θN−1) } and

k(+) = −i (N/2 + ℓ)2 +M2

N/2 + ℓ
, (5.38)

k(−) = −i(N/2 + ℓ− 1), (5.39)

k̃(+) =
(ℓ+N − 1 + ℓN−2)(ℓ− ℓN−2 + 1)

(ℓ+N/2)
, (5.40)

k̃(−) = − ((N − 1)/2 + ℓ− 1)((N − 1)/2 + ℓ)

(N − 2)/2 + ℓ
. (5.41)

The ladder relations (5.34)-(5.37) can be proved using
the raising and lowering operators for the parameters of
the Gauss hypergeometric function given in Appendix B.
Below we describe how to express the spinorial Lie deriva-

tive (5.25) of a mode solution ψ
(s,s̃)
Mℓσ as a linear combina-

tion of other solutions with the same M .

Case 1: N even (> 2). Using Eq. (3.2) one finds

γN−1γ0 =

(
−γ̃N−1 0

0 γ̃N−1

)
. (5.42)

Let ψ be the eigenspinor ψ
(±,s̃)
Mℓ ℓN−2 σ̃

, where σ̃ stands for

quantum numbers other than ℓ, ℓN−2. Since the partial
derivatives in Eq. (5.25) refer only to the coordinates
{t, θN−1} we want to extract the t and θN−1 dependence
from our analytically continued eigenspinors. By com-
bining Eqs. (4.17), (4.18) and (4.34) we can express the

spinors ψ
(±,s̃)
Mℓ ℓN−2 σ̃

(t,ΩN−1) in terms of eigenspinors on
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SN−2 ( ˆ̃χ
˜(s)
±ℓN−2 σ̃

(ΩN−2)) as follows:

ψ
(−,s̃)
Mℓ ℓN−2 σ̃

(t,ΩN−1) =
cN (Mℓ)√

2

cN−1(ℓ ℓN−2)√
2

×
(
U

(s̃)
−Mℓ ℓN−2 σ̃

(t, θN−1,ΩN−2)

D
(s̃)
−Mℓ ℓN−2 σ̃

(t, θN−1,ΩN−2)

)
,

(5.43)

ψ
(+,s̃)
Mℓ ℓN−2 σ̃

(t,ΩN−1) =
cN (Mℓ)√

2

cN−1(ℓ ℓN−2)√
2

×
(
D

(s̃)
+Mℓ ℓN−2 σ̃

(t, θN−1,ΩN−2)

U
(s̃)
+Mℓ ℓN−2 σ̃

(t, θN−1,ΩN−2)

)
,

(5.44)

where

U
(s̃)
∓Mℓ ℓN−2 σ̃

(t, θN−1,ΩN−2)

=φMℓ(t)
(
φ̃ℓ ℓN−2

(θN−1) ˆ̃χ
(s̃)
−ℓN−2 σ̃

(ΩN−2)

∓ iψ̃ℓ ℓN−2
(θN−1) ˆ̃χ

(s̃)
+ℓN−2 σ̃

(ΩN−2)
)

(5.45)

andD
(s̃)
∓Mℓ ℓN−2 σ̃

is given by an analogous expression with

φMℓ(t) → iψMℓ(t). By substituting Eqs. (5.43)-(5.45)
into the expression for the spinorial Lie derivative (5.25)
and making use of Eqs. (5.34)-(5.41) we find after a
lengthy calculation

L
s
ξ ψ

(∓,s̃)
Mℓσ =R

(N)
Mℓ ℓN−2

ψ
(∓,s̃)
M ℓ+1σ + L

(N)
Mℓ ℓN−2

ψ
(∓,s̃)
M ℓ−1σ

+ C
(N)
Mℓ ℓN−2

ψ
(±,s̃)
Mℓσ , (5.46)

where the coefficients on the right-hand side are given by
the following expressions:

R
(N)
Mℓ ℓN−2

=
cN (Mℓ) cN−1(ℓ ℓN−2)

cN (M ℓ+ 1) cN−1(ℓ+ 1, ℓN−2)

k(+)k̃(+)

2(ℓ+ N−1
2 )
(5.47)

=
−i
2

√
(N2 + ℓ)2 +M2

N
2 + ℓ

×
√

(ℓ− ℓN−2 + 1)(ℓ+ ℓN−2 +N − 1),
(5.48)

L
(N)
Mℓ ℓN−2

=
(−1)× cN (Mℓ) cN−1(ℓ ℓN−2)

cN (M, ℓ− 1) cN−1(ℓ− 1, ℓN−2)

k(−)k̃(−)

2(ℓ+ N−1
2 )
(5.49)

=−
(
R

(N)
M, ℓ−1,ℓN−2

)∗
, (5.50)

and

C
(N)
Mℓ ℓN−2

= −i M(ℓN−2 +
N−2
2 )

2(ℓ+ N−2
2 )(ℓ+ N

2 )
. (5.51)

Notice that in the last term of the linear combination in
Eq. (5.46) the spin projection sign is flipped. We have
checked the validity of the above results by using the
de Sitter invariance of the inner product (5.2). More
specifically, we have verified that (L s

ξ ψMℓ, ψM ℓ±1) +

(ψMℓ,L
s
ξ ψM ℓ±1) = 0. (Some details regarding the

derivation of Eq. (5.46) can be found in Appendix C
along with the N = 2 case.) It is clear from Eq. (5.46)
that our positive frequency solutions transform to other
positive frequency solutions with the same M under the
transformation generated by ξ. Based on this observa-
tion we can conclude that the vacuum corresponding to
these positive frequency modes is de Sitter invariant (see,
e.g. Refs. [16] and [17]).

Case 2: N odd. Using Eq. (3.4) we find

γN−1γ0 = i

(
0 −1
1 0

)
. (5.52)

As in the case with N even, it is convenient to express the

analytically continued eigenspinors ψ
(s,s̃)
Mℓ ℓN−2 σ̃

(t,ΩN−1)

(Eq. (4.39)) in terms of eigenspinors on SN−2

(χ̃
(s̃)
±ℓN−2 σ̃

(ΩN−2)). By combining Eqs. (4.35), (4.5) and

(4.6), we can rewrite Eq. (4.39) as

ψ
(−,s̃)
Mℓ ℓN−2 σ̃

(t, θN−1,ΩN−2) =
cN (Mℓ)√

2

cN−1(ℓ ℓN−2)√
2

1√
2

×
(

(1 + i)φ̃ℓ ℓN−2
[φMℓ + iψMℓ]χ̃

(s̃)
−ℓN−2σ̃

(−1 + i)iψ̃ℓ ℓN−2
[φMℓ − iψMℓ]χ̃

(s̃)
−ℓN−2σ̃

)

(5.53)

and

ψ
(+,s̃)
Mℓ ℓN−2 σ̃

(t, θN−1,ΩN−2) =
cN (Mℓ)√

2

cN−1(ℓ ℓN−2)√
2

1√
2

×
(
(1 + i)iψ̃ℓ ℓN−2

[φMℓ + iψMℓ]χ̃
(s̃)
+ℓN−2σ̃

(−1 + i)φ̃ℓ ℓN−2
[φMℓ − iψMℓ]χ̃

(s̃)
+ℓN−2σ̃

)
.

(5.54)

Working as in the case with N even, we find after a
lengthy calculation

L
s
ξ ψ

(∓,s̃)
Mℓσ =R

(N)
Mℓ ℓN−2

ψ
(∓,s̃)
M ℓ+1σ + L

(N)
Mℓ ℓN−2

ψ
(∓,s̃)
M ℓ−1σ

+ C
(N)
Mℓ ℓN−2

ψ
(∓,s̃)
Mℓσ . (5.55)

Notice that, unlike the even-dimensional case, the two
spin projections do not mix with each other. As in the
case with N even, we conclude that the vacuum is de Sit-
ter invariant.
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VI. CANONICAL QUANTIZATION

In this section we follow the canonical quantization
procedure and give the mode expansion for the free quan-
tum Dirac field on N -dimensional de Sitter space-time
with (N − 1)-sphere spatial sections using the analyti-
cally continued spinor modes of /∇|SN . As mentioned ear-
lier, our analytically continued eigenspinors can be used
as the analogs of the flat space-time positive frequency
modes. However, the latter are not the only solutions of
the Dirac equation (1.8) on dSN . New solutions (i.e. the
negative frequency modes) can be obtained by separating
variables. Below we present the negative frequency so-
lutions before proceeding to the canonical quantization.
(Note that the negative frequency solutions can also be
obtained using charge conjugation as demonstrated in
Appendix A.)

A. Negative frequency solutions

Case 1: N even. By making the replacements (4.16) in
the expression for the iterated Dirac operator on SN (4.4)
one finds

[( ∂
∂t

+
N − 1

2
tanh t

)2 − 1

cosh2 t
/̃∇
2
± sinh t

cosh2 t
/̃∇
]
ϕ±

= −M2ϕ±. (6.1)

Then by separating variables (as in Ref. [1]) one finds the
negative frequency solutions

V
(−,s̃)
Mℓσ (t,ΩN−1) =

cN (Mℓ)√
2

(
φ∗Mℓ(t)χ

(s̃)
+ℓσ(ΩN−1)

iψ∗
Mℓ(t)χ

(s̃)
+ℓσ(ΩN−1)

)
,

(6.2)

V
(+,s̃)
Mℓσ (t,ΩN−1) =

cN (Mℓ)√
2

(
iψ∗
Mℓ(t)χ

(s̃)
−ℓσ(ΩN−1)

φ∗Mℓ(t)χ
(s̃)
−ℓσ(ΩN−1)

)
.

(6.3)
These are normalized using the inner product (5.2) as

(V
(s,s̃)
Mℓσ , V

(s′,s̃′)
Mℓ′σ′ ) = δss′δs̃s̃′δℓℓ′δσσ′ (6.4)

and they are orthogonal to the positive frequency solu-
tions, i.e.

(ψ
(s,s̃)
Mℓσ, V

(s′,s̃′)
Mℓ′σ′ ) = 0. (6.5)

As we can see, the negative frequency modes are given
by the positive frequency solutions (4.17) and (4.18) by
replacing the functions φMℓ(t), ψMℓ(t) with their com-
plex conjugate functions and by exchanging χ±(ΩN−1)
and χ∓(ΩN−1). The time derivatives of the spinors (6.2)-
(6.3) reproduce the flat space-time behaviour in the large
ℓ limit, i.e. the complex conjugate of Eqs. (4.29) and
(4.30).
Case 2: N odd. Working as in the even-dimensional

case the negative frequency modes are found to be

V
(s,s̃)
Mℓσ (t,ΩN−1) =

cN (Mℓ)√
2

(φ∗Mℓ(t)

× χ̂
(s,s̃)
+ℓσ (ΩN−1) + iψ∗

Mℓ(t)χ̂
(s,s̃)
−ℓσ (ΩN−1)) (6.6)

and they satisfy the conditions (6.4) and (6.5).

B. Canonical Quantization

The Lagrangian density for a free spinor field Ψ is

L =
√−g Ψ

(
γµ∇µ −M

)
Ψ (6.7)

=
√−g iΨ†

A(γ
0)A B

(
(γµ)B C(∇µΨ)C −MΨB

)
,

(6.8)

where we have written out the spinor indices explicitly
in the second line (A,B,C = 1, ..., 2[N/2]). The corre-
sponding equation of motion for Ψ is the Dirac equa-
tion (1.8). By the standard canonical quantization pro-
cedure we find

{Ψ(t,θ)A,Ψ†(t,θ′)B} =
1√

−g(t,θ)
δ(N−1)(θ − θ′)δA B ,

(6.9)

{Ψ(t,θ)A,Ψ(t,θ′)B} = {Ψ†(t,θ)A,Ψ
†(t,θ′)B} = 0.

(6.10)

The mode expansion for the free Dirac field is

Ψ(t,θ) =
∑

ℓ,σ

∑

s,s̃

(
a
(s,s̃)
Mℓσψ

(s,s̃)
Mℓσ(t,θ) + b

(s,s̃)†
Mℓσ V

(s,s̃)
Mℓσ (t,θ)

)
,

(6.11)
where we are summing over all angular momentum quan-
tum numbers and over all the possible spin projections.
(There are [N/2] spin projection indices in total.) Using
the normalization conditions (5.21), (6.4) and the orthog-
onality condition (6.5) we may express the annihilation

operators, a
(s,s̃)
Mℓσ and b

(s,s̃)
Mℓσ, as

a
(s,s̃)
Mℓσ = (ψ

(s,s̃)
Mℓσ(t,θ),Ψ(t,θ))

=

∫
dθ

√−g ψ(s,s̃)
Mℓσ(t,θ)

† Ψ(t,θ) (6.12)

and

b
(s,s̃)
Mℓσ =

∫
dθ

√−gΨ†(t,θ) V
(s,s̃)
Mℓσ (t,θ). (6.13)

By combining Eqs. (6.12)-(6.13) with the anti-
commutation relations (6.9) and (6.10) we obtain

{a(s,s̃)Mℓσ, a
(s′,s̃′)†
Mℓ′σ′ } = δss′δs̃s̃′δℓℓ′δσσ′ , (6.14)

{b(s,s̃)Mℓσ, b
(s′,s̃′)†
Mℓ′σ′ } = δss′δs̃s̃′δℓℓ′δσσ′ , (6.15)
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while all the other anti-commutators are zero. The de Sit-
ter invariant vacuum is defined by

a
(s,s̃)
Mℓσ |0〉 = b

(s,s̃)
Mℓσ |0〉 = 0, (6.16)

for all ℓ, σ, (s, s̃). Using the mode expansion of the Dirac
field (6.11) we can obtain the mode-sum form for the
Wightman two-point function

W
(
(t,θ), (t′,θ′)

)
≡ 〈0|Ψ(t,θ)Ψ(t′,θ′) |0〉 (6.17)

=
∑

ℓ,σ

∑

s,s̃

ψ
(s,s̃)
Mℓσ(t,θ)ψ

(s,s̃)

Mℓσ(t
′,θ′).

(6.18)

The high frequency behaviour of our mode solutions
(4.29)-(4.30) implies that we should adopt the −iǫ pre-
scription (i.e. the time variable t should be understood to
have an infinitesimal negative imaginary part: t→ t− iǫ,
ǫ > 0).

VII. THE WIGHTMAN TWO-POINT
FUNCTION

In this section we first review the basics about the con-
struction of Dirac spinor Green’s functions on dSN using
intrinsic geometric objects following the work of Mück [4].
(Mück gave the coordinate independent construction of
the spinor Green’s function in terms of intrinsic geomet-
ric objects on maximally symmetric spaces of arbitrary
dimensions using Dirac spinors. An analogous construc-
tion on 4-dimensional maximally symmetric spaces using
two-component spinors was first presented in Ref. [18].)
Then using the mode-sum method (6.18) we obtain a
closed-form expression for the massless spinor Wightman
two-point function on dSN that agrees with the construc-
tion presented in Ref. [4]. Using this massless two-point
function we infer the analytic expression for the spinor
parallel propagator and then obtain the massive spinor
Wightman two-point function in a closed form.

A. The spinor parallel propagator on dSN

Let |ψ〉 be a state invariant under the action
of the de Sitter group. Then two-point functions
(such as 〈ψ|Ψ(x)Ψ(x′) |ψ〉) define maximally symmet-
ric bispinors [12]. These bispinors can be expressed in
terms of the following “preferred geometric objects”: the
geodesic distance (2.11), the unit tangent vectors (2.13)
to the geodesic with endpoints x, x′ and the bispinor of
parallel transport Λ(x, x′), also known as the spinor par-
allel propagator [4, 19, 20]. The spinor parallel propaga-
tor parallel transports a spinor ψ(x′) from x′ to x along
the (shortest) geodesic joining these points, i.e.

ψ||(x)
A = Λ(x, x′)A A′ ψ(x′)A

′

, (7.1)

where ψ||(x) is the parallelly transported spinor. The
following relations can be used as the defining properties
of the spinor parallel propagator for arbitrary space-time
dimension [4]:

Λ(x′, x) = [Λ(x, x′)]−1, (7.2)

γν
′

(x′) = Λ(x′, x)γµ(x)gν
′

µ(x
′, x)Λ(x, x′), (7.3)

nµ∇µΛ(x, x
′) = 0, (7.4)

where the parallel transport equation (7.4) holds along
the geodesic connecting x and x′. Equation (7.3) de-
scribes the parallel transport of gamma matrices. By
contracting Eq. (7.3) with nν′(x, x′) and using Eqs. (2.18)
and (7.2) we find

[Λ(x, x′)]−1 /nΛ(x, x′) = −/n′, (7.5)

where /n ≡ γµ(x)nµ(x, x
′) and /n

′ ≡ γµ
′

(x′)nµ′(x, x′).
Equation (7.5) conveniently describes the parallel trans-
port property of /n. In Appendix E we show that
our result for the spinor parallel propagator (given
by Eq. (7.31)) is consistent with the defining proper-
ties (7.2)-(7.5). On dSN the covariant derivatives of
Λ(x.x′) can be expressed as [4]

∇µΛ(x, x
′) = −1

2
tan(

µ

2
)(γµ/n− nµ)Λ(x, x

′), (7.6)

∇µ′Λ(x, x′) =
1

2
tan(

µ

2
)Λ(x, x′)(γµ′ /n

′ − nµ′). (7.7)

Note that /n
2 = 1 and (/n

′)2 = 1′, where 1,1′ are the
identity spinor matrices at x and x′, respectively.

B. Constructing spinor Green’s function on dSN

using intrinsic geometric objects

The massive case. The massive spinor Green’s func-
tion SM (x, x′) on dSN satisfies the inhomogeneous Dirac
equation

[
(
/∇−M

)
SM (x, x′)]A A′ =

δ(N)(x− x′)√
−g(x)

δA A′ . (7.8)

The Green’s function SM (x, x′) can be expressed in terms
of intrinsic geometric objects as follows [4]:

SM (x, x′) = (αM (µ) + βM (µ)/n)Λ(x, x′), (7.9)

where αM (µ), βM (µ) are scalar functions of the geodesic
distance. By requiring that SM (x, x′) in Eq. (7.9) sat-
isfies Eq. (7.8) we find the following system of ordinary
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differential equations for αM (µ), βM (µ):

dαM
dµ

− N − 1

2
tan

µ

2
αM −MβM = 0, (7.10)

dβM
dµ

+
N − 1

2
cot

µ

2
βM −MαM =

δ(x− x′)√
−g(x)

. (7.11)

Using the variable z = cos2 (µ/2) (see Eq. (2.10)) this
system of equations is solved by [4]

αM (z) = −M |Γ(N2 + iM)|2
Γ(N2 + 1)(2π)N/22N/2

√
z

× F (
N

2
− iM,

N

2
+ iM ;

N

2
+ 1; z)

(7.12)

and

βM (z) = −
√
1− z

M
[
√
z
d

dz
+
N − 1

2
√
z

]αM (z). (7.13)

Using Eqs. (7.12) and (B2) we can rewrite Eq. (7.13) as

βM (z) =
|Γ(N2 + iM)|2

Γ(N2 + 1)(2π)N/2 2N/2

×
√
1− z

N

2
F (
N

2
− iM,

N

2
+ iM ;

N

2
; z).

(7.14)

(Note that there is a misprint in the corresponding equa-
tion for βM (z) - equation (29) - in Ref. [4]. Equa-
tion (7.14) of the present paper and equation (29) of
Ref. [4] agree with each other after inserting a miss-
ing prefactor.) The proportionality constant for αM (µ)
(and hence for βM (µ)) has been determined by requir-
ing that the singularity in Eq. (7.12) for µ → 0 has the
same strength as the singularity of the flat space-time
Green’s function [4]. This ensures that the spinor Green’s
function (7.9) has the desired short-distance behaviour.
(Note that since /n, αM and βM are known, the only re-
maining step for obtaining an explicit expression for the
two-point function (7.9) is to derive an analytic expres-
sion for the spinor parallel propagator.)

The massless case. Letting M = 0 in Eqs. (7.12) and
(7.14) we find

α0(z) = 0, (7.15)

β0(z) =
Γ(N/2)

2N/2(2π)N/2
1

(1− z)(N−1)/2
, (7.16)

(z = cos2(µ/2)) where we used Eq. (D30). These are just
the solutions (with the appropriate singularity strength)

of the decoupled system

dα0

dµ
− N − 1

2
tan

µ

2
α0 = 0, (7.17)

dβ0
dµ

+
N − 1

2
cot

µ

2
β0 =

δ(x− x′)√
−g(x)

. (7.18)

The massless Green’s function is then given as follows:

S0(x, x
′) = β0(z)/nΛ(x, x

′) (7.19)

=
Γ(N/2)

2N/2(2π)N/2
(1− z)−(N−1)/2/nΛ(x, x′).

(7.20)

We find that the defining properties of Λ(x, x′)
(Eqs. (7.2)-(7.4)) translate to the following properties for
the massless Green’s function:

[S0(x, x
′)]−1/n =

1

β2
0

/n
′S0(x

′, x), (7.21)

[S0(x, x
′)]−1 = − 1

β2
0

S0(x
′, x), (7.22)

(nµ∇µ +
N − 1

2
cot

µ

2
)S0(x, x

′) = 0. (7.23)

Note that by combining Eqs. (7.21) and (7.22) one ob-
tains

/nS0(x, x
′) = −S0(x, x

′)/n
′, (7.24)

which is equivalent to Eq. (7.5).

C. Analytic expressions for the massless and
massive Wightman two-point function and the

spinor parallel propagator

In the massive case the mode-sum approach for the
Wightman function (6.18) leads to complicated series
involving products of hypergeometric functions and it
seems that their corresponding closed-form expressions
do not exist in the literature. Fortunately, the situa-
tion is simpler in the massless case and we can obtain a
closed-form expression for the Wightman two-point func-
tion. This directly results in the knowledge of the spinor
parallel propagator Λ(x, x′) due to Eq. (7.19). The spinor
parallel propagator Λ(x, x′) in turn can be used to obtain
an analytic expression for the massive spinor Wightman
two-point function via Eq. (7.9).

Below we present the closed-form expression we
have obtained by the mode-sum method for the mass-
less Wightman two-point function in agreement with
Eq. (7.19). We present the details of the lengthy calcula-
tion in Appendix D (as well as the result for the N = 2
case).

Case 1: N even (N > 2). By letting M = 0 in
Eqs. (4.17)-(4.18) we obtain the massless positive fre-
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quency modes

ψ
(−,s̃)
0ℓσ (t,ΩN−1) =

2(2−N)/2

√
2

φ0ℓ(t)

(
χ
(s̃)
−ℓσ(ΩN−1)

0

)
,

(7.25)

ψ
(+,s̃)
0ℓσ (t,ΩN−1) =

2(2−N)/2

√
2

φ0ℓ(t)

(
0

χ
(s̃)
+ℓσ(ΩN−1)

)
.

(7.26)
Now the function describing the time dependence has the
following form:

φ0ℓ(t) =
(tan x

2 )
ℓ

(cos x2 )
N−1

, (7.27)

where cos(x/2) is given in Eq. (4.21) and

tan
x

2
=

1− i sinh t

cosh t
. (7.28)

Exploiting the rotational symmetry of SN−1 we may
let θ′N−1 = θ′N−2 = ... = θ′2 = θ′1 = 0 in the mode-
sum (6.18). After a long calculation we obtain the fol-
lowing 2N/2-dimensional bispinorial matrix:

W0[(t,θ), (t
′,0)]

= (β0(µ)/n)|θ′=0 exp [
λ(t, θN−1, t

′)

2
γ0γN−1 ]

×
N−1∏

j=2

exp [
θN−j

2
γN−j+1γN−j ], (7.29)

where

/n|θ′=0

= γ0n0[(t,θ), (t
′,0)] + γN−1 nN−1[(t,θ), (t

′,0)]
(7.30)

(see Eqs. (2.26)-(2.27)). By comparing Eq. (7.29) with
Eq. (7.19) we find

Λ
(
(t,θ), (t′,0)

)
= exp [

λ(t, θN−1, t
′)

2
γ0γN−1 ]

×
N−1∏

j=2

exp [
θN−j

2
γN−j+1γN−j ].

(7.31)

The biscalar λ(t, θN−1, t
′) is defined by the following re-

lations:

cosh
λ

2
=
w+n+ + w−n−

2i sin (µ/2)
=
w1n0 + w2nN−1

sin (µ/2)
,

sinh
λ

2
=
w+n+ − w−n−

2i sin (µ/2)
=
w1nN−1 + w2n0

sin (µ/2)
, (7.32)

where n0 ≡ n0[(t,θ), (t
′,0)], nN−1 ≡ nN−1[(t,θ), (t

′,0)]

and

w1(t, θN−1, t
′) = sinh

t− t′

2
cos

θN−1

2
, (7.33)

w2(t, θN−1, t
′) = cosh

t+ t′

2
sin

θN−1

2
, (7.34)

w±(t, θN−1, t
′) ≡ i[w1(t, t

′, θN−1)± w2(t, θN−1, t
′)],
(7.35)

n± ≡ n0 ± nN−1. (7.36)

(This definition of λ is motivated naturally in the mode-
sum construction of the massless Wightman function
given in Appendix D.) It is worth mentioning that the
biscalar functions w+ and w− satisfy w+w− = sin2 (µ/2),
i.e. β0(µ) ∝ (w+w−)

−(N−1)/2 (see Eqs. (2.20) and
(7.16)). We have verified that Eqs. (7.32) are consistent
with the relation cosh2 (λ/2)− sinh2 (λ/2) = 1.
It is natural that the spinor parallel propagator (7.31)

is given by a product of N −1 matrices ∈ Spin(N −1, 1);
these correspond to one boost and N − 2 rotations (see
Appendix D).
As mentioned earlier, we do not follow the mode-sum

method for the construction of the massive Wightman
function. A closed-form expression for the latter can
be found using our result for the spinor parallel prop-
agator (7.31). To be specific, by substituting Eq. (7.31)
into Eq. (7.9) one can straightforwardly obtain an ana-
lytic expression for the massive Wightman function (with
x = (t,θ) and x′ = (t′,0)) in terms of intrinsic geometric
objects. In Appendix F we compare the mode-sum form
of the massive Wightman function with timelike sepa-
rated points, x = (t,0) and x′ = (t′,0), with the expres-
sion coming from Eq. (7.9) with µ = i(t − t′). Based on
this comparison we make a conjecture for the closed-form
expression of a series containing the Gauss hypergeomet-
ric function. Note that a closed-form expression for the
spinor parallel propagator on anti-de Sitter space-time
(along with the construction of the Feynman Green’s
function for the Dirac field according to Eq. (7.9)) can
be found in Ref. [20].
Case 2: N odd. The massless positive frequency solu-
tions (4.39) are given by

ψ
(s,s̃)
0ℓσ (t,ΩN−1) =

2(2−N)/2

√
2

φ0ℓ(t) χ̂
(s,s̃)
−ℓσ (ΩN−1). (7.37)

Working as in the even-dimensional case we obtain again
Eqs. (7.29) and (7.31) (where γ0 is given by Eq. (3.4))
and then we can construct the massive two-point function
using Eq. (7.9).

VIII. SUMMARY AND CONCLUSIONS

In this paper we analytically continued the eigen-
spinors of the Dirac operator on SN to obtain solutions
to the Dirac equation on dSN that serve as analogs of the
positive frequency modes of flat space-time. Our gener-
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alised positive frequency solutions were used to define a
vacuum for the free Dirac field. The negative frequency
solutions were also constructed. The de Sitter invariance
of the vacuum was demonstrated by showing that the
positive frequency solutions transform among themselves
under infinitesimal Spin(N ,1) transformations.

In order to check the validity of our mode functions,
the Wightman function for massless spinors was calcu-
lated using the mode-sum method and it was expressed
in a form that is in agreement with the construction
in terms of intrinsic geometric objects (µ, /n,Λ) given in
Ref. [4]. An analytic expression for the spinor parallel
propagator was found. This expression was tested using
the defining properties of the spinor parallel propagator
as presented in Ref. [4] (see Appendix E). Note that it
has been checked that the spinor Green’s functions ex-
pressed in terms of µ, /n,Λ have Minkowskian singularity
strength in the limit µ → 0 [4]. Thus, the conditions for
the unique vacuum [21] are satisfied by the vacuum for
the free massless Dirac field defined in this paper.

Although we did not obtain a closed-form expression
for the massive spinor Wightman function by the mode-
sum method using our analytically continued eigen-
spinors, we constructed it in terms of intrinsic geomet-
ric objects. Since the short-distance behaviour has been
checked in Ref. [4], the requirements for a preferred vac-
uum are again satisfied. The mode-sum method and the
geometric construction of Ref. [4] should give the same
result for the massive Wightman function. This observa-
tion leads to the series conjecture of Appendix F.
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Appendix A: Charge conjugation and negative
frequency solutions

In this Appendix we demonstrate how the negative fre-
quency solutions given by Eqs. (6.2)-(6.3) and (6.6) are
constructed by charge conjugating our analytically con-
tinued eigenspinors. First, let us review charge conjuga-
tion for Dirac spinors on dSN and on spheres following
Ref. [22]. For convenience, our discussion will be based
on the unitary matrices B± that relate the gamma ma-
trices to their complex conjugate matrices by similarity
transformations, i.e.

(γa)∗ = B+γ
aB−1

+ , −(γa)∗ = B−γ
aB−1

− , (A1)

and not in terms of the conventional charge conjugation
matrices C± that relate γa to (γa)T . These two ways
of defining charge conjugation are equivalent [22]. From
this point we will refer to the matrices B± as the charge
conjugation matrices. (We should note that the repre-
sentation we use for the gamma matrices (3.2), (3.4) is
different from the one used in Ref. [22]. Also, note that
charge conjugation matrices are defined up to a phase
factor and that γN ≡ −iγ0.)

1. Charge conjugation on N-dimensional de Sitter
space-time and on spheres

For convenience, let us work in d = τ + s dimensions,
with τ ∈ { 0, 1 } being the number of timelike dimensions
and s being the number of spacelike dimensions.

For d even dimensions there are both B+ and B−. For
d odd dimensions we can use one of the matrices from
the (d − 1)-dimensional case [22]. (As it will be clear in
the next subsections, one needs to modify the charge con-
jugation matrix on dSd−1 before using it on dSd. This
is not the case in Ref. [22], because a different repre-
sentation for γa’s is used.) More specifically, on odd-
dimensional spaces with Lorentzian (Euclidean) metric
signature there is only B+ (B−) for [d/2] odd and only
B− (B+) for [d/2] even. (See Refs. [22] and [23] for more
details.)

Let Ψ be a 2[d/2]-dimensional Dirac spinor transform-
ing under Spin(s, τ). Its charge conjugated spinor is de-
fined with either one of the following two ways:

ΨC+ := B−1
+ Ψ∗ or ΨC− := B−1

− Ψ∗. (A2)

Suppose now that Ψ± is an eigenspinor of the Dirac op-
erator with eigenvalue κ±(τ,s), i.e.

/∇(τ,s)Ψ± = κ±(τ,s)Ψ±, (A3)

where /∇(1,N−1) ≡ /∇|dSN
is the Dirac operator on dSN

with κ±(1,N−1) ≡ ±M and /∇(0,N−1) ≡ /̃∇ is the Dirac

operator on SN−1 with κ±(0,N−1) ≡ ±i(ℓ + (N − 1)/2).

The charge conjugated counterparts of the eigenspinors
of the Dirac operator are also eigenspinors. This can be
understood as follows: taking the complex conjugate of
Eq. (A3) and using Eqs. (A1) and (A2) we find

/∇(τ,s)Ψ
C+

± = +(κ±(τ,s))
∗ Ψ

C+

± , (A4)

/∇(τ,s)Ψ
C−

± = −(κ±(τ,s))
∗ Ψ

C−

± , (A5)

where we also used (Σab)∗ = B±Σ
abB−1

± . It is clear
from Eqs. (A4)-(A5) that performing charge conjuga-
tion with B− changes the sign of the mass term on
dSN . Also, Eqs. (A4)-(A5) imply the following relations
for the eigenspinors of the Dirac operator on Sn (with
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Ψ± = χ
(s̃)
±ℓnσ

and κ±(0,n) = ±i(ℓn + n/2)):

(χ
(s̃)
±ℓnσ

)C− ∝ χ
(s̃′)
±ℓnσ

, (χ
(s̃)
±ℓnσ

)C+ ∝ χ
(s̃′)
∓ℓnσ

, (A6)

where n is arbitrary, σ stands for angular momentum
quantum numbers other than ℓn and s̃ represents the
[n/2] spin projection indices that correspond to this
eigenspinor. The label s̃′ is no necessarily equal to s̃.

Below we use the tilde notation for quantities defined
on SN−1.

2. Negative frequency solutions for N even

Case 1: N/2 even. The charge conjugation matrices
B±, satisfying Eq. (A1) on dSN , are given by the follow-
ing products of gamma matrices:

B+ = γ1
(N−4)/4∏

r=1

γ4rγ4r+1, (A7)

B− = γ0
N/4∏

r=1

γ4r−2γ4r−1. (A8)

On the odd-dimensional spatial part SN−1 there is only
B̃− since [(N − 1)/2] is odd. This is given by

B̃− = γ̃1
(N−4)/4∏

r=1

γ̃4rγ̃4r+1. (A9)

For convenience, we choose to define charge conjugation
using B+, which preserves the sign of the mass term in
the Dirac equation. Using the representation (3.2) for
the gamma matrices we can express B+ as follows:

B+ =

(
0 iB̃−

−iB̃− 0

)
. (A10)

The charge conjugated counterparts of the positive fre-

quency solutions ψ
(−,s̃)
Mℓσ (Eq. (4.17)) can be constructed

using Eqs. (A6) and (A10). Then we have (omitting the
normalization factors)

(ψ
(−,s̃)
Mℓσ (t,ΩN−1))

C+ =(−i)
(
iψ∗
Mℓ(t)(χ

(s̃)
−ℓσ(ΩN−1))

C̃−

φ∗Mℓ(t)(χ
(s̃)
−ℓσ(ΩN−1))

C̃−

)

∝
(
iψ∗
Mℓ(t)χ

(s̃′)
−ℓσ(ΩN−1)

φ∗Mℓ(t)χ
(s̃′)
−ℓσ(ΩN−1)

)
.

(A11)

After normalizing these modes we find the negative fre-
quency solutions (6.3). Similarly, starting from the pos-

itive frequency solutions ψ
(+,s̃)
Mℓσ (Eq. (4.18)) we find the

negative frequency modes (6.2).

Case 2: N/2 odd. The charge conjugation matrices on

dSN are given by

B+ = γ0γ1
(N−2)/4∏

r=1

γ4rγ4r+1, (A12)

B− = 1×
(N−2)/4∏

r=1

γ4r−2γ4r−1. (A13)

Since [(N − 1)/2] is even, the only charge conjugation

matrix on SN−1 is B̃+. The matrices B− and B̃+ are
related to each other as follows:

B− =

(N−2)/4∏

r=1

(
γ̃4r−2γ̃4r−1 0

0 γ̃4r−2γ̃4r−1

)
(A14)

=

(
B̃+ 0

0 B̃+

)
. (A15)

In order to construct the negative frequency solutions it is
convenient to use the charge conjugation matrix B− that
flips the sign of the mass term in the Dirac equation and

the “negative mass” spinors ψ
(s,s̃)
−Mℓσ (Eqs. (4.31)-(4.32)).

Then, by working as in the case with N/2 even, we ob-
tain the negative frequency solutions (6.2)-(6.3) (with

V
(−,s̃′)
Mℓσ ≡ (ψ

(−,s̃)
−Mℓσ)

C− and V
(+,s̃′)
Mℓσ ≡ (ψ

(+,s̃)
−Mℓσ)

C−).

3. Negative frequency solutions for N odd

Case 1: [N/2] even. The only charge conjugation ma-
trix on dSN is B−, which changes the sign of the mass
term of the Dirac equation. It is given by

B− = γ0
(N−1)/4∏

r=1

γ4r−2γ4r−1. (A16)

Note that this is the matrix (A8) with N → N−1, where
now γ0 is given by Eq. (3.4). Then Eq. (A16) may be
expressed in terms of the charge conjugation matrix on
SN−1 as

B− = iγN B̃+ = B̃+iγ
N . (A17)

By performing charge conjugation for the spinors ψ
(s̃N−1)
−Mℓσ

(Eq. (4.40)) we find

(ψ
(s̃N−1)
−Mℓσ (t,ΩN−1))

C−

=− i
[
φ∗Mℓ(t)γ

N
(
χ̂
(s̃N−1)
−ℓσ (ΩN−1)

)C̃+

+ iψ∗
Mℓ(t)γ

N
(
χ̂
(s̃N−1)
+ℓσ (ΩN−1)

)C̃+
]
, (A18)

where s̃N−1 represents the spin projection indices
sN−1, sN−3, ..., s4, s2 on the lower-dimensional spheres
and the charge conjugated counterparts of the “hat-
ted” spinors can be found using Eqs. (4.35)-(4.37) and
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Eq. (A6). More specifically, by introducing the propor-

tionality constant c, such that (χ
(s̃N−1)
−ℓσ )C̃+ = cχ

(s̃′N−1)

+ℓσ
we find

(χ̂
(s̃N−1)
±ℓσ )C̃+ = −i cχ̂(s̃′N−1)

±ℓσ . (A19)

By substituting this equation into Eq. (A18) we obtain
the negative frequency solution (6.6).
Case 2: [N/2] odd. The only charge conjugation ma-
trix on dSN is B+. This is given by

B+ =γ0γ1
(N−3)/4∏

r=1

γ4rγ4r+1, (A20)

=γ0B̃− = −B̃−γ
0. (A21)

As in the case with [N/2] even, we introduce the propor-

tionality constant m, such that (χ
(s̃N−1)
−ℓσ )C̃− = mχ

(s̃′N−1)

−ℓσ ,
and we find

(χ̂
(s̃N−1)
±ℓσ )C̃− = ∓mχ̂(s̃′N−1)

±ℓσ . (A22)

Then we use the matrix (A21) in order to find the charge

conjugate of the spinors ψ
(s̃N−1)
Mℓσ (Eq. (4.39)) and working

as in the previous case we obtain the negative frequency
solution (6.6).

Appendix B: Some raising and lowering operators
for the parameters of the Gauss hypergeometric

function

The Gauss hypergeometric function F (a, b; c; z) satis-
fies [13]

d

dz
F (a, b; c; z) =

ab

c
F (a+ 1, b+ 1; c+ 1; z), (B1)

(z
d

dz
+ c− 1)F (a, b; c; z) = (c− 1)F (a, b; c− 1; z),

(B2)

(z
d

dz
+ a)F (a, b; c; z) = aF (a+ 1, b; c; z). (B3)

By combining Eq. (B3) with the following relation [24]:

(c− b)F (a+ 1, b− 1; c; z) + (b− a− 1)(1− z)

× F (a+ 1, b; c; z) = (c− a− 1)F (a, b; c; z),
(B4)

we find

(
a(b− c) + a(−b+ a+ 1)z − (−b+ a+ 1)z(1− z)

d

dz

)

× F (a, b; c; z) = a(b− c)F (a+ 1, b− 1; c; z).
(B5)

Using Eqs. (B1) and (B2) we can show the ladder rela-
tions (5.34) and (5.35), while using Eq. (B5) we can show
the ladder relations (5.36) and (5.37).

Appendix C: Transformation properties of the positive frequency solutions under Spin(N ,1)

1. Transformation properties for N > 2; some details for the derivation of Eq. (5.46)

Here, we present some details for the derivation of Eq. (5.46) that expresses the spinorial Lie derivative (5.25) of
the analytically continued eigenspinors (4.17)-(4.18) as a linear combination of solutions of the Dirac equation. The
case with N odd (i.e. Eq. (5.55)) can be proved similarly and its derivation is not presented.
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In order to obtain Eq. (5.46) it is useful to introduce the following relations (where θ ≡ θN−1):

ξµ∂µ(φMℓ(t)φ̃ℓ ℓN−2
(θ)) + i

φMℓ(t)

2 cosh t
sin θ ψ̃ℓ ℓN−2

(θ) =
1

2(ℓ+ N−1
2 )

(
T

(+)
φ × T̃

(+)

φ̃
− T

(−)
φ × T̃

(−)

φ̃

)
φMℓ(t)φ̃ℓ ℓN−2

(θ)

+
M(ℓN−2 +

N−2
2 )

2(ℓ+ N
2 )(ℓ+

N−2
2 )

ψMℓ(t)φ̃ℓ ℓN−2
(θ), (C1)

ξµ∂µ(φMℓ(t)ψ̃ℓ ℓN−2
(θ))− i

φMℓ(θ)

2 cosh t
sin θ φ̃ℓ ℓN−2

(θ) =
1

2(ℓ+ N−1
2 )

(
T

(+)
φ × T̃

(+)

ψ̃
− T

(−)
φ × T̃

(−)

ψ̃

)
φMℓ(t)ψ̃ℓ ℓN−2

(θ)

− M(ℓN−2 +
N−2
2 )

2(ℓ+ N
2 )(ℓ+

N−2
2 )

ψMℓ(t)ψ̃ℓ ℓN−2
(θ), (C2)

ξµ∂µ(ψMℓ(t)ψ̃ℓ ℓN−2
(θ)) + i

ψMℓ(t)

2 cosh t
sin θ φ̃ℓ ℓN−2

(θ) =
1

2(ℓ+ N−1
2 )

(
T

(+)
ψ × T̃

(+)

ψ̃
− T

(−)
ψ × T̃

(−)

ψ̃

)
ψMℓ(t)ψ̃ℓ ℓN−2

(θ)

+
M(ℓN−2 +

N−2
2 )

2(ℓ+ N
2 )(ℓ+

N−2
2 )

φMℓ(t)ψ̃ℓ ℓN−2
(θ), (C3)

ξµ∂µ(ψMℓ(t)φ̃ℓ ℓN−2
(θ))− i

ψMℓ(t)

2 cosh t
sin θ ψ̃ℓ ℓN−2

(θ) =
1

2(ℓ+ N−1
2 )

(
T

(+)
ψ × T̃

(+)

φ̃
− T

(−)
ψ × T̃

(−)

φ̃

)
ψMℓ(t)φ̃ℓ ℓN−2

(θ)

− M(ℓN−2 +
N−2
2 )

2(ℓ+ N
2 )(ℓ+

N−2
2 )

φMℓ(t)φ̃ℓ ℓN−2
(θ). (C4)

We can prove relation (C1) as follows: We express ψ̃ℓ ℓN−2
on the left-hand side in terms of φ̃ℓ ℓN−2

, dφ̃ℓ ℓN−2
/dθN−1

using Eq. (4.14). As for the right-hand side, we expand T
(±)
φ , T̃

(±)

φ̃
using Eqs. (5.34)-(5.37) and then we express ψMℓ

in terms of φMℓ, dφMℓ/dt using Eq. (4.24). Then it is straightforward to show that the two sides are equal. Relations
(C2), (C3) and (C4) can be proved in the same way.

Let us now derive Eq. (5.46) for the negative spin projection solution (the positive spin projection case can be
treated in the same way). Substituting Eqs. (5.42) and (5.43) into Eq. (5.25) we find

L
s
ξ ψ

(−,s̃)
Mℓ ℓN−2 σ̃

= C1C2



ξµ∂µU

(s̃)
Mℓ ℓN−2 σ̃

− sin θ
2 cosh t γ̃

N−1U
(s̃)
Mℓ ℓN−2 σ̃

ξµ∂µD
(s̃)
Mℓ ℓN−2 σ̃

+ sin θ
2 cosh t γ̃

N−1D
(s̃)
Mℓ ℓN−2 σ̃


 , (C5)

where C1 ≡ cN (Mℓ)/
√
2 and C2 ≡ cN−1(ℓ ℓN−2)/

√
2. Then, using

γ̃N−1 ˆ̃χ
(s̃)
±ℓN−2 σ̃

(ΩN−2) = ˆ̃χ
(s̃)
∓ℓN−2 σ̃

(ΩN−2)

(see Eq. (4.37)) and Eq. (5.45), it is straightforward to find

L
s
ξ ψ

(−,s̃)
Mℓ ℓN−2 σ̃

= C1C2

×




ˆ̃χ
(s̃)
−ℓN−2 σ̃

(
ξµ∂µ[φMℓφ̃ℓ ℓN−2

] + i sin θ
2 cosh tφMℓψ̃ℓ ℓN−2

)
− i ˆ̃χ

(s̃)
+ℓN−2 σ̃

(
ξµ∂µ[φMℓψ̃ℓ ℓN−2

]− i sin θ
2 cosh tφMℓφ̃ℓ ℓN−2

)

i ˆ̃χ
(s̃)
−ℓN−2 σ̃

(
ξµ∂µ[ψMℓφ̃ℓ ℓN−2

]− i sin θ
2 cosh tψMℓψ̃ℓ ℓN−2

)
+ ˆ̃χ

(s̃)
+ℓN−2 σ̃

(
ξµ∂µ[ψMℓψ̃ℓ ℓN−2

] + i sin θ
2 cosh tψMℓφ̃ℓ ℓN−2

)


 .

(C6)
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At this point we can use relations (C1)-(C4) to find

L
s
ξ ψ

(−,s̃)
Mℓ ℓN−2 σ̃

= C1C2

×
(

1

2(ℓ+ N−1
2 )

(
T

(+)
φ φMℓ

iT
(+)
ψ ψMℓ

)[
ˆ̃χ
(s̃)
−ℓN−2 σ̃

T̃
(+)

φ̃
φ̃ℓ ℓN−2

− i ˆ̃χ
(s̃)
+ℓN−2 σ̃

T̃
(+)

ψ̃
ψ̃ℓ ℓN−2

]

− 1

2(ℓ+ N−1
2 )

(
T

(−)
φ φMℓ

iT
(−)
ψ ψMℓ

)[
ˆ̃χ
(s̃)
−ℓN−2 σ̃

T̃
(−)

φ̃
φ̃ℓ ℓN−2

− i ˆ̃χ
(s̃)
+ℓN−2 σ̃

T̃
(−)

ψ̃
ψ̃ℓ ℓN−2

]

− i
M(ℓN−2 +

N−2
2 )

2(ℓ+ N
2 )(ℓ+

N−2
2 )

(
iψMℓ

φMℓ

)[
ˆ̃χ
(s̃)
−ℓN−2 σ̃

φ̃ℓ ℓN−2
+ i ˆ̃χ

(s̃)
+ℓN−2 σ̃

ψ̃ℓ ℓN−2

])
. (C7)

Then using Eqs. (5.43) and (5.45) as well as the ladder relations (5.34)-(5.37) we obtain Eq. (5.46).

2. Transformation properties for N = 2.

The massive positive frequency solutions (4.17)-(4.18) for N = 2 are given by

ψ
(−)
Mℓ (t, ϕ) =

c2(Mℓ)

2
√
π

(
φMℓ(t)
iψMℓ(t)

)
e−i(ℓ+1/2)ϕ, (C8)

ψ
(+)
Mℓ (t, ϕ) =

c2(Mℓ)

2
√
π

(
iψMℓ(t)
φMℓ(t)

)
e+i(ℓ+1/2)ϕ, (C9)

where 0 ≤ ϕ ≡ θ1 < 2π and ℓ = 0, 1, ... . By calculating the spinorial Lie derivative with respect to the boost Killing

vector (5.23) we arrive again at Eq. (5.25), where ∂ψ
(±)
Mℓ /∂ϕ = ±i(ℓ+ 1

2 )ψ
(±)
Mℓ . By expressing cosϕ and sinϕ in terms

of exp (±iϕ) and using the ladder operators (5.34), (5.35) with N = 2 it is straightforward to find

L
s
ξ ψ

(±)
Mℓ =

k(+)

2

c2(Mℓ)

c2(M, ℓ+ 1)
ψ
(±)
M ℓ+1 +

k(−)

2

c2(Mℓ)

c2(M, ℓ− 1)
ψ
(±)
M ℓ−1 (C10)

=− i

2
(ℓ+ 1− iM)ψ

(±)
M ℓ+1 −

i

2
(ℓ+ iM)ψ

(±)
M ℓ−1. (C11)

By using Eq. (C11) we have verified that (L s
ξ ψMℓ, ψM ℓ±1) + (ψMℓ,L

s
ξ ψM ℓ±1) = 0, in agreement with the de Sitter

invariance of the inner product (5.2).

Appendix D: Derivation of the massless Wightman two-point function using the mode-sum method

In this Appendix we present the derivation of the massless Wightman two-point function using the mode-sum
method (6.18) for N even. The derivation of the two-point function for N odd has many similarities with the
even-dimensional case and therefore is just briefly discussed. The case with N = 2 is presented separately at the end.

Let us first introduce the notation and some useful relations used in the calculations. The functions (4.11)-(4.12)
used in the recursive construction of the eigenspinors of the Dirac operator on SN−r (N − r = 1, 2, ..., N − 2) are
denoted as

φ̃ℓN−r ℓN−r−1
(θN−r) ≡ φ̃

(N−r)
ℓN−r ℓN−r−1

, ψ̃ℓN−r ℓN−r−1
(θN−r) ≡ ψ̃

(N−r)
ℓN−i ℓN−r−1

, (D1)

with φ̃
(N−r)
0 0 = cos (θN−r/2) and ψ̃

(N−r)
0 0 = sin (θN−r/2) (see Eqs. (D13) and (D14) below). We let θN−r =

(θN−r, θN−r−1, ..., θ1). The dimension of the Spin(N − 1,1) representation is denoted as D ≡ 2N/2. Also, let
s̃N−2 represent the spin projection indices (sN−2, sN−4, ..., s4, s2), s̃N−4 represent (sN−4, ..., s4, s2) and so forth.
Similarly, σN−r represents the angular momentum quantum numbers (ℓN−r, ℓN−r−1, ..., ℓ2, ℓ1) etc. Note that for
θ′N−1 = θ′N−2 = ... = θ′1 = 0 we have

cosµ|θ′=0 = − sinh t sinh t′ + cosh t cosh t′ cos θN−1, (D2)
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(see Eq. (2.20)) while the only non-zero (vielbein basis) components of the tangent vector na|θ′=0 (see
Eqs. (2.26)−(2.28)) are given by

n0|θ′=0 =
1

sinµ
(cosh t sinh t′ − sinh t cosh t′ cos θN−1), (D3)

nN−1|θ′=0 =
cosh t′

sinµ
sin θN−1 =

1

cosh t
nθN−1

|θ′=0. (D4)

(For brevity we will denote n0|θ′=0, nN−1|θ′=0, and /n|θ′=0 by n0, nN−1 and /n respectively.) Also, notice that
Spin(N − 1, 1) transformation matrices can be expressed as

exp (aΣ0j) = exp (
a

2
γ0γj) = 1 cosh

a

2
+ γ0γj sinh

a

2
, (D5)

exp (bΣkj) = exp (
b

2
γkγj) = 1 cos

b

2
+ γkγj sin

b

2
, (D6)

(with k 6= j and k, j = 1, 2, ..., N − 1) where a, b are the transformation parameters. The corresponding generators
are given by Eq. (3.6). Also, many of the following calculations involve the variables x = π/2− it, x′ = π/2− it′ (see
Eq. (1.6)).
We can now start deriving the massless Wightman two-point function for N even. By expanding the summation

over the spin projections (s = ±) Eq. (6.18) becomes

W0

(
(t,θN−1), (t

′,0)
)
=

∞∑

ℓ=0

∑

σN−2

∑

s̃N−2

[
ψ
(+,s̃N−2)
0ℓσN−2

(t,θN−1)ψ
(+,s̃N−2)

0ℓσN−2
(t′,0) + ψ

(−,s̃N−2)
0ℓσN−2

(t,θN−1)ψ
(−,s̃N−2)

0ℓσN−2
(t′,0)

]
. (D7)

Then using Eqs. (7.25)-(7.26) we find

W0

(
(t,θN−1), (t

′,0)
)
=−

∣∣∣cN (M = 0)√
2

∣∣∣
2 ∞∑

ℓ=0

∑

σN−2

φ0ℓ(t)φ
∗
0ℓ(t

′)

×
∑

s̃N−4

∑

sN−2

(
0 χ

(sN−2,s̃N−4)
−ℓσN−2

(θN−1)χ
(sN−2,s̃N−4)
−ℓσN−2

(0)†

χ
(sN−2,s̃N−4)
+ℓσN−2

(θN−1)χ
(sN−2,s̃N−4)
+ℓσN−2

(0)† 0

)
,

(D8)

where χ
(sN−2,s̃N−4)
±ℓσN−2

are the eigenspinors on SN−1. In order to proceed we need to express the eigenspinors on SN−r,

with N − r odd, in terms of eigenspinors on SN−r−2. Therefore, using Eqs. (4.34), (4.5) and (4.6) we derive the
following two recursive relations:

χ
(−,s̃N−r−3)
±ℓN−r σN−r−1

(θN−r) =
cN−r(ℓN−r ℓN−r−1)√

2

cN−r−1(ℓN−r−1 ℓN−r−2)√
2

1√
2

×




(1 + i)φ̃
(N−r−1)
ℓN−r−1 ℓN−r−2

[φ̃
(N−r)
ℓN−r ℓN−r−1

± iψ̃
(N−r)
ℓN−r ℓN−r−1

]

−(1 + i)ψ̃
(N−r−1)
ℓN−r−1 ℓN−r−2

[φ̃
(N−r)
ℓN−r ℓN−r−1

∓ iψ̃
(N−r)
ℓN−r ℓN−r−1

]


χ

(s̃N−r−3)
−ℓN−r−2, σN−r−3

(θN−r−2),

(D9)

χ
(+,s̃N−r−3)
±ℓN−r σN−r−1

(θN−r) =
cN−r(ℓN−r ℓN−r−1)√

2

cN−r−1(ℓN−r−1 ℓN−r−2)√
2

1√
2

×



(−1 + i)ψ̃

(N−r−1)
ℓN−r−1 ℓN−r−2

[φ̃
(N−r)
ℓN−r ℓN−r−1

± iψ̃
(N−r)
ℓN−r ℓN−r−1

]

(−1 + i)φ̃
(N−r−1)
ℓN−r−1 ℓN−r−2

[φ̃
(N−r)
ℓN−r ℓN−r−1

∓ iψ̃
(N−r)
ℓN−r ℓN−r−1

]


χ

(s̃N−r−3)
+ℓN−r−2, σN−r−3

(θN−r−2)

(D10)

(for r odd and N − 3 ≥ r ≥ 1). Since ψ̃
(N−r)
ℓN−r ℓN−r−1

(0) = 0 and φ̃
(N−r)
ℓN−r ℓN−r−1

(0) is non-zero only for ℓN−r−1 = 0,

it is clear from the recursive relations (D9)-(D10) that the only non-vanishing terms in Eq. (D8) are the ones with
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ℓN−2 = ℓN−3 = ... = ℓ2 = ℓ1 = 0. Thus, only the summation over ℓN−1 ≡ ℓ survives in the mode-sum. Substituting
Eqs. (D9) and (D10) (with r = 1) into Eq. (D8) one obtains (after some calculations)

W0

(
(t,θN−1), (t

′,0)
)
=
∣∣∣cN (M = 0)√

2

∣∣∣
2 ∞∑

ℓ=0

φ0ℓ(t)φ
∗
0ℓ(t

′)
∣∣∣cN−1(ℓ0)√

2

∣∣∣
2 ∣∣∣cN−2(00)√

2

∣∣∣
2

× φ̃
(N−1)
ℓ0 (0)∗

[
iφ̃

(N−1)
ℓ0 (θN−1) γ

0 + ψ̃
(N−1)
ℓ0 (θN−1) γ

N−1
] [

I2 ⊗
(
φ̃
(N−2)
00 ψ̃

(N−2)
00

−ψ̃(N−2)
00 φ̃

(N−2)
00

)
⊗ ID/4

]

×


I2 ⊗

∑

s̃N−4

(
χ
(s̃N−4)
−00 (θN−3)χ

(s̃N−4)
−00 (0)† 0

0 χ
(s̃N−4)
+00 (θN−3)χ

(s̃N−4)
+00 (0)†

)
 , (D11)

where Id is the identity matrix of dimension d. Also, we are going to use the following results:

|cN−1(ℓ0)|2 =
Γ(ℓ+ 1)Γ(ℓ+N − 1)

2N−3|Γ(ℓ+ N−1
2 )|2

, (D12)

φ̃
(N−1)
ℓ0 (θN−1) = κ

(N−1)
φ (ℓ0) cos

θN−1

2
F (ℓ+N − 1,−ℓ; N − 1

2
; sin2

θN−1

2
), (D13)

ψ̃
(N−1)
ℓ0 (θN−1) = κ

(N−1)
φ (ℓ0)

(ℓ+ (N − 1)/2)

(N − 1)/2
sin

θN−1

2
F (ℓ+N − 1,−ℓ; N + 1

2
; sin2

θN−1

2
), (D14)

where

κ
(N−1)
φ (ℓ0) =

Γ(ℓ+ N−1
2 )

ℓ! Γ(N−1
2 )

(D15)

(see Eqs. (4.7) and (4.11)−(4.13)).

We complete the derivation of the massless two-point function in three steps: 1) we calculate the proportionality
constant (and we show that it agrees with the proportionality constant in Eq. (7.20); 2) we obtain a closed-form result
for the infinite sum over ℓ and we determine the dependence on { t, θN−1, t

′ }; 3) we obtain analytic expressions for
the terms of the two-point function that depend only on the angular variables θN−2, θN−3, ..., θ1. We call the latter
the “angular part” of the two-point function and we denote it as follows:

W̃0(ΩN−2) ≡



N−1∏

j=3

∣∣∣cN−j(00)√
2

∣∣∣
−2


×

[
I2 ⊗

(
φ̃
(N−2)
00 ψ̃

(N−2)
00

−ψ̃(N−2)
00 φ̃

(N−2)
00

)
⊗ ID/4

]

×


I2 ⊗

∑

s̃N−4

(
χ
(s̃N−4)
−00 (θN−3)χ

(s̃N−4)
−00 (0)† 0

0 χ
(s̃N−4)
+00 (θN−3)χ

(s̃N−4)
+00 (0)†

)
 . (D16)

After completing these steps it will be clear that the obtained two-point function is of the form (7.19) (i.e. it agrees
with the construction presented in Ref. [4]).

1. The proportionality constant

The proportionality constant for the massless two-point function arises from the normalization factors in Eq. (D11).
(Note that apart from cN (M = 0) and cN−1(ℓ0) there are N − 2 additional normalization factors; one for each lower-
dimensional sphere.) The overall contribution from the normalization factors is given by the following product:

∣∣∣cN (M = 0)√
2

∣∣∣
2 ∣∣∣cN−1(ℓ0)√

2
κ
(N−1)
φ (ℓ0)

∣∣∣
2 N−1∏

j=2

∣∣∣cN−j(00)√
2

∣∣∣
2

(D17)

=
1

2π

∣∣∣cN (M = 0)√
2

∣∣∣
2 ∣∣∣cN−1(ℓ0)√

2
κ
(N−1)
φ (ℓ0)

∣∣∣
2 N−2∏

j=2

∣∣∣cN−j(00)√
2

∣∣∣
2

(D18)
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where c1(00) ≡ 1/
√
π is the normalization factor for eigenspinors on S1, while the normalization factors for eigenspinors

on higher-dimensional spheres are given by Eq. (4.7). Using Eqs. (D12) and (D15) we observe that

∣∣∣cN−1(ℓ0)κ
(N−1)
φ (ℓ0)

∣∣∣
2

=
∣∣∣cN−1(00)

∣∣∣
2 (N − 1)ℓ

ℓ!
, (D19)

where (N − 1)ℓ = Γ(N − 1 + ℓ)/Γ(N − 1) is the Pochhamer symbol for the rising factorial. Using Eq. (D19) we may
rewrite Eq. (D17) as

1

π2N2N−2

N−2∏

j=1

Γ(N − j)

|Γ(N−j
2 )|22N−j−2

× (N − 1)ℓ
ℓ!

=
Γ(N/2)

2N/2 (2π)N/2
× (N − 1)ℓ

ℓ!
, (D20)

where we also used Eqs. (4.7), (5.20) and the Legendre duplication formula (5.19). Equation (D20) clearly gives the
desired form for the proportionality constant (see Eq. (7.20)). The ℓ-dependence in Eq. (D20) will be discussed later
(it will be used in the summation over ℓ).

2. Obtaining a closed-form expression for the series

Using Eqs. (D11), (D13), (D14) and (D20) we collect all the ℓ-dependent terms of the two-point function. Then
the mode-sum expression (D11) can be written as

W0

(
(t,θN−1), (t

′,0)
)
=

Γ(N/2)

2N/2 (2π)N/2
[iAγ0 +BγN−1] W̃0(ΩN−2), (D21)

where

A = cos
θN−1

2

∞∑

ℓ=0

(N − 1)ℓ
ℓ!

φ0ℓ(t)φ
∗
0ℓ(t

′)F (ℓ+N − 1,−ℓ; N − 1

2
; sin2

θN−1

2
), (D22)

B =
2 sin θN−1

2

N − 1

∞∑

ℓ=0

(N − 1)ℓ
ℓ!

(ℓ+
N − 1

2
)φ0ℓ(t)φ

∗
0ℓ(t

′)F (ℓ+N − 1,−ℓ; N + 1

2
; sin2

θN−1

2
). (D23)

Using Eq. (7.27) for φ0ℓ(t), φ
∗
0ℓ(t

′) we find

A =
cos (θN−1/2)

(cos(x/2) [cos(x′/2)]
∗
)N−1

∞∑

ℓ=0

(N − 1)ℓ
ℓ!

(
ρ(t, t′)

)ℓ
F (ℓ+N − 1,−ℓ; N − 1

2
; sin2

θN−1

2
), (D24)

B =
2

N − 1

sin (θN−1/2)

(cos(x/2) [cos(x′/2)]
∗
)N−1

∞∑

ℓ=0

(N − 1)ℓ
ℓ!

(ℓ+
N − 1

2
)
(
ρ(t, t′)

)ℓ
F (ℓ+N − 1,−ℓ; N + 1

2
; sin2

θN−1

2
).

(D25)

where

ρ(t, t′) ≡ tan
x

2

[
tan

x′

2

]∗
=

(1− i sinh t)(1 + i sinh t′)

cosh t cosh t′
. (D26)

Let us first find the infinite sum in A. By using the formula [25]

∞∑

k=0

(a)k
k!

tkF (−k, a+ k; c; z) = (1− t)−aF (
a

2
,
a+ 1

2
; c;

−4t

(1− t)2
z), |t| < 1 (D27)
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Eq. (D24) can be written as

A =
cos (θN−1/2)

(cos (x/2) [cos (x′/2)]
∗
)N−1

(1− ρ(t, t′))−N+1F (
N − 1

2
,
N

2
;
N − 1

2
;

−4ρ(t, t′)

(1− ρ(t, t′))2
sin2

θN−1

2
) (D28)

=
cos (θN−1/2)

(cos (x/2) [cos (x′/2)]
∗
)N−1

(1− ρ(t, t′))−N+1 ((1− ρ(t, t′))2)N/2

[(1− ρ(t, t′))2 + 4ρ(t, t′) sin2( θN−1

2 )]N/2
, (D29)

where we also used

F (a, b; b; z) =
1

(1− z)a
. (D30)

(Note that since |ρ(t, t′)| = 1 the series in Eq. (D24) diverges. Therefore, we make the replacement t → t − iǫ with
ǫ > 0 before applying (D27) and then we let ǫ→ 0.) By expressing x, x′ and ρ(t, t′) in terms of t and t′ we can write
Eq. (D29) as

A =i sinh
t− t′

2
cos

θN−1

2
(sin2

µ

2
)−N/2 (D31)

= iw1(t, θN−1, t
′) (sin2

µ

2
)−N/2. (D32)

(The biscalar function w1 is given in Eq. (7.33), while sin2 (µ/2) can be found by Eq. (D2)).

Let us now find the infinite sum in B. We can rewrite Eq. (D25) as

B =
2

N − 1

sin (θN−1/2)

(cos(x/2) [cos(x′/2)]
∗
)N−1

×
(
ρ
∂

∂ρ
+
N − 1

2

)

×
∞∑

ℓ=0

(N − 1)ℓ
ℓ!

ρℓ F (ℓ+N − 1,−ℓ; N + 1

2
; sin2

θN−1

2
)
)
, (D33)

where t should be understood as t− iǫ (ǫ > 0) in order to achieve convergence in this series. (We take the limit ǫ→ 0
at the end of the calculation.) At this point we use again the formula (D27) and then we introduce the variable

X ≡ −4ρ

(1− ρ)2
sin2

θN−1

2
. (D34)

After some calculations we can rewrite B as follows:

B =
2

N − 1

sin (θN−1/2)

(cos(x/2) [cos(x′/2)]
∗
)N−1

1 + ρ

(1− ρ)N

× [X
∂

∂X
+
N − 1

2
]F (

N − 1

2
,
N

2
;
N + 1

2
;X), (D35)

where we notice the appearance of the raising operator for the first parameter of the hypergeometric function (B3).
Then using Eq. (D30) we obtain

B =
sin (θN−1/2)

(cos (x/2) [cos (x′/2)]
∗
)N−1

1 + ρ(t, t′)

[(1− ρ(t, t′))2 + 4ρ(t, t′) sin2( θN−1

2 )]N/2

((1− ρ(t, t′))2)N/2

(1− ρ(t, t′))N
. (D36)

After a straightforward calculation Eq. (D36) can be written as

B =cosh
t+ t′

2
sin

θN−1

2
(sin2

µ

2
)−N/2 (D37)

= w2(t, θN−1, t
′)(sin2

µ

2
)−N/2. (D38)

(The biscalar function w2 is given in Eq. (7.34).)
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By combining Eqs. (D32) and (D38), the two-point function (D21) can be written in the following form:

W0

(
(t,θN−1), (t

′,0)
)
=

β0(µ)

sin (µ/2)
[−w1γ

0 + w2γ
N−1] W̃0(ΩN−2), (D39)

where β0(µ) is given by Eq. (7.16). We can simplify this expression by using /n
2 = 1 and observing that

/n[−w1γ
0 + w2γ

N−1] = (w1 n0 + w2 nN−1)1+ (w2 n0 + w1 nN−1)γ
0γN−1 (D40)

= sin
µ

2
(1 cosh

λ

2
+ γ0γN−1 sinh

λ

2
) (D41)

= sin
µ

2
exp (

λ

2
γ0γN−1), (D42)

where in the last line we used Eq. (D5). (For the definition of λ see Eq. (7.32).) Substituting Eq. (D42) into the
expression (D39) of the two-point function we find

W0

(
(t,θN−1), (t

′,0)
)
= β0(µ)/n exp (

λ

2
γ0γN−1) W̃0(ΩN−2).

The bispinor exp (λ2 γ
0γN−1) W̃0(ΩN−2) is the spinor parallel propagator (see Eq. (7.31)).

3. Determining the “angular part” of the two-point function

In this section of the Appendix we show that the “angular part” W̃0(ΩN−2) (which is defined in Eq. (D16)) can be
written as a product of N − 2 rotation matrices ∈ Spin(N − 1, 1) (see Eq. (D6)). As is well known, these rotation
matrices can be constructed by exponentiating the generators (3.6).

It is convenient to express the 2N/2-dimensional gamma matrices (3.2) using the tensor-product notation as follows:

γ0 = iσ2 ⊗ I2N/2−1 ,

γN−r = [

[r/2]+1⊗

i=1

σ1]⊗ σ3 ⊗ I2(N−3−r)/2 ,

γN−r−1 = [

[r/2]+1⊗

i=1

σ1]⊗ σ2 ⊗ I2(N−3−r)/2 , r odd, 1 ≤ r ≤ N − 3,

γ1 =

N/2⊗

i=1

σ1, (D43)

where the Pauli matrices are given by

σ1 =

(
0 i
−i 0

)
, σ2 =

(
0 1
1 0

)
, σ3 =

(
1 0
0 −1

)
. (D44)

Note that they satisfy σiσj = δij + i
∑
k ǫ

ijkσk, where ǫijk is the totally antisymmetric tensor (the latter equals +1
if (i, j, k) is an even permutation of (1, 2, 3) and −1 if it is an odd permutation). The form of the Pauli matrices we
use here is related to their conventional form as follows: σ1 = σ2, σ2 = −σ1, σ3 = σ3, where lower indices are used
to label the conventional Pauli matrices. For later convenience, consider the rotation generators γN−r+1γN−r/2 and
γN−rγN−r−1/2 (r odd) of Spin(N − 1, 1) (see Eq. (3.6)). Using Eqs. (D43) for the gamma matrices the generators
can be written as

1

2
γN−r+1γN−r = I2[r/2] ⊗ (− i

2
σ3)⊗ σ3 ⊗ I2(N−3−r)/2 , r odd, N − 3 ≥ r ≥ 3, (D45)

1

2
γN−rγN−r−1 = I2[r/2] ⊗ I2 ⊗ (− i

2
σ1)⊗ I2(N−3−r)/2 , r odd, N − 3 ≥ r ≥ 1 (D46)



26

and the corresponding rotation matrices with parameters θN−r, θN−r−1 are respectively found to be

exp [
θN−r

2
γN−r+1γN−r] = I2[r/2] ⊗ exp[− iθN−r

2
σ3 ⊗ σ3]⊗ I2(N−3−r)/2 , r odd, N − 3 ≥ r ≥ 3 (D47)

and

exp [
θN−r−1

2
γN−rγN−r−1] =I2[r/2] ⊗ exp [I2 ⊗ (− iθN−r−1

2
σ1)]⊗ I2(N−3−r)/2 , r odd, N − 3 ≥ r ≥ 1. (D48)

Similarly, one can show that

exp[
θ1
2
γ2γ1] =I2(N−2)/2 ⊗ exp (−iθ1

2
σ3). (D49)

Our goal is to express the “angular part” of the two-point function (D16) as a product consisting of rotation matrices
such as (D47), (D48) and (D49). By using Eq. (D48) we can write the “angular part” (D16) of the two point function
as follows:

W̃0(ΩN−2) = exp [
θN−2

2
γN−1γN−2]

[
I2 ⊗

(
X

(N−3)
− 0

0 X
(N−3)
+

)]
, (D50)

where we also used φ̃
(N−2)
0 0 = cos (θN−2/2), ψ̃

(N−2)
0 0 = sin (θN−2/2) (see Eqs. (D13)-(D14)) and we defined

X
(N−r)
± ≡

N−1∏

j=r

∣∣∣cN−j(00)√
2

∣∣∣
−2

×


 ∑

s̃N−r−3

∑

sN−r−1

χ
(sN−r−1,s̃N−r−3)
±00 (θN−r)χ

(sN−r−1,s̃N−r−3)
±00 (0)†


 , r odd, N − 3 ≥ r ≥ 3, (D51)

with X
(1)
± ≡ exp [±iθ1/2]. In order to proceed we use the recursive relations (D9)-(D10) to find the following recursive

relation:

X
(N−r)
± =



(φ̃

(N−r)
00 ± iψ̃

(N−r)
00 )1 0

0 (φ̃
(N−r)
00 ∓ iψ̃

(N−r)
00 )1






φ̃
(N−r−1)
00 1 ψ̃

(N−r−1)
00 1

−ψ̃(N−r−1)
00 1 φ̃

(N−r−1)
00 1




×



X

(N−r−2)
− 0

0 X
(N−r−2)
+




=





exp (±i θN−r

2 ) 0

0 exp (∓i θN−r

2 )






cos θN−r−1

2 sin θN−r−1

2

− sin θN−r−1

2 cos θN−r−1

2


⊗ I2(N−3−r)/2




×



X

(N−r−2)
− 0

0 X
(N−r−2)
+


 , r odd, N − 3 ≥ r ≥ 3, (D52)

where we expanded the summation over the spin projection index sN−r−1 in Eq. (D51) and we used φ̃
(n)
0 0 =
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cos (θn/2), ψ̃
(n)
0 0 = sin (θn/2). Then, by combining Eqs. (D47), (D48) and (D52), we can show that

I2[r/2] ⊗



X

(N−r)
− 0

0 X
(N−r)
+


 =exp [

θN−r

2
γN−r+1γN−r] exp [

θN−r−1

2
γN−rγN−r−1]

×


I2[(r+2)/2] ⊗



X

(N−(r+2))
− 0

0 X
(N−(r+2))
+




 , r odd, N − 3 ≥ r ≥ 3. (D53)

We can now sequentially apply the recursive relation (D53) for r = 3, 5, ..., N − 3 in the expression for the “angular
part” of the two-point function (D50). It is straightforward to find

W̃0(ΩN−2) = exp [
θN−2

2
γN−1γN−2] exp [

θN−3

2
γN−2γN−3] ... exp [

θ2
2
γ3γ2] exp [

θ1
2
γ2γ1] (D54)

=

N−1∏

j=2

exp [
θN−j

2
γN−j+1γN−j ]. (D55)

4. Massless Wightman two-point function for N odd

The derivation for N odd shares many similarities with the case with N even. Therefore, we just outline the steps
involved in the calculation.
Substituting the massless positive frequency modes (7.37) into the mode-sum expression (6.18) and working as in

the case with N even it is straightforward to derive Eq. (D21) (where A, B and the proportionality constant are
calculated in the same way as for N even). The “angular part” of the two-point function is given by

W̃0(ΩN−2) ≡



N−1∏

j=2

∣∣∣cN−j(00)√
2

∣∣∣
−2


×

∑

s̃N−3

(
χ
(s̃N−3)
−00 (θN−2)χ

(s̃N−3)
−00 (0)† 0

0 χ
(s̃N−3)
+00 (θN−2)χ

(s̃N−3)
+00 (0)†

)
. (D56)

The gamma matrices (3.4) have dimension D = 2[N/2] and can be expressed in terms of Pauli matrices as follows:

γ0 = iσ3 ⊗ I2[N/2]−1 ,

γN−1 = σ2 ⊗ I2[N/2]−1 ,

γN−r−1 = [

[r/2]+1⊗

i=1

σ1]⊗ σ3 ⊗ I2(N−4−r)/2 ,

γN−r−2 = [

[r/2]+1⊗

i=1

σ1]⊗ σ2 ⊗ I2(N−4−r)/2 , r = odd, 1 ≤ r ≤ N − 4, (D57)

γ1 =

[N/2]⊗

i=1

σ1. (D58)

Then, as in the case with N even, we can obtain Eqs. (D47), (D48) and (D53) with N → N − 1 and r odd, 1 ≤ r ≤
N −4. The recursive relation (D53) (with N → N −1) can be sequentially applied for r = 1, 3, ..., N −4 in Eq. (D56).
Then one obtains the final expression (D54) for the “angular part” .

5. Massless Wightman two-point function on dS2

In this subsection we derive the massless spinor Wightman two-point function on dS2 using the mode-sum
method (6.18) and we show that it agrees with Eq. (7.19). The derivation is slightly different but simpler than
the case with N > 2. Note that in this subsection we use the same (bi)scalar functions that we introduced for the
case with N > 2, with θN−1 → ϕ − ϕ′ and 0 ≤ ϕ,ϕ′ < 2π. (See Eqs. (7.32)-(7.36).) The geodesic distance and the
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tangent vector components are

cosµ = − sinh t sinh t′ + cosh t cosh t′ cos(ϕ− ϕ′), (D59)

n0 =
1

sinµ
(cosh t sinh t′ − sinh t cosh t′ cos (ϕ− ϕ′)), (D60)

n1 =
1

sinµ
cosh t′ sin (ϕ− ϕ′), (D61)

where n1 = nϕ/ cosh t. (Note that by letting ϕ−ϕ′ → θN−1 in these expressions we obtain Eqs. (D3) and (D4). This
makes many steps of the calculation the same as in the case with N > 2.) The massless positive frequency solutions
(7.25)-(7.26) for N = 2 are given by

ψ
(−)
0ℓ (t, ϕ) =

1

2
√
π

(
φ0ℓ(t)

0

)
e−i(ℓ+1/2)ϕ, (D62)

ψ
(+)
0ℓ (t, ϕ) =

1

2
√
π

(
0

φ0ℓ(t)

)
e+i(ℓ+1/2)ϕ, (D63)

where φ0ℓ(t) is given as function of x = π/2 − it by Eq. (7.27) (ℓ = 0, 1, ...). After a straightforward calculation the
mode-sum method (6.18) gives the following expression for the Wightman two-point function:

W0[(t, ϕ), (t
′, ϕ′)] = − 1

4π

1

cos (x/2) [cos (x′/2)]
∗

(
0 M−

M+ 0

)
, (D64)

where

M± = e±i(ϕ−ϕ
′)/2

∞∑

ℓ=0

(
tan

x

2

[
tan

x′

2

]∗
e±i(ϕ−ϕ

′)

)ℓ

= e±i(ϕ−ϕ
′)/2

(
1− tan

x

2

[
tan

x′

2

]∗
e±i(ϕ−ϕ

′)

)−1

. (D65)

Since
∣∣∣tan x

2

[
tan x′

2

]∗
e±i(ϕ−ϕ

′)
∣∣∣ = 1 we let t→ t− iǫ (i.e. x→ x− ǫ, where ǫ > 0) in order for the series to converge

and then we let ǫ→ 0. By expressing x, x′ in terms of t, t′ we can show the following relations:

M± =
1

w∓
(D66)

=
w±

sin2(µ/2)
, (D67)

where in the second line we used the identity w+w− = sin2(µ/2). By substituting Eq. (D67) into the two-point
function (D64) it is straightforward to find

W0[(t, ϕ), (t
′, ϕ′)] =

β0(µ)

sin (µ/2)
[−w1γ

0 + w2γ
1]. (D68)

By repeating the same calculation that resulted in Eq. (D42) we find

W0[(t, ϕ), (t
′, ϕ′)] = β0(µ)/n exp (

λ

2
γ0γ1), (D69)

where the exponential is the spinor parallel propagator (7.31) for dS2.

Appendix E: Testing our result for the spinor parallel propagator

In this Appendix we show that our result for the spinor parallel propagator (i.e. Eq. (7.31)) satisfies the defining
properties (7.2)− (7.4), as introduced in Ref. [4].



29

1. Parallel transport equation

Our result for the spinor parallel propagator (7.31) has to satisfy the parallel transport equation (7.4). Starting
from Eq. (7.4) and expressing the spinor parallel propagator in terms of the massless Wightman function (using
Eq. (7.19)) one can obtain Eq. (7.23). For convenience, we use Eq. (7.23) rather than Eq. (7.4) in order to test the
parallel transport-property of the spinor parallel propagator. Let us express our two-point function in the form (D39).
Since no derivatives act on the “angular part” it is straightforward to write Eq. (7.23) as follows:

(D(t, θN−1, t
′) +

N − 1

2
cot

µ

2
)
[
sin−N

µ

2
(−w1(t, θN−1, t

′) γ0 + w2(t, θN−1, t
′) γN−1)

]
= 0, (E1)

where the differential operator D(t, θN−1, t
′) is defined as

D(t, θN−1, t
′) ≡ [nt∂t + nθN−1∂θN−1

− nθN−1
sinh t

2
γ0γN−1 ]θ′=0. (E2)

(The tangent vectors for θ′ = 0 are given by Eqs. (D3)-(D4).) Now our initial problem has reduced to a partial
differential equation involving only the coordinates t, θN−1 and t′. This is expected because geodesics on SN−1

lie along the line (θN−2, ..., θ2, θ1) = (θ′N−2, ..., θ
′
2, θ

′
1) = (0, ..., 0, 0). In the rest of this Appendix we implicitly let

θ′ = 0 in all relevant quantities unless otherwise stated (and hence nµ∂µ will stand for [nt∂t+n
θN−1∂θN−1

]θ′=0). The
parallel transport equation (E1) gives rise to partial differential equations involving just the biscalars w1(t, θN−1, t

′)
and w2(t, θN−1, t

′) (see Eqs. (7.33)-(7.34)). Below we derive these differential equations. Their validity has been
tested using Mathematica 11.2.

Case 1: N even. Using the expressions for the γa’s (3.2) we find

−1

sinN (µ/2)
(−w1(t, θN−1, t

′) γ0 + w2(t, θN−1, t
′) γN−1) =

1

sinN (µ/2)




0 0 w− 0
0 0 0 w+

w+ 0 0 0
0 w− 0 0


 (E3)

≡
(

0 W1

W2 0

)
, (E4)

where W1 and W2 represent 2N/2−1-dimensional matrices and their matrix elements can be read from above. Here 0
stands for the matrix having all entries zero. Then Eq. (E1) can be expanded in matrix-component form as follows:



1[nµ∂µ + N−1

2 cot (µ/2) ]− 1
2n

θN−1 sinh t γ̃N−1 0

0 1[nµ∂µ + N−1
2 cot (µ/2) ] + 1

2n
θN−1 sinh t γ̃N−1






0 W1

W2 0




=

(
0 0
0 0

)
. (E5)

After a straightforward calculation we obtain the following two equations for the biscalar functions w1 and w2:

(nµ∂µ +
N − 1

2
cot

µ

2
)

w1

sinN (µ/2)
= −n

θN−1

2
sinh t

w2

sinN (µ/2)
,

(nµ∂µ +
N − 1

2
cot

µ

2
)

w2

sinN (µ/2)
= −n

θN−1

2
sinh t

w1

sinN (µ/2)
. (E6)

Then we use ∂αµ = nα in order to simplify Eqs. (E6). Thus, we obtain the following system of differential equations
for w1 and w2:

(nt∂t + nθN−1∂θN−1
)w1 −

1 + cosµ

2 sinµ
w1 = −w2

nθN−1

2
sinh t,

(nt∂t + nθN−1∂θN−1
)w2 −

1 + cosµ

2 sinµ
w2 = −w1

nθN−1

2
sinh t, (E7)
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where we also used nµnµ = 1, cot (µ/2) = (1+cosµ)/ sinµ. These equations are expressed in a particularly convenient
form since there is a factor of 1/ sinµ (which can be cancelled) in each term (see Eqs. (2.23) and (D3)). We have
verified that the formulas we have derived for w1, w2 (given by Eqs. (7.33) and (7.34)) satisfy the differential equations
(E7) using Mathematica 11.2. Thus, our result for the spinor parallel propagator (7.31) satisfies the parallel transport
equation (7.4).

Case 2: N odd. Using the gamma matrices (3.4) we find

−w1 γ
0 + w2 γ

N−1 =



−iw11 w21

w21 iw11


 , γ0γN−1 =

(
0 i1

−i1 0

)
. (E8)

Then, as in the case with N even, we substitute these into Eq. (E1) and we obtain the system (E7). The latter can
be solved by our results for w1, w2 (Eqs. (7.33) and (7.34)). Thus, our result for the spinor parallel propagator (7.31)
satisfies the parallel transport equation, as required.

2. Parallel-transport property of /n

In this subsection we show that our result for the spinor parallel propagator (7.31) satisfies Eq. (7.5) describing the
parallel-transport property of /n. Let L and R denote the left- and right-hand sides of Eq. (7.5) respectively, i.e.

L ≡
(
Λ[(t,θ), (t′,0)]

)−1

γana|θ′=0 Λ[(t,θ), (t′,0)], (E9)

R ≡ −γa′na′ |θ′=0, (E10)

where the inverse of the spinor parallel propagator can be readily found using Eq. (7.31). The components of na|θ′=0

are given in Eq. (D3), while the components of na′ |θ′=0 are found to be (see the paragraph below Eqs. (2.26)- (2.28))

n0′ |θ′=0 =
1

sinµ
(cosh t′ sinh t− sinh t′ cosh t cos θN−1),

n(N−1)′ |θ′=0 = −cosh t

sinµ
sin θN−1 cos θN−2,

n(N−2)′ |θ′=0 = −cosh t

sinµ
sin θN−1 sin θN−2 cos θN−3,

...

n2′ |θ′=0 = −cosh t

sinµ
(

N−2∏

i=1

sin θN−i) cos θ1,

n1′ |θ′=0 = −cosh t

sinµ

N−1∏

i=1

sin θN−i. (E11)

We will show that the two sides of Eq. (7.5) are equal by rearranging the terms in L. Substituting Eqs. (7.30) and
(7.31) into Eq. (E9) we find

L = e−
θ1
2 γ

2γ1

... e−
θN−2

2 γN−1γN−2

e−
λ
2 γ

0γN−1

[γ0n0 + γN−1nN−1]θ′=0

× e
λ
2 γ

0γN−1

e
θN−2

2 γN−1γN−2

... e
θ1
2 γ

2γ1

= γ0n0|θ′=0

(
e−

θ1
2 γ

2γ1

... e−
θN−2

2 γN−1γN−2)
eλγ

0γN−1(
e

θN−2
2 γN−1γN−2

... e
θ1
2 γ

2γ1)
+ γN−1nN−1|θ′=0

×
(
e−

θ1
2 γ

2γ1

... e−
θN−3

2 γN−2γN−3)
e+

θN−2
2 γN−1γN−2

eλγ
0γN−1(

e
θN−2

2 γN−1γN−2

... e
θ1
2 γ

2γ1)
, (E12)

where we used the fact that if two matrices A,B anti-commute exp (−A)B = B exp (A). Our goal is to express L as
a sum of N terms, where each term will be of the form: γa× (scalar) like Eq. (E10). In order to simplify Eq. (E12)
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we use exp (λγ0γN−1) = 1 coshλ+ γ0γN−1 sinhλ and find

L =[n0 coshλ− nN−1 sinhλ]θ′=0γ
0 + [−n0 sinhλ+ nN−1 coshλ]θ′=0γ

N−1

×
(
e−

θ1
2 γ

2γ1

... e−
θN−3

2 γN−2γN−3)
eθN−2γ

N−1γN−2(
e

θN−3
2 γN−2γN−3

...e
θ1
2 γ

2γ1)
. (E13)

Similarly, by expanding exp (θN−2γ
N−1γN−2) (and then all the other exponentials of the form exp (θjγ

j+1γj) that
will appear, with j = N − 3, ..., 2, 1) we find

L = [n0 coshλ− nN−1 sinhλ]θ′=0γ
0 − [−n0 sinhλ+ nN−1 coshλ]θ′=0

× (
cosh t

sinµ
sin θN−1)

−1[n(N−1)′γ
N−1 + n(N−2)′γ

N−2 + ...+ n2′γ
2 + n1′γ

1]θ′=0, (E14)

where we also used Eq. (E11). We have verified using Mathematica 11.2 that

[n0 coshλ− nN−1 sinhλ]θ′=0 = −n0′ , (E15)

[−n0 sinhλ+ nN−1 coshλ]θ′=0 =
cosh t

sinµ
sin θN−1, (E16)

where coshλ and sinhλ can be found by Eqs. (7.32). By substituting these formulas into Eq. (E14) we find that
L = R, i.e. our expression for the spinor parallel propagator (7.31) satisfies Eq. (7.5).

3. The inverse of the spinor parallel propagator

Finally, we show that our result for the spinor parallel propagator (7.31) satisfies the defining property given by
Eq. (7.2). First, let us derive an expression for the two-point function with interchanged points, i.e. W0(x

′, x) =
W0[(t

′,0), (t,θ)]. This can be found by the following relation:

W0(x
′, x) = −γ0W0(x, x

′)†γ0, (E17)

(see Eq. (6.18)). Combining this equation with Eq. (7.29) and using /n
† = γ0/nγ0 and γ0Λ(x, x′)†γ0 = −[Λ(x, x′)]−1

(this can be verified using Eq. (7.31)) we find

W0[(t
′,0), (t,θ)] = −β0(µ)

(
Λ[(t,θ), (t′,0)]

)−1

/n|θ′=0 (E18)

= β0(µ) /n
′|θ′=0

(
Λ[(t,θ), (t′,0)]

)−1

, (E19)

where in the last line we used Eq. (7.5). Equation (7.19) implies that the massless spinor Green’s function with
interchanged points, x ↔ x′, has the following form: S0(x

′, x) = β0(µ)/n
′ Λ(x′, x). Thus, we conclude that our

expression for the spinor parallel propagator satisfies:
(
Λ[(t,θ), (t′,0)]

)−1

= Λ[(t′,0), (t,θ)] in agreement with the

defining property (7.2).

Appendix F: A conjecture for the closed-form expression of a series containing the Gauss hypergeometric
function

In Sec. VIIC and in Appendix D we showed that the mode-sum approach (6.18) for the massless Wightman two-
point function reproduces the result of Ref. [4] (i.e. Eq. (7.19)). Motivated by this result, we compare the mode-sum
method for the massive Wightman two-point function (6.18) with Eq. (7.9) and we make a conjecture regarding
the closed-form expression of a series containing the Gauss hypergeometric function for N even. For simplicity, we
specialize to timelike separated points with θ = θ′ = 0. For brevity, we represent the Gauss hypergeometric function
as follows:

F
(a,b)
(c) (z) ≡ F (a, b; c; z). (F1)

We first present our conjecture and then we give some details for the reasoning for this conjecture.
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The conjecture is

F
(a,b)
(c+1)

(
cosh2 t

)
=

∞∑

ℓ=0

(a)ℓ(b)ℓ
(c)ℓ(c+ 1)ℓ

(N − 1)ℓ
ℓ!

(cosh2 t
4

)ℓ
F

(a+ℓ,b+ℓ)
(c+ℓ)

(1− i sinh t

2

)
F

(a+ℓ,b+ℓ)
(c+1+ℓ)

(1− i sinh t

2

)
, (F2)

where

a =
N

2
+ iM, b ≡ N

2
− iM, c =

N

2
. (F3)

By introducing the variable w ≡ (1− i sinh t)/2 we may rewrite the conjecture as follows:

F
(a,b)
(c+1)

(
4w(1− w)

)
=

∞∑

ℓ=0

(a)ℓ(b)ℓ
(c)ℓ(c+ 1)ℓ

(N − 1)ℓ
ℓ!

(
w(1− w)

)ℓ
F

(a+ℓ,b+ℓ)
(c+ℓ)

(
w
)
F

(a+ℓ,b+ℓ)
(c+1+ℓ)

(
w
)
, (F4)

where 4w(1− w) = 4|w|2 = cosh2 t. The time variable should be understood as t− iǫ with ǫ > 0 (see the paragraph
below Eq. (6.18)). This way, the branch cut of the hypergeometric function F (A,B;C;X) along the real axis for
X > 1 is avoided.

Below we describe the calculations that lead to the conjecture (F2). For later convenience let CM be the propor-
tionality constant of the two-point function that appears in Eq. (7.9), i.e.

CM ≡ |Γ(N2 + iM)|2
Γ(N2 + 1)(4π)N/2

. (F5)

For θ = θ′ = 0 Eq. (7.9) gives the following expression for the two-point function:

SM [(t,0), (t′,0)] = αM (µ)1+ βM (µ)iγ0, (F6)

where µ = i(t − t′), /n = iγ0 and Λ = 1. The first term in Eq. (F6) is diagonal while the second is off-diagonal. On
the other hand, the mode-sum (6.18) for massive spinors gives the following expression:

WM [(t,0), (t′,0)] =
∑

ℓm

∣∣∣cN (Mℓ)√
2

∣∣∣
2[


iφMℓ(t)ψ

∗
Mℓ(t

′) −φMℓ(t)φ
∗
Mℓ(t

′)

−ψMℓ(t)ψ
∗
Mℓ(t

′) −iψMℓ(t)φ
∗
Mℓ(t

′)


⊗ (χ−ℓm(0)χ−ℓm(0)†)

+



−iψMℓ(t)φ

∗
Mℓ(t

′) −ψMℓ(t)ψ
∗
Mℓ(t

′)

−φMℓ(t)φ
∗
Mℓ(t

′) iφMℓ(t)ψ
∗
Mℓ(t

′)


⊗ (χ+ℓm(0)χ+ℓm(0)†)

]
, (F7)

where the functions φMℓ and ψMℓ are given by Eqs. (4.19) and (4.20) and m stands for the angular momentum
quantum numbers and spin projection indices on the lower-dimensional spheres. Using relations (D20) and (D53) the
two-point function (F7) can be written as

WM [(t,0), (t′,0)] =CMΓ(
N

2
)Γ(

N

2
+ 1)

×
∞∑

ℓ=0

(N − 1)ℓ
ℓ!

∣∣∣
(N2 + iM)ℓ

Γ(N2 + ℓ)

∣∣∣
2[
Mℓ(t, t

′)1+Nℓ(t, t
′)iγ0

]
, (F8)

where Mℓ(t, t
′), Nℓ(t, t

′) are given by

Mℓ(t, t
′) = −i

(
− φMℓ(t)ψ

∗
Mℓ(t

′) + ψMℓ(t)φ
∗
Mℓ(t

′)
)
, (F9)

Nℓ(t, t
′) = φMℓ(t)φ

∗
Mℓ(t

′) + ψMℓ(t)ψ
∗
Mℓ(t

′). (F10)
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By equating Eqs. (F6) and (F8) we find the following conjectured equalities:

∞∑

ℓ=0

(N − 1)ℓ
ℓ!

∣∣∣
(N2 + iM)ℓ

Γ(N2 + ℓ)

∣∣∣
2

Mℓ(t, t
′) =

αM (t− t′)

CMΓ(N2 )Γ(
N
2 + 1)

, (F11)

∞∑

ℓ=0

(N − 1)ℓ
ℓ!

∣∣∣
(N2 + iM)ℓ

Γ(N2 + ℓ)

∣∣∣
2

Nℓ(t, t
′) =

βM (t− t′)

CMΓ(N2 )Γ(
N
2 + 1)

, (F12)

where the first relation is obtained by comparing the diagonal parts of Eqs. (F6) and (F8), while the second is
obtained by comparing the off-diagonal parts. Equations (F11) and (F12) are the most general series conjectures we
can find for the time-like case with µ = i(t − t′). (We have checked that these conjectures are true for t′ = iπ/2
with φ∗Mℓ(t

′ = iπ/2) = δℓ0 and ψ∗
Mℓ(t

′ = iπ/2) = 0.) By substituting Eqs. (4.19), (4.20) and (7.12) into Eq. (F11)
and letting t′ = −t we find our conjecture (F4). We also made use of the following relation: cos(x/2) [sin(x′/2)]

∗
=

1
2 (cosh

t−t′

2 + i sinh t+t′

2 ) =
[
sin(x/2) [cos(x′/2)]

∗]∗
(see Eqs. (4.21)-(4.22)).

In this Appendix, we made a series conjecture by letting t′ = −t in Eq. (F11). One can make additional series
conjectures from Eqs. (F11) and (F12) by giving various values to t′ (or t) or by just leaving it arbitrary.
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[10] Y. Kosmann, Dérivées de Lie des spineurs, Annali di Mat.
Pura Appl. (IV) 91, 317 (1971).

[11] J. Bros and U. Moschella, Two-point Func-
tions and Quantum Fields in de Sitter Uni-
verse, Rev. Math. Phys 08, 327 (1996),
https://doi.org/10.1142/S0129055X96000123.

[12] B. Allen and T. Jacobson, Vector two-point functions in
maximally symmetric spaces, Comm. Math. Phys. 103,

669 (1986).
[13] DLMF, NIST Digital Library of Mathematical Functions,

http://dlmf.nist.gov/, Release 1.0.26 of 2020-03-15 (vis-
ited on 14th April 2020), f. W. J. Olver, A. B. Olde Daal-
huis, D. W. Lozier, B. I. Schneider, R. F. Boisvert, C. W.
Clark, B. R. Miller, B. V. Saunders, H. S. Cohl, and M. A.
McClain, eds.

[14] http://functions.wolfram.com/07.23.03.0024.01
(visited on 14th April 2020).

[15] http://functions.wolfram.com/07.23.03.0026.01
(visited on 14th April 2020).

[16] R. M. Wald, Quantum Field Theory in Curved Space-

Time and Black Hole Thermodynamics, Chicago Lec-
tures in Physics (University of Chicago Press, Chicago,
IL, 1995).

[17] A. Higuchi, Quantum linearization instabilities of de sit-
ter spacetime. I, Class. Quant. Grav. 8, 1961 (1991).

[18] B. Allen and C. Lütken, Spinor Two Point Functions
in Maximally Symmetric Spaces, Commun. Math. Phys.
106, 201 (1986).

[19] M. Clutton-Brock, Quantum gravidynamics. II. Path in-
tegrals with spin, J. Phys. A: Math. Gen. 8, 29 (1975).

[20] V. E. Ambrus and E. Winstanley, Thermal expectation
values of fermions on anti-de Sitter space-time, Class.
Quant. Grav. 34, 145010 (2017), arXiv:1704.00614 [hep-
th].

[21] B. S. Kay and R. M. Wald, Theorems on the unique-
ness and thermal properties of stationary, nonsingular,
quasifree states on spacetimes with a bifurcate killing
horizon, Phys. Rep. 207, 49 (1991).

[22] Y. Tanii, Introduction to supergravity , Springer briefs in
mathematical physics, Vol. 1 (Springer, Tokyo, Japan,
2014).

[23] D. Z. Freedman and A. Van Proeyen, Supergravity (Cam-



34

bridge University Press, 2012).
[24] M. A. Rakha, A. K. Rathie, and P. Chopra, On some

new contiguous relations for the Gauss hypergeometric
function with applications, Comput. Math. with Appl.
61, 620 (2011).

[25] A. P. Prudnikov, Y. A. Brychkov, and O. I. Marichev,

Integrals and Series, Vol. 3: More Special Functions
(Nauka, Moscow, 1986) ; translated from the Russian
by G. G. Gould, Gordon and Breach Science Publish-
ers, New York, Philadelphia, London, Paris, Montreux,
Tokyo and Melbourne, 1990.


	The eigenmodes for spinor quantum field theory in global de Sitter space-time
	Abstract
	Introduction
	Geometry of N-dimensional de Sitter space-time
	Coordinate system, Christoffel symbols and spin connection
	Geodesics on dSN

	Dirac Spinors and Clifford Algebra on N-dimensional de Sitter space-time
	Solutions of the Dirac equation on N-dimensional de Sitter space-time
	Normalization factors and Transformation properties under Spin(N,1) of the analytically continued eigenspinors of the Dirac Operator on the N-sphere
	Unitarity of the Spin(N,1) representation and normalization factors
	Transformation properties of the positive frequency solutions under Spin(N,1)

	Canonical quantization
	Negative frequency solutions
	Canonical Quantization

	The Wightman two-point function
	The spinor parallel propagator on dSN 
	Constructing spinor Green's function on dSN using intrinsic geometric objects
	Analytic expressions for the massless and massive Wightman two-point function and the spinor parallel propagator

	Summary and conclusions
	Acknowledgments
	Charge conjugation and negative frequency solutions
	Charge conjugation on N-dimensional de Sitter space-time and on spheres
	Negative frequency solutions for N even
	Negative frequency solutions for N odd

	Some raising and lowering operators for the parameters of the Gauss hypergeometric function
	Transformation properties of the positive frequency solutions under Spin(N,1)
	Transformation properties for N>2; some details for the derivation of Eq. (5.46)
	Transformation properties for N=2.

	Derivation of the massless Wightman two-point function using the mode-sum method
	The proportionality constant
	Obtaining a closed-form expression for the series
	Determining the ``angular part'' of the two-point function
	Massless Wightman two-point function for N odd
	Massless Wightman two-point function on dS2

	Testing our result for the spinor parallel propagator
	Parallel transport equation
	Parallel-transport property of slashedn
	The inverse of the spinor parallel propagator

	A conjecture for the closed-form expression of a series containing the Gauss hypergeometric function
	Data availability
	References


