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Abstract 6 

Triboelectric charging can strongly influence bulk powder flow behaviour, and hence its 7 

characterization is of great interest for safe manufacturing operations. In a recent development, 8 

the use of an aerodynamic disperser, employing a pressure pulse to disperse a small powder 9 

quantity, shows a great potential for inducing triboelectric charge transfer.  We analyse this 10 

process by coupled Discrete Element Method and Computational Fluid Dynamics (DEM-CFD) 11 

simulations, incorporating triboelectric charge transfer.  The simulations are based on property 12 

data of glass ballotini as model particles, together with those of α-lactose monohydrate (α-LM) 13 

and aspirin, as powders of practical interest. The characteristics of particle-particle and particle-14 

wall collisions are analysed in detail. The analysis shows that pharmaceutical particles charge 15 

significantly more than glass ballotini. The charge-to-surface area ratio is remarkably constant 16 

and close to its equilibrium value for each test material. Overall, the analysis provides a great 17 

insight on the triboelectric charging by aerodynamic dispersion. 18 
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1. Introduction 24 

Powders and grains may become triboelectrically charged in handling and processing 25 

operations, such as pneumatic conveying, milling, mixing and sieving, due to frequent particle 26 

collisions and sliding. High charges on particles can give rise to a variety of electrostatic 27 

problems: strong adhesion to containing walls and deposition in pipes, impairing flowability 28 

and aggravating segregation of components in a mixture when in dispersed form, e.g. in 29 

pneumatic conveying and, in extreme cases, dust explosion. Triboelectrification is the origin of 30 

such problems and the underlying mechanisms are the topic of numerous investigations in the 31 

literature, as reviewed by Matsusaka et al. [1] and Naik et al. [2]. Despite this, basic questions 32 

on the nature of the charge carriers or the charge transfer mechanisms are still open [3-7]. 33 

The flow of organic particles and powders like granular polymers, pharmaceutical excipients 34 

and ingredients, is severely affected by charge build-up during processing, as the particles have 35 

high electrical resistivity.  This often leads to handling and processing difficulties, such as 36 

uneven dosage, loss of valuable materials and manufacturing stoppages due to powder blocking 37 

the pipe line. Therefore, the ability to predict, characterize and control the charge accumulation 38 

in processes using powders is particularly attractive.  The characterisation of triboelectric 39 

charging tendency of new active pharmaceutical ingredients (API) is particularly of great 40 

interest and at the same time very challenging, as in the early stages of drug development, there 41 

is often a very small quantity of material available for testing.  For this reason, Zarrebini et al. 42 

[8] used the aerodynamic disperser of an automatic imaging instrument for charging the 43 

powder, for which the test powder was sandwiched between two exploding metal films for 44 

dispersion. Particles sliding contacts with the films and their subsequent collisions with surfaces 45 

of the containing walls brought about electric charge transfer. More recently, Zafar et al. [9] 46 

have used the dispersion unit of Morphologi G3® (Malvern Panalytical, Worcestershire, UK) 47 

for this purpose.  The unit is modified for triboelectrification using different materials based on 48 

triboelectric series for inducing charge transfer.  It is mounted immediately on top of a Faraday 49 

cup to measure the triboelectric charge.  A pulse of pressurised gas, commonly air, is used to 50 

disperse the powder.  The design of the internals of the disperser is such that particles collide 51 

repeatedly with the internal surfaces through which charge transfer takes place.   As the 52 

dispersed powder is immediately dispensed into the cup, there is no charge decay. The ability 53 

to examine small amounts of materials (of order of few milligrams) is very attractive for high 54 

value materials like APIs and specialty chemicals.  The same approach has also been used to 55 

assess the breakability of high value fragile particles [10, 11].  56 
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There is a need to gain a better understanding of the triboelectric charging processes by impact 57 

due to aerodynamic dispersion, not only in this device but also for Dry Powder Inhalers [12].  58 

Therefore, Ali and Ghadiri [13] carried out a piece of simulation work using Computational 59 

Fluid Dynamics (CFD) with Lagrangian particle tracking and the charge transfer model of 60 

Matsusaka et al. [14] and showed that the triboelectrification of powders during dispersion 61 

could be simulated and analysed at the single particle level. However, the particle-particle 62 

collisions with the corresponding inter-particle charge transfer were neglected. In addition, the 63 

Lagrangian tracking technique, which is most suited for dilute conditions due to the fluid-to-64 

particle one-way coupling, may have influenced the quality of the simulated dispersion during 65 

the initial stages, in which the powder is transformed for a dense-phase heap to a dispersed 66 

phase.  67 

To study systems with high solids concentrations, Euler-Euler simulation techniques have also 68 

been used. By implementing an appropriate Eulerian charging model coupled with a two-fluid 69 

model, the level of charge accumulated in fluidized beds due to triboelectrification can be 70 

predicted with a good reliability [15], even in bi-disperse systems [16].   71 

DEM-CFD has been used extensively to solve the coupled motion of gas and particle under a 72 

wide range of packing and flow conditions [17]. The abilities of DEM to track the motion and 73 

collisions of individual particles with the walls and other particles and the soft-sphere approach 74 

adopted to represent the contact allow the charging process to be captured in detail. Indeed, all 75 

charging events, like particle-particle contact and particle-wall collisions, can be dynamically 76 

tracked and the transient loading process fully characterized. In the literature, such an approach 77 

has been used to model the contact charging during pneumatic conveying [18], in fluidized beds 78 

[19-21], in a periodic box [22] and pharmaceutical particle processing [23]. 79 

In the present study, numerical simulation is utilised to investigate the two-phase flow and 80 

charge transfer in the dispersion unit of Morphologi G3® and charge accumulation on the 81 

particles by combining CFD of the dispersing air pulse in such a complex geometry with the 82 

simulation of particle aero-dispersion and triboelectric charging by Discrete Element Method. 83 

2. Computational model 84 

Our simulations are based on a modelling approach combining the DEM for the solid phase and 85 

a local average CFD approach for the fluid phase. The equations governing the motion of the 86 

particles and of the fluid are summarized below. 87 
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To track the translational and rotational motions of each individual particle in the system, the 88 

following equations are solved: 89 

 𝑚𝑖 𝑑𝒗𝑖𝑑𝑡 = ∑ 𝑭𝑐,𝑖𝑗𝑁𝑐𝑗=1 + 𝑭𝑒𝑙,𝑖 + 𝑭𝑑,𝑖 + 𝑭𝑏,𝑖 + 𝑭𝑔,𝑖  (1)  90 

 𝐼𝑖 𝑑𝝎𝑖𝑑𝑡 = ∑ 𝑻𝑐,𝑖𝑗𝑁𝑐𝑗=1   (2)  91 

where 𝑚𝑖, 𝑣𝑖, 𝐼𝑖 and 𝜔𝑖 are the i-th particle mass, velocity, moment of inertia and angular 92 

velocity, respectively. The summation of external actions includes contact forces, ∑ 𝑭𝑐,𝑖𝑗𝑁𝑐𝑗=1 , 93 

electrostatic forces 𝑭𝑒𝑙,𝑖, the gas drag and pressure gradient forces, 𝑭𝑑,𝑖 and 𝑭𝑏,𝑖, respectively, 94 

and gravity, 𝑭𝑔,𝑖. In the rotational direction, the summation is on all torque contributions 95 

generated by non-collinear collisions. 96 

The fluid phase flow is solved by a locally averaged approximation of the continuity and 97 

Navier-Stokes equations for a transient, Newtonian, compressible fluid. The velocity and 98 

pressure fields are obtained by numerically integrating the following set of differential 99 

equations: 100 

 
𝜕𝜀𝜌𝑓𝜕𝑡 + ∇ ⋅ (𝜀𝜌𝑓𝒖) = 0 (3) 101 

  
𝐷𝜀𝜌𝑓𝒖𝐷𝑡 = −∇𝑝 + ∇ ⋅ 𝝉 + 𝑭𝑓𝑝 + 𝜀𝜌𝑓𝒈 (4) 102 

where 𝑭𝑓𝑝 represents the interphase momentum transfer per unit volume between the particles 103 

and the fluid. The full system is closed with the definition of such term, which in our 104 

formulation reads: 105 

 𝑭𝑓𝑝 = − ∑ (𝑭𝑑,𝑖+𝑭𝑏,𝑖)𝑁𝑝𝑖 𝛹  (5) 106 

in which 𝑁𝑝 is the number of particles in the volume 𝛹. 107 

The governing equations are solved by using a computer program largely based on the open-108 

source Fortran code MFIX-DEM developed by the National Energy Technology Laboratory, 109 

DOE, US [24, 25]. The original code has been modified especially in the DEM part, with 110 

additions in the contact model, the triboelectric charge transfer model (see below) and the gas-111 

solid interaction terms. 112 

The complex geometry of the dispersion unit required for this study is directly imported from 113 

a STL file reproducing the interior walls of the dispersion cap, capsule and duct, as shown in 114 

Figure 1.  It should be noted that the CAD geometry has been designed in-house by the authors 115 
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with the aim of recreating the most important features of G3 disperser as close to the actual 116 

disperser geometry. Therefore, there might be slight variations from the actual device.  117 

a)  b)  

Figure 1. a) Dispersion capsule: (A) Top section, (B) Bottom section, (C) O-ring, (D) Sample well. 118 

(Malvern Panalytical Ltd). b) Schematic diagram of the dispersion setup, mounted on top of a Faraday 119 

cage for assessing triboelectric charging of particles. 120 

 121 

The DEM part of the code uses directly the triangular elements of the CAD file. The domain 122 

for the fluid is computed using the Cartesian cut-cell technique available in MFIX-DEM [26], 123 

which approximates the fluid volume elements by cutting Cartesian cells whenever they cross 124 

a geometric boundary. The architecture of the code allows distributed processing of the 125 

calculations, based on MPI. This feature was extensively used in the current work by running 126 

the code concurrently on up to 64 cores on a hybrid HPC cluster available at the CheProDeS 127 

laboratory – University of Calabria. 128 

2.1 Conventional DEM-CFD 129 

The contact force is computed using the linear spring-dashpot-slider model, whose expressions 130 

for the normal and tangential component of the force are (see e.g. [27]) 131 

 𝐹𝑐,𝑖𝑗(𝑛) = −𝐾𝑛𝛿𝑛,𝑖𝑗 − 𝜂𝑛𝑣𝑛,𝑖𝑗  (6)  132 

 𝐹𝑐,𝑖𝑗(𝑡) =𝑚𝑖𝑛(−𝜇𝐹𝑐,𝑖𝑗(𝑛), −𝐾𝑡𝛿𝑡,𝑖𝑗 − 𝜂𝑡𝑣𝑡,𝑖𝑗)   (7)  133 

where the 𝛿’s represent the (normal, sub 𝑛, and tangential, sub 𝑡) displacements between the 134 

contacting particles, 𝑣 their relative velocity components at the contact point, 𝐾 the spring 135 

stiffness constants, 𝜂 the dashpot damping coefficients and 𝜇 the slider friction coefficient. Note 136 

that the tangential contribution of the force is capped in value by Coulomb’s sliding limit 𝜇𝐹𝑐(𝑛), 137 

the rest of the associated energy being dissipated as friction. 138 

Syamlal and O’Brian formula [28, 29] is used for the drag force, which reads:  139 
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 𝐹𝑑 = 𝐾𝑔𝑠(𝑢⃗ 𝑠 − 𝑢⃗ 𝑔) (8)  140 

 𝐾𝑔𝑠 = 34 (1−𝜀)𝜀𝜌𝑔𝑣𝑟,𝑠2 𝑑𝑝 𝐶𝑑 (𝑅𝑒𝑠𝑣𝑟,𝑠) |𝑢⃗ 𝑠 − 𝑢⃗ 𝑔| (9)  141 

for which details and definitions are available in the MFIX-DEM documentation guide [24]. 142 

The pressure gradient, or generalized buoyancy, force is 143 

 𝐹𝑏 = −𝑉𝑝𝛻𝑝 (10)  144 

where 𝑉𝑝 is the particle volume and 𝛻𝑝 is the gradient of the averaged pressure. Other 145 

hydrodynamic force contributions are neglected. 146 

2.2 Triboelectric charging model  147 

Depending on the material properties, the charge transfer due to collisions can be either uniform 148 

or localized. Models to take account of charge non-uniformity over the surface have been 149 

recently proposed [30]. However, in the present work we assume the charge to be a scalar 150 

quantity associated with each particle and our triboelectric charging approach is based on the 151 

condenser model developed by Matsusaka et al. [14, 31], in the formulation for DEM 152 

implementation proposed by Pei et al. [32-34]. The charge transferred from a particle to the 153 

wall during each impact, ∆𝑞, is calculated as follows: 154 

 ∆𝑞 = 𝑘𝑆𝑚∆𝑉 (11) 155 

where 𝑆𝑚 is the maximum contact area during the impact, 𝛥𝑉 is the potential difference between 156 

the two contacting surfaces and 𝑘 is a charging coefficient. The potential difference term takes 157 

into account the contact potential difference and image effects: 158 

 𝛥𝑉 = 𝑉𝑐 − 𝑉𝑒 = 𝛷𝑖−𝛷𝑠𝑒 + 𝜉 𝑞𝑖𝑧𝑠4𝜋𝜀0𝑅𝑖2 (12) 159 𝛷𝑖  and 𝛷𝑠 are the work functions of the particle and the wall surface, respectively; 𝑒 is the 160 

elementary charge; 𝑅𝑖 is the particle radius; 𝑧𝑠 is the cut-off distance for particle-wall charge 161 

transfer (considered as 130 nm); 𝑞𝑖 is the charge on the particle before impact; 𝜉 is the image 162 

correction factor [35] and is set to 2;  𝜀0 is the vacuum permittivity (8.854 pF/m).  163 

Substituting Eq. 12 into Eq. 11, the charge exchange during a single particle-wall impact is 164 

expressed by:  165 

 𝛥𝑞 = 𝑘𝑆𝑚 (𝛷𝑖−𝛷𝑠𝑒 + 𝜉 𝑧𝑠4𝜋𝜀0 𝑞𝑖𝑅𝑖2) (13) 166 
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An analogous formula is used to consider the charge transfer from particle i to particle j in a 167 

particle-particle contact:  168 

 𝛥𝑞 =  𝑘𝑆𝑚 (𝛷𝑖−𝛷𝑗𝑒 + 𝑧𝑝4𝜋𝜀0 (𝑞𝑖𝑅𝑗2 − 𝑞𝑗𝑅𝑖2)) (14) 169 

where 𝑧𝑝 is the cut-off distance for particle-particle charge transfer and is set to 260 nm  [32].  170 

Equations 13 and 14 are used every time a contact is detected in the DEM routine; after each 171 

contact, the charge of the particles involved is updated according to:  172 

 𝑞𝑖,𝑛𝑒𝑤 = 𝑞𝑖,𝑜𝑙𝑑 − 𝛥𝑞  (15) 173 

 𝑞𝑗,𝑛𝑒𝑤 = 𝑞𝑗,𝑜𝑙𝑑 + 𝛥𝑞 (16) 174 

Charge accumulated on the particles leads to electrostatic interaction force, according to 175 

Coulomb’s law. The force acting on particle 𝑖 due to the interaction with particle 𝑗 is given by:  176 

 𝐹 𝑖,𝑗𝑒 = − 14𝜋𝜀0 𝑞𝑖𝑞𝑗𝑟𝑖,𝑗2 𝑛̂𝑖,𝑗      (17) 177 

𝑛̂𝑖,𝑗 is the unit vector along the direction connecting the two particles (from 𝑖 to 𝑗) and 𝑟𝑖,𝑗 is the 178 

distance between the centres of the particles. Coulombic interactions between charged particles 179 

and the conductive walls of the capsule have also been included in the calculation, according 180 

to:  181 

 𝐹 𝑖,𝑠𝑒 = 14𝜋𝜀0 𝑞𝑖2(2𝑟𝑖,𝑠)2 𝑛̂𝑖,𝑠 (18) 182 

in which 𝑟𝑖,𝑠 is the perpendicular distance between the wall surface and the centre of the particle 183 

and 𝑛̂𝑖,𝑠 is the unit vector from the particle centre and perpendicular to the surface. Eq. 18 is 184 

based on the method of image charges (also known as the method of mirror charges) [36]; 𝐹 𝑖,𝑠𝑒  185 

is always attractive, since it is due to the interaction between the particle and its mirror image. 186 

The superposition principle is assumed to be valid and the total electrostatic force acting on the 187 𝑖th particle is given by:  188 

 𝐹 𝑒𝑙,𝑖 = ∑ 𝐹 𝑖,𝑗𝑒𝑁𝑗=1 + ∑ 𝐹 𝑖,𝑠𝑒𝑁𝑠=1  (19) 189 

Electrostatic interactions are evaluated for all the particles whose distance between the centres 190 

is smaller than or equal to twice the sum of the radii of the two bodies involved. Such a short 191 

range cut-off of electrostatic interaction is adoptable for the present dilute case. The above 192 

charging contact model has been coded into the structure of MFIX-DEM. For each detected 193 
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contact (both particle-wall and particle-particle), the overlap is recorded, the exchanged charge 194 ∆𝑞 is calculated and charge values for particles are updated at the end of each collision. 195 

3. Critical model parameters 196 

3.1 Contact stiffness 197 

As already mentioned in section 2, the Linear-Spring-Dashpot model (LSD) has been used for 198 

modelling the contact forces in DEM. Despite its simplicity, the LSD model guarantees reliable 199 

results, which represent experimental data well [27, 37]. However, one of the main drawbacks 200 

of the LSD model is the choice of the contact parameters, such as the normal spring stiffness 201 

(𝐾𝑛) since a procedure to estimate its optimal value is not available [37]. In this particular case, 202 

the choice of an appropriate value for the spring stiffness is particularly important, since the 203 

exchanged charge is proportional to the maximum contact area, which is strictly correlated to 204 𝐾𝑛. The best criterion for the choice of the parameter values is to calculate them from the actual 205 

mechanical properties of the system. In this work, 𝐾𝑛 is calculated by imposing the same 206 

maximum contact area during a particle-wall collision for the LSD model as it would be using 207 

the Hertz contact model with real material properties, like Young’s modulus and Poisson’s 208 

ratio. This criterion ensures the choice of an appropriate value and guarantees an accurate 209 

computation both in the determination of realistic contact deformation and forces and the 210 

exchanged charge.  211 

According to Hertz theory [38], the maximum contact area depends directly on the maximum 212 

normal displacement 𝛿𝑛 (i.e. normal overlap in simulation). The maximum contact area 213 

recorded during a collision (𝑆𝑚) for the linear model and the Hertz model can be set equal as 214 

follows:  215 

 𝑆𝑚 = 𝜋𝑅𝑒𝑞√𝑚𝑒𝑞𝐾𝑛 𝑣𝑛,0 = {  
  𝜋𝑅𝑒𝑞2 (15𝑚𝑒𝑞𝑣𝑛,0216𝐸𝑒𝑞𝑅𝑒𝑞3 )25   for p − p contact𝜋𝑅𝑖2 (5πρ𝑣𝑛,024𝐸𝑒𝑞 )25         for p − w contact (20) 216 

where the equivalent radius, Young’s modulus and mass are given by 𝑅𝑒𝑞 = ( 1𝑅1 + 1𝑅2)−1, 217 

𝐸𝑒𝑞 = (1−𝜈12𝐸1 + 1−𝜈22𝐸2 )−1 and 𝑚𝑒𝑞 = ( 1𝑚1 + 1𝑚2)−1.  The impact velocity is 𝑣𝑛,0. The linear 218 

contact stiffness can then be obtained for particle-particle and particle-wall collisions: 219 
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 𝐾𝑛𝑃𝑃 = [(1615)4 𝐸𝑒𝑞4 𝑅𝑒𝑞2 𝑚𝑒𝑞𝑣𝑛,02]15 (21) 220 

 𝐾𝑛𝑃𝑊 = 1615𝑅 [54𝜌𝜋𝐸𝑒𝑞4 𝑣𝑛,02 ]15 (22) 221 

 222 

3.2 Charge transfer parameters 223 

The condenser model for the charge transfer determines a charge accumulation process that can 224 

be simplified to a dynamical process. Equation 13 for the particle-wall collision event can be 225 

described in the following terms: 226 

 ∆𝑞𝑖 = 1𝑛𝐶 (𝑞𝑖 − 𝑞𝑒𝑞)  (23) 227 

in which two parameters, 𝑞𝑒𝑞 and nC are introduced:  228 

 𝑞𝑒𝑞 = − 4𝜋𝜀0𝑅𝑖2𝜉𝑧𝑠 (𝛷𝑖−𝛷𝑠)𝑒  (24) 229 

 nC = 1𝑘𝑆𝑚 𝜉𝑧𝑠4𝜋𝜀0𝑅𝑖2 = 1
𝑘𝜉𝑧𝑠4𝜀0(5𝜋𝜌𝑣𝑛,024𝐸𝑒𝑞 )25  (25) 230 

For a particle starting neutral, a repeated set of 𝑛 collisions with the same velocity leads the 231 

following model process 232 

 𝑞𝑛 = 𝑞𝑒𝑞𝑛𝐶 ∑ (1 − 1𝑛𝐶)𝑖−1𝑛𝑖=1  (26) 233 

If several collisions occur in succession, one might consider the number of impacts 𝑛 as a 234 

continuous quantity and express Eq. 26 in the following form:  235 

 𝑞(𝑛) = 𝑞𝑒𝑞 (1 − 𝑒− n𝑛𝐶) (27) 236 

Eq. 27 corresponds to the response of a linear first order dynamical system. In such formula, 237 𝑞𝑒𝑞 (eq. 24) is a saturation, equilibrium parameter, i.e. the asymptotic charge acquired after a 238 

large number of impacts against the wall. It is directly proportional to the surface area of the 239 

spherical particle, 4𝜋𝑅𝑖2 (i.e. bigger particles have higher saturation charge values) and depends 240 

on the material work functions (𝛷). nC (eq. 25) is the characteristic number of impacts and 241 

represents the rate at which the process reaches charge saturation. It depends on the impact 242 

velocity, on the wall and particle’s Young’s modulus and on the particle density.   243 
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The experimental results presented by Matsusaka et al. [14], who studied the electrification of 244 

an elastic sphere repeatedly impacting on a metal plate, show that after about 30 collisions a 245 

particle has almost reached its saturation charge. This characteristic number of impacts is 246 

independent of particle size according to Pei et al. [32]. By imposing that a particle achieves 247 

98% of the equilibrium charge (equivalent to four times the characteristic number of collisions) 248 

after 30 collisions, a reasonable estimate for the characteristic number of impacts is 𝑛𝐶 =249 30 4⁄ = 7.5. From Eq. 25, the following formula can be used to estimate the charging 250 

coefficient, 𝑘: 251 

 𝑘 = 1𝑛𝐶 (4𝐸𝑒𝑞5𝜌𝜋)0.4 ⋅ 𝑣−0.8 ⋅ 4𝜀0𝜉𝑧𝑠 (28) 252 

For a glass bead impacting at 10 m/s against a steel plate (see Table 1 for the parameters), this 253 

leads to 𝑘 = 1.4 ⋅ 10−3 𝐶𝑚2𝑉. It can be used to evaluate the charge increment per unit surface 254 

area after the first impact: 
𝛥𝑞0𝑆𝑚 = 𝑘𝑉𝑐 = 1.4 ⋅ 10−3 𝐶𝑚2𝑉 ⋅ (5.32 − 5.05) 𝑉 = 3.78 ⋅ 10−4 𝐶𝑚2, in 255 

reasonable agreement with the value reported by Watanabe et al. [39], i.e. 
𝛥𝑞0𝑆𝑚 ≈ 10−4 𝐶𝑚2. 256 

4. Results and discussion 257 

4.1 Model set-up 258 

Spherical shape is used for all simulations, with physical and mechanical properties 259 

corresponding to those of glass ballotini, used as model particles and α-lactose monohydrate 260 

(α-LM) and aspirin crystals as materials of pharmaceutical relevance. The properties are 261 

reported in Table 1. Three particle sizes are used in the simulations for glass ballotini.  The 262 

physical and mechanical properties of pharmaceutical particles are selected according to 263 

Watanabe et al. [39] and Naik et al. [40]. For glass ballotini and stainless steel (AISI 316), the 264 

work function values evaluated by Trigwell et al. [41] are used. The work function of aspirin 265 

and α-LM are calculated following the same procedure proposed by Gallo and Lama [42] using 266 

the software MOPAC2016TM [43, 44]. The chemical structures used for the calculation have 267 

been found on online databases2,3. 268 

                                                 
2  http://openmopac.net/PM7_accuracy/data_solids/Aspirin_I__ACSALA01_jmol.html  
 
3
  http://openmopac.net/PM7_accuracy/data_solids/alpha-Lactose_monohydrate__LACTOS10__Jmol.html 

 

http://openmopac.net/PM7_accuracy/data_solids/Aspirin_I__ACSALA01_jmol.html
http://openmopac.net/PM7_accuracy/data_solids/alpha-Lactose_monohydrate__LACTOS10__Jmol.html
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Table 1 Mechanical and physical properties of the materials used in the simulations 269 

 Glass 

ballotini 

Α-LM Aspirin AISI 316 

Simulation diameter, 𝐷 (μm) 109, 78, 53 109 109 - 

Density, 𝜌 (kg/m3) 2500 1525 1400 8000 

Young’s modulus 𝐸 (GPa) 70 18 7.2 2004 

Poisson’s ratio, 𝜈 0.22 0.30 0.29 0.27 

Friction Coefficient (p-p), 𝜇𝑝𝑝 0.70 0.5 0.5 - 

Friction Coefficient (p-w), 𝜇𝑝𝑤 0.52 0.7 0.7 - 

Restitution Coefficient (p-p), 𝑒𝑝𝑝 0.70 0.4 0.4 - 

Restitution Coefficient (p-w), 𝑒𝑝𝑤 0.70 0.6 0.6 - 

Work function, 𝛷 (eV) 5.32 5.89 6.12 5.05 

The calculated values of the contact area for the relevant spring stiffness, assuming an average 270 

impact velocity 𝑣 = 10 m/s for particle-particle and particle-wall collisions are given in Table 271 

2. 272 

Four bulk solids volumes, 1, 3, 5 and 7 mm3 have been simulated based on the experimental 273 

work on the same materials, giving rise to the number of particles reported in Table 3.  274 

Table 2 Maximum contact area and stiffness coefficients for 109 μm diameter particles colliding with 275 
a stainless-steel wall and between themselves at a relative impact velocity 𝑣 = 10 m/s 276 

 Maximum contact area, 𝑆𝑚  (μm2) Spring stiffness, 𝐾𝑛 (kN/m) 

particle-particle particle-wall particle-particle particle-wall 

Glass 60 118 170  360  

Aspirin 116 206 25  65  

Α-LM 83 152 55  135  

 277 

The shape of the dispersion unit follows that of Morphologi® G3. A batch of particles initially 278 

deposited on the sample well, inside the capsule is subjected to an air pressure pulse from the 279 

top. Consequently, the particles are spread out radially and then lifted up by encountering a 280 

toroidal lip at the perimeter of the well.  This causes particle dispersion and multiple collisions 281 

with the capsule walls and themselves before passing through a carousel of holes, eventually 282 

leaving the domain from the bottom surface. A non-uniform, parallelepipedic structured mesh 283 

has been obtained with the Cartesian grid cut-cell technique in MFIX. The grid is denser on the 284 

upper part, as a higher resolution is required due to the complex shape of the capsule. The size 285 

of the grid has been selected in order to have a good compromise between CFD accuracy and 286 

DEM-CFD coupling requirements, which generally set the ratio of the cell size to particle 287 

                                                 
4  www.azom.com 
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diameter to be larger than 2 [45, 46]. The final mesh consists of about 140k cells with an overall 288 

average size of about 400 μm; the smallest cells near the holes have an average size of 230 μm.  289 

Dry air at ambient condition (𝑇 = 25°C, 𝜇 = 1.827 ⋅ 10−5 Pa·s) is considered under 290 

compressible flow conditions. The simulation is three-dimensional and transient. Static air 291 

initially at 1 bar and subjected to a sudden inlet pressure change to 1.5 bar is evolved for 20 ms.  292 

In the experimental work, the particles are usually poured into the sample well with a sampling 293 

spoon. DEM is used to generate the initial deposition of the particles, letting an initially ordered 294 

configuration to settle on the sample well of the capsule for 50 ms. Figure 2 shows such 295 

deposition process with the particles coloured by their velocity.  296 

Table 3 Number of spheres used in in the simulation of glass ballotini dispersion 297 

Diameter (μm) Bulk volume (mm3) Number of particles 

109 

1 343 

3 1728 

5 3456 

7 5376 

78 

1 1331 

3 5202 

5 7452 

7 13754 

53 

1 4096 

3 16875 

5 24786 

7 43928 

 298 

 299 

 300 
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 301 

Figure 2. Building of the initial configuration for a 7 mm3 sample of glass ballotini (53 μm) 302 

 303 

4.2 Fluid dynamics of the system 304 

The fluid flow develops from the central region of the top surface (see Figure 1). The air 305 

pressure pulse produces a transient axisymmetric impinging jet onto the horizontal surface of 306 

the well and then changes direction flowing horizontally and radially outward over the 307 

perimeter lip, passing through the thin annular region and eventually through twelve tapered 308 

holes on the base, entering the post-dispersion duct. Figure 3 shows the development of the 309 

flow field from the very first instant after the start by a colour map of the velocity field along a 310 

vertical plane cut along the capsule diameter. The velocity of the gas is shown to increase 311 

rapidly and then gradually stabilizes after about 15 ms. Some fluctuations still persist 312 

throughout the entire simulation. In the first instant, the velocity field shows very high velocity 313 

values (higher than 300 m/s). Very high gas speeds were found also by Ali and Ghadiri [13], 314 

who studied the fluid dynamics in a similar device including a Reynolds stress turbulence 315 

model; their results show that, if a 3 bar inlet pressure is considered, gas velocities as high as 316 

500 m/s can be reached. 317 
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 318 

Figure 3. Colour map of the gas velocity field across a vertical cut plane at different times 319 

 320 

4.3 Coupled fluid-particle motion 321 

The particle arrangement after settling in the sample well is used as the initial condition for the 322 

full DEM-CFD simulations. Zarrebini [47] showed that for contact electrification due to 323 

aerodynamic dispersion the initial charge of the sample is negligible and has no influence on 324 

the final charge. Thus, the initial charge level is set to zero. Figure 4 shows the top views of the 325 

first few instants of a DEM-CFD simulation. The sample with a bulk volume of 5 mm3 is used 326 

here, consisting of 24768 spherical particles with a diameter of 78 μm. The particles are clearly 327 

pushed outwards radially by the action of the impinging air jet. They then impact on the toroidal 328 

bump around the sample well and jump up and collide with an inclined angle onto the top 329 
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surface and reflect back towards the base of the outer annulus.  Multiple collisions with the top 330 

surface and bottom base take place before the particles eventually go through the holes into the 331 

post-dispersion duct before leaving the system from the bottom outlet. DEM results suggest 332 

that the toroidal edge is essential for a good dispersion of the sample across the capsule interior 333 

as it prevents particles from sliding directly to the holes (see e.g. Figure 4d). 334 

a)

 

b) 

 

c)

 

d)

 

e)

 

f)

 

Figure 4. Top view of the simulation results on the motion of the particles inside the capsule device at 335 

times 0 ms (a), 0.3 ms (b), 0.4 ms (c), 0.5 ms (d), 1 ms (e), 10 ms (f) from the onset of the air pressure 336 

pulse. The sample volume is 7 mm3 (about 14k particles) of 78 μm diameter spherical particles. 337 

Particles are coloured according to their velocity magnitude.  338 

 339 
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Interparticle and particle-wall collisions are far more frequent at the early stages of dispersion 340 

(0.1 – 0.5 ms) than the later stages. Cumulative plots of the total number of collisions divided 341 

by the number of particles are shown in Figure 5 for glass particles with different bulk volumes 342 

(1 mm3 and 7 mm3) for two particle diameters (109 μm and 78 μm). The 𝑥-axis is presented in 343 

log-scale to highlight the initial changes. Most collisions for both particle-particle and particle-344 

wall occur at the early stages of the dispersion at times shorter than 1 ms, and with all the curves 345 

reaching a plateau after about 3 ms.  In the two systems with a larger number of particles (5376 346 

and 13754) the average number of inter-particle collisions exceeds by far those of the particle-347 

wall. Indeed, for the 78 μm particle size samples, the average value of interparticle collisions 348 

increases by a factor close to 7 switching from the 1 mm3 sample to the 7 mm3 one. The larger 349 

the number of particles in the sample, the higher is the ratio between particle-particle and 350 

particle-wall collisions. The tribo-electric charge transfer, however, starts via particle-wall 351 

collisions, as initially all particles have equal (zero) charges and there is no work function 352 

difference between particles. As the charge is accumulated on the particle surfaces, interparticle 353 

collisions contribute to distributing the charge over the surfaces of all particles. 354 

Figure 6 shows a scatter plot of the impact velocity for all collisions that occur in the simulation 355 

with the particle-wall and particle-particle collisions shown separately by red and blue colours. 356 

A moving average of the data is also presented to show the trend. High particle impact velocities 357 

occur from about 0.4 ms onwards, as high as 60 m/s against the walls and 80 m/s between 358 

particles. In all cases considered, the moving average is close to 10 m/s, the value used to 359 

estimate the critical model parameters. 360 

a) 

 

b)

 

c) d)
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 361 

Figure 5. Cumulative number of particle-particle and particle-wall collisions (divided by the number 362 

of particles in each simulation) as a function of time for simulations of samples of glass ballotini 363 

having different number and size of particles corresponding to indicated bulk volumes: a) 343 (109 364 

μm, 1 mm3), b) 1331 (78 μm, 1 mm3), c) 5376 (109 μm, 7 mm3), d) 13754 (78 μm, 7 mm3). 365 

 366 

 367 

a)

 

b)

 

c)

 

d)

 

 368 
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Figure 6. Scatter plot of the impact velocity of particle-particle and particle-wall collisions as a 369 

function of time for simulations with glass samples having different numbers of particles: a) 343 (109 370 

μm, 1 mm3), b) 1331 (78 μm, 1 mm3), c) 5376 (109 μm, 7 mm3), d) 13754 (78 μm, 7 mm3). A moving 371 

average is also reported for each plot to highlight the trend.  372 

 373 

Figure 7 shows the percentage of the initial number of particles inside the system for two 374 

simulated cases. The shape of the two curves appears similar: in both cases, after about 12 ms 375 

most of the particles have left, as only 5% are still inside for the smaller volume system and 3% 376 

in the larger volume one. After 20 ms, which is the pressure pulse duration, the dispersion is 377 

complete, with less than 0.1% remaining inside.  378 

 379 

Figure 7 Number percentage of particles remaining in the system as a function of time for glass 380 

ballotini simulations for two samples with different amounts and sizes of particles: 343 (109 μm, 1 381 

mm3), 24786 (53 μm, 5 mm3) 382 

 383 

In Table 4, data on the global characteristics of particle-wall and particle-particle impacts for 384 

the two systems considered above are reported. The simulation with the smaller sample volume 385 

has a higher average number of impacts, average velocity and maximum velocity.  386 

Table 4. Impact statistics of 78 μm diameter spheres simulating glass particles dispersion.  387 

Particle Number 1331  13754  

Average p-p impacts per particle 13 71 

Average p-w impacts per particle 27 24 

Max p-p impact velocity (m/s) 74 77 

Max p-w impact velocity (m/s) 60 59 

Avg p-p impact velocity (m/s) 1.3 1.6 

Avg p-w impact velocity (m/s) 5.6 4.7 

 388 
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4.4 Triboelectric charging of glass ballotini  389 

Figure 8 shows the temporal evolution of the total charge acquired by the sample dispersed in 390 

the capsule for 1 mm3 samples of 109 μm and 53 μm glass ballotini. The results are reported in 391 

absolute values, but the particles charge negatively against stainless steel. The plots are 392 

cumulative: when a particle leaves the device (i.e. reaches the Faraday cage in the experimental 393 

system), its last recorded value is stored. After an initial steep increase, the charge gradually 394 

reaches a plateau value. The rapid rise is due to particle-wall impacts (see Figure 5). The plateau 395 

is gradually reached after approximately 6 ms, when nearly 65% of the particles have already 396 

been dispersed outside of the capsule (see Figure 7). The theoretical “equilibrium charge” value 397 

is reported for both curves. It is calculated according to Eq. 24 and it is multiplied by the number 398 

of particles in the sample. It is noteworthy that the 109 μm sample reaches 79% of its 399 

equilibrium charge, while the 53 μm sample gets to 83%.  400 

 401 

Figure 8 Temporal evolution of the total charge (absolute value) for 1 mm3 samples of glass particles 402 

with two diameters: 109 μm (343 particles), 53 μm (4096 particles). Reference to the theoretical 403 

“equilibrium charge” is reported close to the endpoint of each line plot. 404 

 405 

Figure 9a shows the absolute charge-to-mass ratio, i.e. the total charge acquired by the sample 406 

at the end of the simulation divided by the sample mass, acquired by the glass ballotini. The 407 

results are for all particle sizes and sample volumes. The particles charge negatively. The data 408 

show a slight reduction of particle charge as the sample volume is increased. The trend is 409 

consistent with particle collisions shown in Figure 5(a), where a lower sample mass inside the 410 

device promotes particle-wall collisions instead of particle-particle collisions.  411 

More importantly, smaller particles acquire a higher amount of specific charge. This is expected 412 

as their specific surface area is larger. Triboelectric charging is essentially a surface 413 

phenomenon, so the acquisition of charge per unit mass is inversely proportional to the size of 414 

the particles [48]. These trends are in agreement with the work of Zarrebini et al. [8] and Zafar 415 
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et al. [9]. Figure 9b shows the total charge acquired in the simulations by all glass ballotini 416 

samples (all sample volumes and particle sizes) reported as a function of the total surface area 417 

of the particles. The trend appears to be remarkably linear, suggesting that the absolute total 418 

charge is directly proportional to the total surface area of the sample and independent of the 419 

particle size, as also reported in literature ([8], [47-51]). The charge-to-surface area ratio (σ) is 420 

represented by the slope of the regression line in Figure 9b, i.e. 6.85 pC/mm2. Zarrebini et al. 421 

[8] measured a charge density of 0.5 pC/mm2 for glass ballotini. However, the charging system 422 

for the latter was based on exploding foil method and hence slightly different from the method 423 

used here. The charge density predicted in this work is in fact remarkably close to the 424 

experimental value reported by Zafar et al. [9] for 53-63 μm glass ballotini: 6.33 pC/mm2, usng 425 

the same dispersion system.  Surprisingly though, in their experimental work the surface charge 426 

density varies with particle size, decreasing down to 3.23 pC/mm2 for 106-112 μm particles.  427 

 428 

a)  b)  

Figure 9. Charge level (in absolute value) acquired after 20 ms by glass ballotini reported as: a) 429 

charge-to-mass ratio vs sample volume, b) total charge vs total surface area 430 

 431 

A comparison of the simulation results with some of the experimental data reported by Zafar et 432 

al. [9] for glass ballotini is shown in Figure 10. The particle size is slightly different between 433 

the two works, as they used a narrow sieve cut, whilst mono size spheres were used in the 434 

simulations. Other conditions, i.e. the dispersion pressure pulse (0.5 barg) and sample volume 435 

(3 mm3) are kept the same. A decreasing trend of the specific charge with particle size is found 436 

in both experiments and simulations, as expected.  An excellent agreement is found for the 437 

finest particles, for which the charge-to-mass ratio differs only by less than 10%. The larger is 438 

the particle size, the higher is the discrepancy between experimental and simulation results, 439 

with the latter overestimating the value.   440 
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 441 

Figure 10. Comparison of the specific charge of the glass ballotini obtained by DEM-CFD simulations 442 

with the experimental results of Zafar et al. [9] (3 mm3 sample volume, 0.5 barg dispersion pressure) 443 

 444 

The particle charge distribution at the end of the dispersion process is shown in Figure 11 for a 445 

simulation with 1 mm3 of 78 μm glass particles. The red data points represent the final charge 446 

on each particle at the end of the simulation divided by the equilibrium charge value. Most of 447 

the charges accumulated on the particles are higher than 60% of the equilibrium charge. The 448 

data are reported as a function of the product between the number of impacts and the average 449 

impact velocity for each particle, as this particular way of plotting them shows a rather clear 450 

trend. Interestingly, the exponential macroscopic dependence can be represented by: 𝑦 = 1 −451 𝑒−𝑥/𝐶. The parameter determined by a fitting procedure is C = 77 m/s with a determination 452 

coefficient R2 = 0.97. The same fitting equation is found to apply for all the simulations with 453 

glass ballotini. However, the data dispersion increases with increasing number of particles, as 454 

shown by the determination coefficients reported in Table 5 for different sample volumes. 455 

 456 

Figure 11 Final charge on each particle of the simulation normalized with the equilibrium charge 457 

value. The data are reported as a function of the product between number of impacts and average 458 

impact velocity for each particle. An exponential trend is also shown. 78 μm particles glass ballotini, 459 

1 mm3 sample.  460 
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Table 5 Characteristics of the macroscopic exponential model for simulations with glass ballotini. 461 

Sample volume (mm3) Diameter (m) C (m/s) R2 

 

1 

53 78 0.94 

78 77 0.97 

109 77 0.97 

 

7 

 

53 81 0.64 

78 79 0.74 

109 78 0.80 

 462 

Figure 12 shows the probability density function of the surface charge density, σ, at the end of 463 

the simulation for glass ballotini samples having different diameters. The results show that the 464 

distribution width is roughly similar for the three cases considered, even for the 109 μm sample 465 

that has only 343 particles. Moreover, the most frequent values of charge are larger than the 466 

mean of the distribution and close to the equilibrium charge value, represented by the rightmost 467 

bar of the histogram in all the three cases considered.  468 

 469 

 
 

 470 

Figure 12 Charge distribution at the end of the simulation for three sizes of glass ballotini (bulk 471 

sample volume of 1mm3)  472 

 473 

4.5 Particle-particle charge transfer 474 

For monodisperse particles made of the same material (i.e. having the same apparent work 475 

function) appreciable charge is transferred only between particles with different charge levels, 476 

as shown by Choudhury et al. [52, 53]. So, interparticle charge exchange is not expected to be 477 

notable. Indeed, to highlight the importance of this effect, simulations have been carried out 478 

whilst deactivating triboelectric charging due to particle-particle collisions. The percentage of 479 

variation in the final total charge between simulations with and without particle-particle contact 480 

charging is very small in all the cases considered (4 sample volumes, 3 particle diameters). The 481 
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error increases with the sample volume, but even for the largest volume it does not exceed 0.8%.  482 

Moreover, this value relates to 53 μm particles and for the larger sizes it is much smaller.  The 483 

results confirm that the role of interparticle collisions is essentially to redistribute the charges 484 

acquired during particle wall collisions. This may not be the general case if particles made of 485 

different materials are present in the sample or even if there is significant size polydispersity 486 

[5, 16].  487 

 488 

 489 

4.6 Triboelectric charging of pharmaceutical powders 490 

The simulation results for α-LM and aspirin particles (109 μm) are shown in Figure 13 for 491 

1 mm3 samples as a cumulative graph of the total charge on the particles as a function of time, 492 

with the results of glass ballotini added for comparison. As expected from the work function, 493 

particles of both materials charge negatively against stainless steel.  Interestingly, all the 494 

particles leave the dispersion unit sooner than the pulse duration of 20 ms used in the 495 

experiments by Zafar et al. [9]. The shape of the lines is very similar for all the considered 496 

materials. The pharmaceutical particles charge significantly compared to glass ballotini because 497 

their apparent work function is higher than the one of glass (see Table 1), so a larger contact 498 

potential difference is observed when contacting stainless steel. Aspirin and α-LM particles also 499 

get charged to a higher percentage of the equilibrium charge value at the end of the simulation 500 

compared to glass ballotini, probably because they have a lower density compared to glass 501 

ballotini (hence accelerating faster to larger velocities), and are more compliant, so the contact 502 

area during impact is larger.  503 

As shown in Table 6, the number of impacts does not change significantly for the three      504 

materials, while the maximum impact velocity is slightly larger for α-LM and aspirin, as they 505 

have smaller densities. Since the maximum contact area depends on the impact velocity and 506 

stiffness, the impact deformation contributes to the higher percentage of the equilibrium charge 507 

reached by α-LM and aspirin compared to glass.  The charge-to-mass ratios for aspirin and α-508 

LM samples are around 1350 and 900 nC/g, respectively, and do not change notably with 509 

sample volume.  510 
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 511 

Figure 13. Total cumulative charge acquired by 1 mm3 samples of α-LM, aspirin and glass ballotini 512 

(109 μm) as a function of time (log scale). The curves stop when all particles have left the system.  513 

 514 

Table 6 Average number of particle-wall impacts and maximum normal particle-wall impact velocity 515 

for 109 µm particles for air pressure pulse of 0.5 barg  516 

 N° of p-w impacts (average) Max p-w impact velocity (m/s) 

Sample 

Volume 
glass α-LM aspirin glass α-LM aspirin 

1 mm3 15 15 16 51 62 64 

3 mm3 17 17 18 51 64 63 

5 mm3 17 16 17 53 53 55 

7 mm3 16 15 16 44 50 49 

 517 

 518 

The simulation results show that the absolute value of the total charge varies linearly with the 519 

total surface area of the sample, similar to the trend for glass ballotini (see Figure 9b), yielding 520 

charge to surface area ratios of 34 and 24 pC/mm2 for aspirin and α-LM, respectively.   521 

Watanabe et al. [39] report equilibrium charge values for large single particles of aspirin and α-522 

LM (of about 550 µm diameter, obtained by near-mesh sieving), as -40 pC and -18 pC, 523 

respectively. Similar charge values were also found by Zafar et al. [9]. Using a rough estimate 524 

of the surface area of a single particles, calculated as the volume of a sphere having a 550 μm 525 

diameter, the equilibrium values of the surface charge density of aspirin and α-LM particles can 526 

be estimated from the recorded equilibrium charge values reported by Watanabe et al [39].  For 527 

aspirin, a value of 42 pC/mm2 is obtained, while for α-LM it is about 19 pC/mm2. The predicted 528 

surface charge densities from the simulations (i.e. 34 pC/mm2 for aspirin and 24 pC/mm2 for α-529 

LM) are reasonably close.  530 

Eilbeck et al. [54] analysed triboelectric charging of α-LM particles as they flow out of a 531 

cyclone into a catchpot. For 100 µm particles and with a gas velocity of 10 m/s, a charge-to-532 
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mass ratio of about 100 nC/g was measured, which is lower than the value found in the present 533 

work (900 nC/g). The difference could be due to significantly lower particle velocities in the 534 

cyclone. The dispersion method used here tends to charge particles to the levels approaching 535 

their equilibrium charge value. Figure 14 shows the cumulative charge distribution on α-LM 536 

and aspirin particles for two sample volumes. The cumulative distributions are of sigmoidal 537 

shape and markedly shifted towards the equilibrium charge (reported with dashed lines). This 538 

effect is particularly evident for 1 mm3 sample of aspirin, for which nearly 33% of particles 539 

exceed 99% of the equilibrium charge.   540 

In summary, the above results show that the aerodynamic dispersion device analysed here has 541 

a good potential to be used as a characterization device for assessing the triboelectric charging 542 

tendency of powders.  It charges the particles to near their equilibrium charge level, using a 543 

small sample quantity.  This is particularly attractive in cases where the test material is scarce, 544 

such as new APIs still under development, for which a large quantity is usually unavailable.   545 

 546 

  547 

  

a) 

 

b) 

Figure 14 Cumulative charge distribution at the end of the simulation for α-LM and aspirin particles. 548 

a) 1 mm3 sample; b) 7 mm3 sample.   549 

 550 

5. Conclusions 551 

DEM-CFD simulations of the triboelectrification of particles by aerodynamic dispersion have 552 

been carried out to investigate the dispersion and charging processes of a model particle system 553 

(glass ballotini) and two pharmaceutical powders (aspirin and α-LM).  The simulated dispersion 554 
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device is based on the design of the powder dispersion unit of Morphology® G3 instrument of 555 

Malvern Panalytical, Ltd.  Four-way coupling is used to obtain the detailed solution of the air 556 

flow and particle motion, including the effects of particle-particle and particle-wall collisions. 557 

Careful evaluation of the critical model parameters was carried out to ensure realistic contact 558 

and triboelectric model properties. 559 

The air flow inside the unit gives rise to instantaneous air velocities above 200 m/s for an 560 

applied air pressure pulse of 0.5 barg, exerting an intense transient drag on the particles. Particle 561 

collision statistics for simulated glass ballotini shows that the particle-wall collisions could 562 

reach to speeds up to 60 m/s for the small sample volume (1 mm3) of the small particles analysed 563 

(78 μm).  Dispersing the same sample volume with larger particles (109 μm) leads to a lower 564 

maximum impact speed of 51 m/s. The average p-w collision speeds for the two 78 μm sample 565 

sizes of 1 mm3 and 7 mm3 are 5.6 m/s and 4.7 m/s, respectively, while lower average values are 566 

recorded for particle-particle impacts (around 1.5 m/s). Dispersing larger particles (109 μm) 567 

leads to similar average collision speeds.  568 

The simulations outcome confirms the well-established experimental observations that the 569 

tribocharging process produces the highest charge-to-mass ratio for the smallest particles up to 570 

350 nC/g for 53 μm glass ballotini. Increasing the particle size causes a significant decrease in 571 

the specific charge, confirming the dependence of the charging process on the specific solids 572 

surface area. Indeed, a unique value for the net accumulated charge per unit surface area is 573 

obtained, ~7 pC/mm2, for all particle sizes of glass ballotini. Interparticle collisions do not 574 

influence the final charge level by more than 1% of the total charge.  575 

Aspirin and α-LM particles show a similar charging trend, but to different asymptotic 576 

(equilibrium) levels. In these cases the number of particle impacts is similar to those of glass 577 

ballotini, but the impact speeds are larger. The samples aspirin and α-LM get charged to almost 578 

the maximum level, especially for small sample volumes. The surface charge density for aspirin 579 

is calculated as 34 pC/mm2, i.e. about eight times higher than that of glass ballotini, while the 580 

value calculated for α-LM is 24 pC/mm2.  These charge levels corresponds to 96% and 89% of 581 

the equilibrium surface charge densities of aspirin and α-LM, respectively.  The corresponding 582 

value for glass ballotini is lower at 79%, as they are denser and stiffer, deforming to a much 583 

lesser extent on collisions. 584 

The charge distributions on aspirin and α-LM particles at the end of the simulations are strongly 585 

shifted towards their equilibrium charge values and the results are comparable with values of 586 

equilibrium charge measured experimentally, suggesting that the considered dispersion device 587 
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is potentially useful for characterizing the triboelectric charging tendency of powders with 588 

scarce availability, such as new APIs under development.  589 

 590 
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