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 
Abstract—Rotating machinery working under changing

operation conditions is prone to failure. In recent years, domain 

adaptation has been successfully used for fault diagnosis. 

However, the existing fault diagnosis methods based on domain 

adaptation have two main disadvantages: 1) With these methods, 

it is difficult to precisely measure and estimate the differences 

between the source and target domains; 2) They only consider the 

discrepancies in the feature space, but not in the label space. In 

this paper, a new optimal transport based deep domain 

adaptation model is proposed for rotating machine fault 

diagnosis. The framework of the proposed method comprises 

three main components. Firstly, an autoencoder network is 

designed to extract compact and class discriminative features 

from the raw data. Secondly, the domain-invariant 

representation features are trained by searching an optimal 

transport plan with a predefined cost function between source 

and target domains and by minimizing the discrepancies of a 

joint distribution of the feature and label spaces based on optimal 

transport. Finally, the classifier trained with data in the source 

domain is directly used to perform the classification task in the 

target domain. In addition, the optimal selection of the model 

hyper-parameters is verified through empirical analysis, and the 

transfer ability of the proposed model is visually illustrated in a 

reduced feature space. The experimental results show that the 

proposed method outperforms the existing machine learning and 

domain adaptation fault diagnosis methods, in terms of, e.g., 

classification accuracy and generalization ability.  

Index Terms—Autoencoder, deep learning, domain

adaptation, fault diagnosis, optimal transport, rotating machine, 

transfer learning. 

I. INTRODUCTION

OTATING machine plays an important role in industrial 
application, and it is an integral part of many industrial  
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systems (e.g., wind turbines, aircraft engines, and alternators). 
In any rotating machine application, fault diagnosis is crucial 
for ensuring safe operation of the system, reducing machine 
downtime and saving maintenance costs [1], [2]. Therefore, 
rotating machine fault diagnosis has attracted extensive 
attention, and many fault diagnosis methods have been 
proposed. 

Fault diagnosis techniques can be roughly categorized into 
two types: 1) model-based methods and 2) data-driven 
methods. Early fault diagnosis is mainly based on physical 
models, which can accurately describe how faults are linked to 
the associated industrial system [3], [4]. But this kind of fault 
diagnosis methods have two main disadvantages: 1) they are 
highly dependent on the priori knowledge of the system; 2) 
factors such as disturbance in the industrial operation process 
and some assumptions about the system (e.g., the form of 
noise and working conditions of the system) may be 
inappropriate, and these can result in uncertainty and 
misdiagnosis. 

Data driven fault diagnosis methods [5], [6], where analysis 
is directly performed on the collected data using techniques 
such as signal processing and machine learning, can reduce 
the dependence on prior knowledge of the system and are 
more suitable for modern industrial application. For instance, 
Wang et al. [7] used the Hilbert transform to analyze fault 
features in the frequency domain. Singh et al. [8] proposed a 
fault diagnosis method based on wavelet analysis. In addition 
to traditional signal processing techniques, new fault diagnosis 
methods based on statistical learning have also been 
investigated. For example, Cao et al. [9] proposed a coupled 
hidden Markov model to identify the bearing fault stages. 
Wang et al. [10] presented a classifier algorithm combining 
wavelet packet decomposition with random forests, which can 
extract the fault features and reduce the influence of vibration 
signal noise. Although these methods can achieve good 
performance on fault diagnosis tasks, they still face a 
challenge to automatically extract the fault features from 
incipient fault signals. In reality, it is time-consuming to 
extract fault features manually. Therefore, there is a need to 
develop an efficient intelligent fault diagnosis algorithm, 
which can efficiently detect the fault diagnosis and 
automatically discover the fault features. 

In recent years, great progress has been made in applying 
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deep learning in the field of fault diagnosis. Deep neural 
networks, including deep stacking networks and convolution 
neural networks (CNN), due to their excellent automatic 
feature extraction ability, have been proposed to solve the 
fault diagnosis problem. Sun et al. [11] proposed a sparse deep 
stacking network to overcome the feature extraction problem 
of conventional deep learning by adding a sparse 
regularization term to enforce the feature to be sparse; this can 
efficiently train the model and achieve better performance. Liu 
et al. [12] proposed a dislocated time series CNN architecture 
that can deal with the time series data in industrial application. 
Sun et al. [13] presented a convolutional discriminative 
feature learning networks based on CNN to automatically 
learn robust and invariant fault features. Chen et al. [14] 
proposed a deep learning scheme based on sparse autoencoder 
(SAE) and deep belief network (DBN), which combined 
time-domain and frequency-domain features to enhance the 

bearing fault diagnosis reliability. Shao et al. [15] proposed a 
deep learning-based multi-signal fault diagnosis method 
which showed robust performance by extracting features from 
multiple types of sensor signals. Ma et al. [16] proposed a 
deep residual convolutional network based on separable 
convolution to learn multiscale information from vibration 
signals and obtained satisfactory diagnostic results. Most of 
the existing approaches can precisely detect the fault and can 
automatically learn hierarchical representation from data 
based on deep learning network, but the success of these 
methods is based on two assumptions: 1) there is a large 
amount of labeled data for training; 2) the training data from 
the source domain and the test data from the target domain 
follow the same distribution. When one or both of the two 
assumptions are violated, the performance of these algorithms 
may degrade significantly. In practice, these assumptions tend 
to be violated due to the variable working environment and 
unstable load torque in real industrial applications such as 
wind power system. It is known that data collection is 
time-consuming, so it is often unrealistic to collect a large 
amount of labeled training data. It is also commonly aware 
that models trained from scratch data may be less reliable. 
Even if labeled data can be obtained under certain working 
conditions, the data distribution may change with other new 
working conditions. To overcome these issues, a good solution 
is to transfer knowledge from source domain with a large 
amount of label training data to target domain with relatively 
smaller or fewer number of labeled data. 

Domain adaptation is an efficient method to solve data 
imbalance or data scarce problem and has attracted increasing 
attention. It has proven that with the domain adaption 
algorithms [17]-[19], the performance of a learning approach 
in the target domain can be bounded by the performance of the 
learning algorithms in source domain, and the discrepancies 
between source domain and target domain can be reduced or 
minimized. Methods and algorithms for reducing the 
discrepancies between the two domains have been well 
studied in machine learning community [20], [21]. As an 
effective approach, domain adaptation technology can 
overcome the weakness of deep learning. For example, in fault 

diagnosis application, when the working condition varies, a 
traditional deep learning model trained from data collected 
under a specific scratch working condition usually does not 
work for other working conditions. In order to obtain a good 
model that works for different working conditions, the model 
must be trained using a massively large amount of data 
collected under different conditions; this implies a large 
amount of cost spent on data collection. With domain adaption 
approach, however, a model trained from data collected under 
certain working conditions does not need to be retrained when 
it is applied to data collected under some new working 
conditions, so as to reduce the cost of data collection and the 
corresponding training time and computational cost. Due to 
these reasons, domain adaptation has been widely used to 
solve the fault diagnosis problem under different working 
conditions [22]. In [23], a fault diagnosis model based on deep 
neural network was presented to extract transferable features 
by utilizing an autoencoder (AE) network with a maximum 
mean discrepancy (MMD) term. In [24], an AE model, 
together with a joint distribution adaptation (JDA) term, was 
proposed to extract domain-invariant and discriminative 
features. To transfer the diagnosis model from the source 
domain to the target domain, Wang et al. [25] adopted a 
stacked denoising AE by replacing the correlation alignment 
(CORAL) distance with the differences of the two data 
distributions. Sohaib et al. [26] used bispectrum analysis and a 
CNN model to identify bearing fault under inconsistent 
working conditions. Most of the existing work can effectively 
mitigate the impact of data distribution differences and 
significantly improve the performance of the associated 
classifiers. However, the existing fault diagnosis methods 
based on domain adaptation theory have two main 
disadvantages: 1) when the distribution between the source 
domain and the target domain is multimodal, the probability 
metrics used in these methods cannot represent the differences 
between the two domains; 2) the differences between the 
source and target domains are only considered in 
high-dimensional feature space, but the differences in the label 
space are usually ignored, leading to inadequate adaptation. In 
order to solve the above problem, a more effective probability 
metric needs to be proposed to precisely measure the 
discrepancies. 

Optimal transport (OT) theory [27], [28], as a powerful tool, 
can compute the distance between the probability distributions. 
OT distance is also called Wasserstein distance, 
Monge-Kantorovich distance, or Earth Mover distance. The 
OT distance can be directly computed based on the samples of 
the distributions without performing density estimation or 
other non-parametric methods. As described in [29], OT 
outperforms traditional probability metrics such as 
Kullback-Leibler (KL) divergence and Jensen-Shannon (JS) 
divergence. For example, KL divergence may be infinite, and 
JS divergence can have a sudden step when there is no overlap 
between the distributions, but OT distance can still provide 
useful results for parameter update with gradient descent 
method. In addition, OT can also be used in other metric 
spaces. However, computing the OT distance involves the use 
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of linear programming, which requires high computational 
costs. Several efficient algorithms [30], [31] have been 
proposed to solve the problem. OT theory has been widely 
used in the fields of image processing [32], [33], domain 
adaptation [34], [35], and signal processing [36], [37].  

In this paper, a novel method called optimal transport based 
deep domain adaptation (OTDDA) is proposed to 
simultaneously align the distribution of the feature space and 
label space of the source domain and the target domain. First, 
an AE network is constructed for unsupervised feature 
learning in the proposed model, which can extract the class 
discriminative features from the input data. Then, the 
discrepancies between the joint learning representations and 
labels is minimized based on OT. The main idea is to search a 
transport plan between the feature and label spaces of the 
source and target domains and retain the label information of 
the source domain. Experimental results show that our method 
can precisely detect faults under different working conditions. 
To the best of our knowledge, this is the first time to apply OT 
theory to solve fault diagnosis problems using domain 
adaptation learning. The main contributions of the paper are 

summarized as follows： 

1) An optimal transport based deep domain adaptation
(OTDDA) framework is proposed for rotating machine fault 
diagnosis under different working conditions. The method can 
automatically extract the domain-invariant and discriminative 
features from the raw data and precisely detect faults under 
different working conditions.  

2) In order to measure the discrepancies between the labels
and features in the source and target domains, the OT distance 
is introduced to characterize the discrepancies between the 
source and target domains. 

3) To improve the performance of the fault diagnosis, an
AE network is designed as a feature extractor to discover 
representative features in the raw data. Then the transport plan 
is learned in the hidden layer of the AE network to align the 
representation in the source and target domains. In addition, 
the mini-batch method is used to solve the high computing 
cost problem in computing OT distance.  

The rest of the paper is organized as follows. In Section II, 
the theory and framework of the proposed method, referred to 
as the optimal transport based deep domain adaptation 
(OTDDA), is depicted. In Section III, the implementation 
algorithm of OTDDA, used for fault diagnosis, is presented. 
The experimental results are described in Section IV. Finally, 
the main work is summarized in Section V.  

II. THE PROPOSED OPTIMAL TRANSPORT BASED DEEP

DOMAIN ADAPTATION 

A. Problem Formulation in Fault Diagnosis

The problem of domain drift and domain adaptation is
shown in Fig. 1. Domain drift can occur once the working 
conditions change. Therefore, a classifier trained using data in 
the source domain cannot be directly applied to the target 
domain as the direct use of the classifier can lead to 
misclassification. In this work, the fault diagnosis setting is as  

Source 
domain

Target domain

Domain 
adaptation

Misclassify

Source class Target class Classifier

Fig. 1.  The graphical representation of the problem of the domain drift and 
domain adaptation. 

follows: the labeled training data from the source domain are 
collected under a specific working condition, and the 
unlabeled target domain data are collected under another 
working condition. This study is mainly concerned with 
unsupervised domain adaptation problem. The goal of the 
domain adaptation is to align the distribution of the source and 
target domains and train a classifier using the source domain 
data, and the classifier is then applied to the target domain. 

Definition 1 (Domain): A domain D is composed of a 
m-dimensional feature space X and a marginal probability

distribution ( )P x , i.e.,  , ( )D X P x , where x X .

Definition 2 (Task): Given a domain D , a task T is 
composed of a C-cardinality label set Y with a distribution 

( )P y and a function map ( )f x , i.e.,  ( ),T f x Y ,

where y Y , and ( ) ( | )f x Q y x , which can be regarded as

the conditional probability distribution. 
Unsupervised domain adaptation: Given a labeled source 

domain  , ( )
s s s s

D X P x with label s
Y and unlabeled target 

domain  , ( )
t t t t

D X Q x , where ( , ) ( , )
s s s t t t

P x y Q x y , and

s t
X X , the goal of unsupervised domain adaptation is to

utilize the labeled source data to learn a 

mapping ( ) :f x X Y , which has a good performance on the

target domain. 

B. Optimal Transport

1) Original optimal transport problem

The original OT problem, called Monge problem, was first
studied by the French mathematician Gaspard Monge in the 
middle of the 19th century. The goal of the OT is to find a 
lowest-cost way to transport large amounts of sands into a 
given hole, as shown in Fig. 2. The formal definition is 
introduced as follows. 

Let d
R be an input measurement space. Assume that a

mapping T needs to be found to minimize the cost ( )C T  as 

follows: 

( ) ( , ( )) ( )C T c x T x d x


  (1) 

where the cost function :c R
 is a distance function 
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

X

Yy

x



( , )c x y

Fig. 2.  The graphical representation of the OT problem. 
 

over the metric space . The solution to the Monge problem 
can be formulated as: 

 

0 arg min ( , ( )) ( )
s

s
T

s t

T c x T x d x

subject to T



 




 


         (2) 

where 1( ( ))s sT T x    , which is said to be a transport map 

or push-forward from s
 to t

 .  

Kantorovitch reformulated the Monge problem and 
extended it to the more general case where a large amount of 

sands can be split into several parts [38]. Let be the set of all 

the probabilistic couplings in ( )
s t

P   with 

marginal s
 and t

 . The Kantorovitch problem aims to find a 

coupling that satisfies the following equation: 

0 arg min ( , ) ( , )
s t

s t s t
c x x d x x


 

 
         (3) 

where 0 is a transportation plan.  

The Wasserstein distance of order p between s
 and t

  is 

defined as: 
1

( , ) (inf ( , ) ( , ))
s t

p p
p s t s t s tW c x x d x x


  

 
     (4) 

2) Optimal transport for domain adaptation 

Assumed that the source and target domains 

have s
n and t

n samples, respectively. Suppose s
 and t

 are 

their corresponding marginals. The goal is to find a 

transformation :
s t

T   and retain the knowledge of source 

domain that is highly related to the OT problem. In this paper, 
only the discrete OT problem is concerned, and the domain 
adaptation problem can be regarded as a special case of the 
discrete OT problem. Therefore, equation (3) can be rewritten 
as: 

1

s

s
i

n

s

s i x
i

p 


                  (5) 

1

t

t
i

n

t

t i x
i

p 


                  (6) 

1 1

1
s tn n

s t

i i

i i

p p
 

                   (7) 

 ( ) | 1 , 1s t

t s

n n T

n s n tR                (8) 

0 arg min ,
F

C


 


               (9) 

where s
ix

 and t
ix

 are the Dirac function at locations s

ix and t

ix , 

respectively, 1
d is a d-dimensional vector of ones, ,

F
  is the 

Frobenius dot product, C is the cost matrix, and 

( , ) ( , )s t

i j
C i j c x x . Once a transport plan 0 is obtained, the 

barycentric mapping can be used to transport the source 
samples to target samples or target samples to source samples, 
which can be described as 

1
0 0( 1 )

tst n t
X diag X             (10) 

1
0 0( 1 )

s

T T

tt n s
X diag X            (11) 

where st
X and tt

X are transformed source samples and target 

samples, respectively. s
X and t

X are data matrix that 

represent the source data and target data.  
3) Joint distribution optimal transport loss 

Courty et al. [35] proposed a joint distribution 
transportation using the discrepancies between the feature and 
label space when the domain changes, and introduced it for 
solving the transport problem. Ideally, for adapting the feature 
space and the label space, a metric that can be applied to both 
the feature and label spaces should be used. For feature space, 

the most commonly used metric is the 2l distance, while the 

classification loss is usually used to measure the discrepancies 
in the label space. In this paper, the cross-entropy loss is 
calculated as the classification loss. The cost function is 
defined as 

( , , , ) ( , ) ( , )s s t t s t s t

i i j j i j i j
c x y x y d x x L y y        (12) 

where ( , )d   represents the 2l distance, ( , )L   is the 

cross-entropy function, and  is the trade-off parameter. 

However, the target domain is unlabeled, which means 

that t

j
y cannot be directly used. Therefore, the 

classifier ( )g x trained in source domain is utilized to represent 

the target labels. The optimization objective function can be 
written as: 

,
,

,

min , ( ( , ) ( , ( )))s t s t

i j i j i j
g

i j

C d x x L y g x


  


     (13) 

C. The Proposed Optimal Transport Based Deep Domain 

Adaptation 

Although joint distribution transportation can reduce the 
domain drift in the feature and label spaces, it has two 
drawbacks: 1) useful features cannot be automatically 
extracted from the raw data; 2) it is extremely difficult and 
intractable to solve  when the dataset is large. To solve these 

two problems, a new OTDDA framework is proposed in this 

paper, which comprises three parts: 1) a feature extractor f , 

2) a label predictor g , and 3) an OT solver. An overview of 

the proposed framework is shown in Fig. 3. Firstly, the feature 

extractor :f x z is trained to map the input data to the latent 

space Z , where useful features can be extracted from the input 
data. Second, the label classifier :g z y maps the feature 

space to the label space to classify the obtained features 
generated from the feature extractor. Finally, based on the  
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Fig. 3.  The overview of the proposed optimal transport based deep domain adaptation framework. 
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Fig. 4.  The flow chart of the proposed OTDDA algorithm for fault diagnosis. 
 

joint distribution loss, the OT solver is constructed to search a 
transport plan to align the distribution of the feature and label 
spaces relating to the source and target domains, respectively. 
The goal can be achieved by minimizing the following 
objective function: 

, ,

,
,

,
,

1
min ( , , ) ( , ( ( )))

( ( ( ( ), ( )))

( ( , ( ( )))))

s s

s i i
f g

is

s t

i j i j

i j

s t

i j t i j

i j

f g L y g f x
n

d f x f x

L y g f x




 
















     (14) 

where the first term is to ensure that the proposed model can 
obtain a good performance in the source domain. The second 
term is to align the distribution of the feature space and the 
label space, corresponding to the source domain and target 
domain, respectively, and make the classifier trained in the 
source domain be directly applicable in the target domain.  

III. OPTIMAL TRANSPORT BASED DEEP DOMAIN ADAPTATION 

FOR FAULT DIAGNOSIS 

In order to improve the accuracy of fault diagnosis in real 

industrial production, the proposed OTDDA framework in 
section II is applied to detect the fault category of rolling 
bearings. To better deal with the fault data, the AE network is 
constructed as a feature extractor to extract the features of the 
fault data from the source and target domains. Then, a 
Softmax classifier is trained as a label predictor to predict the 
labels of these extracted features. The feature space and label 
space are aligned by the OT solver. The flow chart of the 
proposed OTDDA algorithm for fault diagnosis is shown in 
Fig. 4. The details of the algorithm are described below. 

A. Autoencoder for Feature Learning 

Feature extraction is crucial for improving the classification 
performance and accelerating the convergence for fault 
diagnosis. However, manual feature annotation is 
time-consuming and inefficient. Therefore, an efficient feature 
extractor is needed to automatically extract features and 
improve the convergence rate of the model. In this paper, an 
AE network is designed as a feature extractor to learn more 

training process, which can avoid extracting features from 
incipient fault signals. The architecture of the AE network is 
shown in Fig. 5.  
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Fig. 5.  The architecture of the AE network. 

The AE network maps the input data  nx to the 

representative features  ( )my m n by a function h with 

parameters   ,W b , which is written as follows:

( ) ( )y h x f Wx b  (15) 

whereW represents a m nweight matrix, b is a bias vector,
and f is an activation function.  

Correspondingly, the decoding part is to reconstruct the 
input data with the representative features y , and the process 

is described as follows: 

( ) ( )x g y f W y b  (16) 

where     ,W b , W represents a n mweight matrix, and

b is a bias vector. Then, the training of the AE network

updates W , W , b , and b through the following loss
function: 
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where
i
x and

i
x represent the i th reconstructed data and input 

data, respectively. 

B. Softmax Classifier

Softmax classifier is the most commonly used algorithm for

multiclass classification. Given input data 


( )

1

m
i

i
x and a label 

set 


( )

1

m
i

i
y consisting of k types of labels, where ( )i nx , and 

 ( ) 1,2, ,iy k , the main function of Softmax is to estimate 

the probability that each sample belongs to each category, and 
take the category with the highest probability as the category 
of the sample. This probability is given by: 
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The cross-entropy of the predicted labels of Softmax and 
true labels is chosen as the cost function. 

C. Training Strategy

In this section, the training strategy of the proposed model
is described in detail as follows. 

1) Initialization: It has been proven that the initialization
strategy can critically affect the quality of the training. In this 
paper, the Xavier initialization [39] is adopted to initiate the 
parameters of the AE network and the cost 

matrix ( , )s t
C d x x , where ( , ) ( , )s t

i j
C i j d x x .

2) Training procedure of the OTDDA model: Equation (14)
involves two groups of variables to be optimized: 1) the OT 

coupling  and 2) the parameters of feature extractor f and 

Softmax classifier g . The main task of the training is to search 

the transport plan; this is a linear programming problem which 
needs high computational cost. In this paper, the block 
coordinate descent algorithm [35] is used to optimize the cost 
function. In addition, a mini-batch method is applied to solve 
the computational cost problem of OT distance.  

When the parameters of feature extractor f and Softmax 

classifier g are fixed, equation (14) can be rewritten as: 
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This is a standard linear programming problem, which can 
be solved by using the network simplex flow algorithm.  

When the parameter  is fixed, equation (14) can be 

rewritten as follows: 
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   (20) 

This is a classical deep learning problem that can be solved 
by using the gradient descent algorithm. In this paper, the 
Adam algorithm is adopted to optimize (20). The update rules 
are described as follows:  
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(21) 

  


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g g

g

(22) 

where  represents the learning rate.

The detailed procedure of the proposed OTDDA algorithm 
for fault diagnosis is summarized in Algorithm 1.  

IV. EXPERIMENT

A. Data Preparation

The proposed method is evaluated on the rolling bearing
dataset collected under different working conditions. The 
bearing test rig is shown in Fig. 6 [40].  

1) Bearing dataset: The rolling bearing data were collected
from the single-point drive end of the bearing at room 



 

Algorithm 1: OTDDA algorithm for fault diagnosis 

Input: The labeled source data 
1 2

{ , ,..., }s s s

s m
D x x x corresponding to 

the label 
1 2

{ , ,..., }s s s

s m
Y y y y and the unlabeled target data 


1 2

{ , ,......, }t t t

t n
D x x x . 

Output: The feature extractor f and classifier g . 

# extract the useful features from raw fault data. 

1: Set the f parameters: 

● activation = 'sigmoid', loss = 'mean squared error', optimizer = 
'adam', epochs = 600, batch size = 400. 

● #hidden layer units = 400. 

2: Initialize the cost matrix C , where ( , ) ( , )s t

i j
C i j d x x . 

#minimize the discrepancies between the source and target   
domains. 
3: while not convergence do 

fix f and g to solve  in (19) 

fix  to solve f and g in (20) 

End while 

4: return f and g . 

 

 
Fig. 6.  Bearing test rig [40]. 

 
Fig. 7.  The visualization of a sample for each type of data in the dataset. 
 

temperature, where the accelerometer was used to get the 
normal and faulty data. Motor bearings were seeded with 
faults using electro-discharge machining (EDM). The faults 
mainly occur in three places: the inner race (IN), the outer race 
(OU), and the ball (BA). Each type of faults has four fault 
diameters, namely, 0.007 inches, 0.014 inches, 0.021 inches, 
and 0.028 inches. In addition, the motor loader was in one of 
the four classes: 0hp, 1hp, 2hp, and 3hp. The bearing data 
were collected at a frequency of 12,000 data points/second. In 
the setting, each 1200 data points are treated as a training/test 
sample segment, and each 800 sample segments are regarded 
as a unit of data. Therefore, there are totally 3200 normal 
sample segments in four working conditions (i.e, 0hp, 1hp, 
2hp, and 3hp), and there are a total of 38400 fault sample 

segments involving all the four fault diameters and the four 
working conditions. As discussed in section II, the 
cross-domain fault data are deliberately created in this study to 
verify the performance of the proposed method. Based on the 
different types of motor loader, six cross-domain data are 
obtained, i.e., 0-1hp, 0-2hp, 0-3hp, 1-2hp, 1-3hp, and 2-3hp. 
The visualization of a normal bearing sample and three fault 
bearing sample segments with a size of 0.007 inches under 
0hp working condition is shown in Fig. 7. The six domain 
shift cases are summarized in Table I. Taking 0-1hp as an 
example, the form of the domain adaptation problem is 
detailed as follows.  

TABLE I 
THE DESCRIPTION OF THE DOMAIN ADAPTATION TASKS 

Task Domain shift Source classes Target classes 

D1 0hp->1hp 1, 2, 3, 4, 5, 6, 7 1, 2, 3, 4, 5, 6, 7 

D2 0hp->2hp 1, 2, 3, 4, 5, 6, 7 1, 2, 3, 4, 5, 6, 7 

D3 0hp->3hp 1, 2, 3, 4, 5, 6, 7 1, 2, 3, 4, 5, 6, 7 

D4 1hp->2hp 1, 2, 3, 4, 5, 6, 7 1, 2, 3, 4, 5, 6, 7 

D5 1hp->3hp 1, 2, 3, 4, 5, 6, 7 1, 2, 3, 4, 5, 6, 7 

D6 2hp->3hp 1, 2, 3, 4, 5, 6, 7 1, 2, 3, 4, 5, 6, 7 

Source domain: The source domain consists of the normal 
and faulty data collected without the motor 

loader  , , ,
s

D normal IN OU BA ; the diameters of the fault 

selected are 0.007 inches and 0.014 inches. Therefore, there 
are totally 5600 sample segments in the source domain.  

Target domain: Similar to the source domain, the target 
domain consists of the data collected from the 1hp motor 
loader without giving any label information. 

Task: The task is to utilize the labeled source data to train a 
model that can categorize the unlabeled target data into four 

classes, namely, , , ,normal IN OU BA . The number of sample 

segments in the target domain is the same as the source 
domain. 

2) Data preprocessing: Firstly, for each cross-domain task, 
5600 sample segments are chosen from the source and target 

domains with 80% overlap, respectively. The vibration data 
are noise contaminated. In order to reduce the effects of noise, 
the fast Fourier transform (FFT) is used to denoise the 
vibration data, and the value of the data after FFT is magnified 
10 times because the FFT values are too small. The single-side 
frequency amplitude calculated in the last step is taken as the 
final input for training the model, and the input dimension is 
600.  

B. Experiment Results 

1) Comparison with other methods: In order to verify the 
effectiveness of the OTDDA method, several supervised 
learning algorithms and domain adaptation methods are 
applied to the same data; these methods include SVM, 
K-nearest neighbor (KNN), Softmax, back-propagation neural 
network (BP), transfer component analysis (TCA) [20], JDA 
[21], CORAL [41], sparse autoencoder (SAE) with OT 
(SAE+OT), denoising autoencoder (DAE) [42] with OT 
(DAE+OT), and domain-specific batch normalization (DSBN) 
[43] The performance of the proposed method is compared  



TABLE II 
CLASSIFICATION ACCURACY OF ALL THE METHODS BASED ON THE ROLLING BEARING DATA 

Without domain adaptation techniques 

Trail number 1 2 3 4 5 6 

Methods 0-1hp 0-2hp 0-3hp 1-2hp 1-3hp 2-3hp Avg 

Softnax 73.2% 71.4% 75.7% 69.5% 70.7% 66.1% 71.1% 

KNN 82.3% 69.3% 77.4% 82.8% 85.6% 84.7% 80.3% 

BP 75.2% 72.4% 76.4% 57.8% 55.3% 63.4% 66.7% 

SVM 89.4% 83.2% 82.0% 70.3% 73.6% 86.2% 80.7% 

With domain adaptation techniques 

TCA 82.8% 77.0% 87.2% 75.4% 84.8% 74.4% 80.3% 

JDA 95.9% 92.0% 98.1% 89.7% 95.2% 93.7% 94.1% 

CORAL 85.7% 82.9% 87.6% 74.9% 79.5% 70.1% 80.1% 

DSBN 97.2% 98.6% 98.8% 98.4% 98.9% 98.5% 98.4% 

SAE+OT 95.6% 96.9% 97.2% 96.5% 97.4% 98.6% 97.0% 

DAE+OT 96.2% 98.1% 98.9% 99.1% 98.6% 97.8% 98.1% 

OTDDA 98.0% 99.8% 98.7% 98.9% 99.2% 98.4% 98.8% 

with that of these methods. The first four methods are classical 
supervised classification methods without using domain 
adaptation technique; they have been successful in many fault 
diagnosis applications. The remaining methods are domain 
adaptation methods, which have been widely used in computer 
vision.  

2) Implementation details: Before training, the pretrained
AE network is utilized as a feature extractor to extract useful 
features to preprocess the source and target data. For SVM, 
KNN, Softmax, and BP, the classifiers are trained on the 

labeled samples from source domain s
D and then used to 

predict the labels of the target samples from target domain t
D . 

The remaining methods based on domain adaptation use all 

the samples of s
D and t

D to learn a feature representation to 

align the distribution of the s
D and t

D . In addition, the 

Softmax is chosen as the base classifier of the domain 
adaptation methods.  

For a fair comparison, the compared methods are evaluated 
by empirically searching the parameter space to find a set of 
optimal parameter settings and choose the best result for each 
method. 

In this work, the SVM algorithm, provided by LIBSVM 
[44], is used. The bandwidth of the radical basis function 
(RBF) kernel is selected by searching from the set {1, 2, 4, 8, 
16, 32}. Other methods are implemented in MATLAB 
environment (version R2016a). For KNN, the optimal nearest 
neighbor number is chosen by searching in the set {1, 2, 4, 8, 
16, 32, 64}. For Softmax, the parameter of the regularization 
term is chosen from {0.0001, 0.001, 0.01, 0.1, 1, 10}. For BP, 
the number of hidden layers is set to 2, and the number of 
hidden neurons of each layer is set to 1000; the weight decay 
is searched from {0.002, 0.02, 0.2, 2}. For the domain 
adaptation based methods, the parameters of the base classifier 
are chosen using the same scheme as mentioned above for 
Softmax. For TCA and JDA, the optimal subspace dimensions 
are set to be {2, 4, 8, 16, 32, 64, 128, 256}, and the trade-off  
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Fig. 8.  The fault diagnosis accuracy of the 11 methods on bearing data. 

parameter is chosen from {0.01, 0.1, 1, 10}. In addition, in 
order to determine which kinds of AE networks are best for 
the proposed framework, another two types of AE networks 
(i.e, SAE and DAE) are considered and compared with the 
models presented in section III. All the networks considered 
and compared have the same structure. For SAE, the KL 

divergence is added as a regularization term to the loss 
function to enforce the encoder feature to be sparse, and the 
sparse parameters are chosen from {0.001, 0.01, 0.1, 1, 10}; 
for DAE, some nodes of the input layer are set to be 0 
randomly and are regarded as the input of AE network for 
training. For DSBN [43], the structure of CNN consists of two 
convolutional layers and a Softmax layer, the number of the 
convolution kernels is 10, and the size of convolution kernels 
is 5.  

3) The performance metrics: In the experiment, the
accuracy on the target data is calculated by (23) to measure the 
performance of all the methods. 

| : ( ) ( ) |

| : |
t

x x D f x label x
accuracy

x x D

  



(23) 

The accuracy values generated from the 10 compared 
methods and the proposed method for the rolling bearing data 
using (23) are shown in Table II and Fig. 8.  



(a) (b) 

(c)                                                                 (d) 
Fig. 9.  The confusion matrices of domain adaptation methods for the trial number 1. (a) OTDDA. (b) JDA. (c) TCA. (d) CORAL. 

(a) (b) 

(c)                                                              (d) 
Fig. 10.  The visualization results of the original features and OTDDA features in a reduced dimensional space by t-SNE, where the symbol S and T represent 
the source domain and target domain, respectively. In particular, the original features represent no domain adaptation. (a) Normal features. (b) IN features. (c) 
OU features. (d) Ball features. 



4) Result analysis: As shown in Table II and Fig. 8, the
performance of these methods without domain adaptation is in 
general lower than that with domain adaptation. It can be seen 
that the proposed OTDDA method can significantly improve 
the performance of the base classifier and is much better than 
other methods. This can be explained that the introduction of 
domain adaptation can improve the performance of the 
classifier on the target domain and mitigate the effect of the 
domain drift. For example, in trial number 2, the accuracy of 
Softmax is improved by 28.4% (from 74.4% to 99.8%) due to 
the use of domain adaption in OTDDA. More importantly, the 
domain adaptation method enables the model trained on 
source domain to be directly reused in the target domain, and 
reduces the labeled data collection cost and computational cost. 
Fig. 9 shows the confusion matrices of the proposed method 
and some other domain adaptation techniques for the first 
domain shift situation (i.e., trial number 1). For the choice of 
AE network, it can be seen that the original AE network in the 
proposed model is better than DAE and SAE. Although DAE 
and SAE can provide more powerful representation than 
original AE network, they reduce the transferability of model.  

C. Empirical Analysis

The experimental results show that the proposed method is
significantly better than the compared methods. In order to 
explore the reason of the better performance shown by 
OTDDA, the t-distributed stochastic neighbor embedding 
(t-SNE) [45] approach, as a dimension reduction visualization 
method, is used to reduce the dimension of features involved 
in the original feature space used by OTDDA. The two cases 
of 0hp and 1hp are selected as the source and target domain 
respectively, and the case of ‘0.007 inches’ is selected as the
diameter of the fault. In the experiment setting, the output of 
the second hidden layer of the AE network is designed to 
conduct the dimension reduction. The visualization result 

generated by t-SNE is shown in Fig. 10, where the Original-S 
and Original-T represent the features extracted from the 
source and target domains, respectively, by AE network 
without domain adaptation. Similarly, OTDDA-S and 
OTDDA-T represent the source and target features, 
respectively, extracted by the proposed method. The feature 
visualization of the four states (i.e., Normal, IN, OU, and Ball) 
is also shown in Fig. 10. It can be seen that the distance of the 
features between the source and target domains extracted by 
the OTDDA method becomes closer than that between the 
original features, and each source domain feature exactly 
matches the target domain feature. This shows that the 
proposed method can reduce the discrepancies of cross 
domain and align the distribution of source and target domain. 

D. Parameter Analysis

In this section, the effects of the model parameters on the
proposed method are analyzed. For illustration purpose, the 
four domain shift cases (i.e., trial number 1-6) are chosen as 
the input data of the experiment. The five key parameters 
considered are summarized in Table III.  

TABLE III 
THE KEY STRUCTURAL PARAMETERS OF OTDDA 

Parameter Value 

Trade-off parameter  0.5 

Learning rate  0.01 

Inputs size 600 

Number of hidden layers 2 

Number of hidden units 400 

1) The trade-off parameter: The trade-off parameter can

crucially affect the performance of the proposed algorithm. In 
the experiment, the parameter mentioned in (13) is mainly

used to control the trade-off between the feature and label 
space. In addition, the classifier of the proposed OTDDA 
method is Softmax. For each domain shift case, ten different 
values are considered for , which are from 0 to 0.9 in steps

of 0.1; these values are used to test the classification accuracy 
of the proposed method. The experimental results are shown 
in Fig. 11, from which it is observed that the accuracy of the 
proposed method is at least 92.4%, and the best trade-off 
parameter is in the range of 0.4 to 0.6. 

2) The number of hidden layers: In order to fully explore
the potential of the proposed method, it is essential to analyze 
the impact of the number of hidden units in hidden layer. Fig. 
12 shows the accuracy of the proposed method with different 
numbers of hidden units. The experimental results show that 
the proposed method is sensitive to the number of hidden units. 
It shows that the optimal number of hidden units is between 
400 to 500. Therefore, 400 neurons are used in the hidden 
layer in this study.  

V. CONCLUSION

In this paper, an optimal transport based deep domain 

Fig. 11.  The influence of the trade-off parameter for the accuracy of 
OTDDA (%). 

Fig. 12.  The influence of the number of hidden units for the accuracy of 
OTDDA (%). 



adaptation (OTDDA) framework was proposed for rotating 
machine fault diagnosis under different working conditions. 
The proposed method can automatically extract the 
domain-invariant and discriminative features from the 
vibration signals, and precisely detect faults under different 
working conditions. In order to reduce the heavy load of 
computing the OT distance, a mini-batch algorithm was 
applied to facilitate processing large-scale data. The main 
reason of the good performance of the OTDDA model was 
explored using a visualization analysis approach. the effects of 
model hyper-parameters were analyzed, and the experimental 
results show that the proposed model is sensitive to the change 
of the five key hyper-parameters considered. 

In the future work, we will consider extending the proposed 
framework to other industrial systems, and develop an 
approach for automatically determining the hyper-parameters. 
Moreover, the existing domain adaptation fault diagnosis 
methods assume that the source and target domains have the 
same class of labels. Such an assumption, however, may not 
be valid in many real applications due to the existence of 
outliers and other factors. Therefore, the detection of outliers 
and the recognition of unknown labels become an important 
research question. These will be investigated in the future.  
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