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ABSTRACT

In human-machine interfaces (HMI), deep learning (DL) techniques such as convolutional neu-
ral networks (CNN), long-short term memory networks (LSTM) and the hybrid CNN-LSTM
framework have been exploited for hand kinematics estimation using surface electromyogra-
phy (SEMG). However, these DL techniques only capture the relationship between sSEMG and
hand kinematics, but ignores the prior knowledge of the system. By contrast, Kalman filter
(KF) can apply Kalman gain to combine the internal transition model and the observation
model effectively. To this end, we propose a novel architecture named deep Kalman filter
network (DKFN), in which we utilize CNN to extract high-level features from sEMG and
employ a LSTM-based Kalman filter process (LSTM-KF) to conduct sequential regression.
In particular, LSTM-KF adopts the computational graph of KF but estimates parameters
of the transition/observation model and the Kalman gain from data using LSTM modules.
With this process, the advantages of KF and LSTM can be exploited jointly. Experimental
results demonstrate that the proposed DKFN can outperform CNN and CNN-LSTM in the

sequential regression for wrist/fingers kinematics estimation.
(© 2021 Elsevier Ltd. All rights reserved.

1. Introduction

Surface electromyography (sEMGQG) signals are bioelec-
tricity collected non-invasively by surface electrodes at-
tached on the skin [1]. They are combined actions of motor
unit action potentials (MUAPs) produced by muscle fibres
along with neuromuscular activities, and can reflect the
extent of muscle contractions ahead of actual motions [2].
Therefore it has been working as one of the main control
sources in human-machine interfaces (HMI) such as intel-
ligent prostheses or exoskeleton robotics [3]. To decode
human intentions from sEMG more intuitively, regression-
based approaches, including numerous linear/non-linear
models and various SEMG features, have been widely in-
vestigated in the past decade [4, 5]. Different from other
techniques such as the classifier-based pattern recognition
[6], regression methods intend to estimate joint kinematics
or kinetics in multiple degrees of freedom (DoF's) continu-
ously [5, 7], and can enable the simultaneous and propor-
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tional control in HMI.

To further improve regression accuracies and robustness,
two main deep learning (DL) techniques are now becoming
prevalent in recent years: 1) convolutional neural networks
(CNN) for feature extraction; 2) recurrent neural networks
(RNN) for sequential regression. Due to the stochastic na-
ture of SEMG and serious cross-talk among muscles in the
upper limb, useful information can be easily buried in con-
ventional hand-crafted features. To this end, CNN have
been applied to extract features from raw SEMG automat-
ically, where promising results can be found in both wrist
kinetics and kinematics estimation [2, 3, 8]. One limitation
of CNN is that it mainly focuses on spatial correlations
among channels of SEMG but inherently ignore tempo-
ral dependencies between adjacent samples. In regression-
based motion estimations, the targeted movements are
continuous and sEMG segments should be regarded as
time-series data. Since RNN, particularly the long-short
term memory network (LSTM), shows great effectiveness
in capturing long-term dependencies by learning contex-
tual information from past model inputs, there is now a
trend to implement RNN/LSTM in HMI [9, 10]. Inspired



by the advantages of CNN and RNN, hybrid structures
have been preliminarily investigated to better exploit the
CNN-based feature extraction and RNN-based sequence
learning [11, 12]. Experiment results demonstrate that a
CNN-LSTM hybrid framework achieved much higher ac-
curacy than CNN and ML approaches [11]. However, con-
ventional DL techniques, including CNN and RNN, can
neither include prior knowledge of the system nor capture
the uncertainty information. Therefore, they are easy to
suffer from very noisy measurements which are quite com-
mon in neural activities [13].

Apart from data-driven techniques mentioned above,
Kalman filters (KF) have also been employed to infer limb
movements from neural recordings [14, 15]. KF uses the
Kalman gain to determine the weights of the internal tran-
sition model and the observation model, thus it can track
the system state throughout time using noisy measure-
ments. However, KF could not handle the non-linear rela-
tionship between the neural activity and limb movements.
Besides, it is hard to pre-determine the value of parameters
in transition and measurement models. To overcome such
limitations, many attempts have been made to directly
learn models from training data with LSTM. For exam-
ple, Coskun et al firstly proposed the LSTM-KF frame-
work which integrated three LSTM modules into the KF
to learn the transition, observation and noise models in
pose estimation tasks [16]. Zhao et al proposed a Learn-
ing Kalman Network (LKN) to filter the car trajectory
given a sequence of measurements. In this network, both
the observation model and transition model were learned
by feed-forward neural networks, whilst the Kalman Gain
iteration was enhanced by a LSTM module [17]. More re-
cently, Ju et al designed a Interaction-aware Kalman Neu-
ral Networks (IaKNN), in which they incorporated two
LSTM modules for learning the time-varying process and
measurement noises for the update step of the Kalman
filter [18]. However, all these studies were conducted in
computer-vision tasks, such as human pose reconstruction
or trajectory prediction of self-driving cars. To our best
knowledge, there has yet any research on sEMG-based mo-
tion estimation.

In this paper, we propose a novel architecture named
Deep Kalman Filter Network (DKFN) to estimate hand
motions using sEMG. As an expansion of CNN-LSTM
framework [11], DKFN firstly utilizes CNN to extract high-
level features from raw sEMG signals, and then employs
LSTM-based Kalman filter process (LSTM-KF) to con-
duct sequential regression of CNN features. The main dif-
ference between DKFN and the conventional CNN-LSTM
lies in LSTM-KF which integrates LSTM into KF for
recursive learning, such that the advantages of KF and
LSTM can be exploited jointly. In particular, LSTM-
KF adopts the computational graph of KF but estimates
parameters of the transition/observation model and the
Kalman gain from data using LSTM modules. To validate
the effectiveness of DKFN, eight healthy subjects were re-
cruited to perform continuous wrist movements. More-
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Fig. 1: Pipeline of DKFN in hand motion estimation using sEMG.
It is noted that DKFN is composed two parts, i.e. a CNN for deep
feature extraction and a LSTM-KF module for sequential regression.

over, a public benchmark is further utilized to verify the
generalization of DKFN in mapping sEMG to finger kine-
matics. Experimental results demonstrate that DKFN can
outperform CNN and CNN-LSTM in the sequential regres-
sion for both wrist and finger kinematics estimation.

The remainder of this paper is structured as follows.
Section II describes the pipeline of the proposed DKFN.
We firstly introduce the CNN-based feature extraction,
the KF-based filtering and LSTM-based sequential regres-
sion, and then describe the design of LSTM-KF in detail.
Section IIT introduces experimental setups of wrist/finger
kinematics estimation and Section IV presents experimen-
tal results in these two tasks. In Section V the paper is
concluded with some future research avenues discussed.

2. Methodology

2.1. Overview

The pipeline of DKFN for hand motion estimation is il-
lustrated in Fig. 1. Sliding windows are firstly applied to
split the multi-channel sSEMG into successive sSEMG matri-
ces in different time steps. Then CNN is utilized to extract
feature vectors z from SEMG matrices. Based on these
features, a group of training sequences [Z;—j4+1,- - , 2] (¢
denotes the time step and [ is the length of this sequence)
can be rebuilt for the sequential regression conducted by



LSTM-KF. In our design, LSTM-KF follows the compu-
tational graph of KF and estimates parameters of the
transition/observation model from data using LSTM mod-
ules. Thus LSTM-KF is recursive over time and we can
obtain a sequence of outcomes, i.e. [X¢_;11, -+ ,x¢] for
[Zt—1+1, -+ ,2¢). The final state x; is taken as the regres-
sion output of this sample. As shown in Fig. 1, a many-
to-one recursive structure was adopted in LSTM-KF. In
order to estimate kinematics in every time step, the incre-
ment between training sequences was set to be one feature
vector. In the following part, we will briefly introduce the
CNN-based feature extraction and then elaborate the de-
sign of LSTM-KF.

2.2. Feature extraction

In this study we apply a single-stream CNN to extract
features based on pre-processed sEMG. Specifically, a slid-
ing window method is utilized to obtain sEMG matrix in
the size of 1 x L x C, where L denotes the window length
and C represents the number of sensor channels. This for-
mat can enhance the exploitation of spatial-correlations
among sEMG channels via convolutional operations. Since
the spectrum of sEMG is observed to be more distinguish-
able than temporal signals between different motions, the
fast Fourier transform (FFT) is applied on each channel
of sSEMG matrix.

Similar to [8], the presented CNN consists of 4 convo-
lutional blocks (Conv Block) and 2 fully connected blocks
(FC Block). Each Conv Block is composed of a convo-
lutional layer, a batch normalization layer, a leaky ReLU
layer, a max-pooling layer and a dropout layer. The con-
volutional layer uses a kernel size of 3, a boundary padding
of 1 and the stride of 1. There are 16 kernels in the 1st and
2nd Conv Block, whilst 32 in the 3rd and 4th block. In
each FC Block, the batch normalization layer, leaky ReLU
layer and dropout layer are added subsequently to the fully
connected layer. There are 100 hidden units in the 1st FC
Block and 20 in the 2nd. Outputs of the 2nd FC Block
will be utilized as features for sequential regression.

2.3. Design of LSTM-KF

Since the proposed LSTM-KF follows the computational
graph of KF, we firstly introduce the typical workflow of
KF in decoding upper limb kinematics from neural activi-
ties [14, 13]. Specially, the system dynamics is formulated
as a transition model and an observation model:

X; = AXZ‘,]_ +w (1)
z; = Hx; + v (2)

where z; is the CNN feature vector in the ith (i € [t —
I+ 1,t]) time step and x; denotes the kinematic state of
the hand. A is the state transition matrix, H is the mea-
surement transformation matrix,w and v are the state and

measurement uncertainties drawn from Gaussian distribu-
tions N(0,Q) and N(0,R).
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With these parameters determined, KF utilizes an iter-
ative feedback loop with a prediction step and an update
step to fuse two models. In the prediction step, the mean
and covariance of the current state are estimated by

)A(i = AXZ',1 (3)
P, = AP, 1A +Q (4)

where x; is the prior state estimate for the ith time step
and P; denotes the prior state covariance matrix.
In the update step, the Kalman gain K; is calculated by

N 1

K, = P,H7 (Hf’iH + R) B (5)

Based on K; and the observed measurement z;, the
mean and covariance of the posterior state estimate, i.e.
x; and P;, can be updated as

x; = X; + K; (z; — HX;) (6)
P, — (1 - KZH) P, (7)

where I is an identity matrix.

In conventional KF| parameters A, H, Q and R are con-
stant matrices that need to be hand-designed under sim-
plistic assumptions, which might be arbitrary and crude
for many practical tasks [16]. Besides, the transition model
and the observation model of KF could only capture linear
relationships between sEMG signals and hand kinematics,
whereas a high non-linearity has been verified in numerous
literatures [2, 9, 10].

Similar to KF, LSTM is a network with loops inside.
Different from KF, LSTM captures the non-linear dynam-
ics between the input and the output with its weight ma-
trices learned from data. The implementation of LSTM in
sEMG-based kinematics estimation can be formulated as

i, =0 (W;[s;—1,2;] + b))

m; =6 (Wp, [si—1,2;] + b,)

0; =6 (W, [si_1,2;] + b,)

c; =1; © tanh (W, [s;-1,2;] + b.) + m; © ¢;1
s; = 0; ® tanh (¢;)

yi = Wys; + by

(8)

where s; is the hidden state at time-step %, ¢; is the acti-
vation vector, ¢; is the input gate, m; is the forget gate,
0, is the output gate, 0 is the logistic sigmoid function, W
is the weight matrix in each gate and layer, b is the cor-
responding bias vector and ® is the scalar product. The
initial state (hg, ¢g) will be settled after model training for
subsequent predictions.

However, LSTM mainly exploits the relationship be-
tween hand kinematics and sEMG features, but can nei-
ther include prior knowledge of the system nor capture
the uncertainty information. In this study, the proposed
LSTM-KF intends to solve these limitations by combining
merits of KF and LSTM. Specifically, LSTM-KF follows
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Fig. 2: The feed-forward architecture of LSTM-KF in one loop.

the computational graph of KF described in Eq. (3)-(7),
but A, H, Q and R are designed to be learnable from data
on the basis of several LSTM modules [16].

In the transition model, A; and Q; are produced by
LSTM modules using previous state estimate x;_1:

A st = LSTMy (xi—1,s(" ;) (9)

Q:,s? = LST M, (xi,l,s?_l) (10)

where LSTM4 and LSTMg are LSTM modules for the
approximation of A; and Q;, whilst sf‘_ 1, and sgl denote
the hidden states of LST M4 and LST Mg, respectively.

In the observation model, we use the CNN feature z; as
measurement to produce H; and R;:

H;, s’ = LSTMy (z;,s!",) (11)

Ri,SZR = LSTMR (Zi; Sil) (12)

The obtained A;, R;, Q; and R,; are then fed into the
prediction step and then the update step of KF to compute
x;_1 and P;_;. The feed-forward architecture of LSTM-
KF in one loop is depicted in Fig. 2. As we can see, in
LSTM-KF, both the transition/observation matrices and
the corresponding covariance matrices can change through
time dynamically. Moreover, as suggested by [17], K; in
Eq. (5) is defined as the intermediate gain, and an extra
LSTM module is exploited to learn the final gain K; based
on Kz

Ki, sl = LSTMy (Ki.sf) ) (13)

2.4. Model training

Following the training approaches in [16], CNN and
LSTM-KF are also trained separately in this study. To
train CNN, a regression layer is attached to the presented
CNN architecture to complete a supervised learning pro-
cess, in which inputs are SEMG matrices and labels are
measured kinematics. After this step, feature vectors can

Fig. 3: The placement of electrodes and markers in wrist kinematics
estimation. The current gesture was regarded as the neutral position
in the continuous wrist movement.

be extracted from the second FC layer of CNN to construct
training sequences LSTM-KF. From Eq. (3)-(13) we can
see that feed-forward computation of LSTM-KF is con-
ducted with iterative loops, and that all learnable weights
come from LSTM modules. The standard Euclidean L2
loss is employed in the loss function of LSTM-KF, with a
regularization term to mitigate against over-fitting:
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where N is the number of training sequences in a training-
batch, x}J and xj; are predicted and ground-truth kine-
matics. A is the scaling factor for regularization.

3. Experimental methods

In this study, we mainly focused on the joint kinemat-
ics estimation of wrist and fingers. Two data sources were
employed to validate performances of LSTM-KF. The first
data source was obtained from our experiments, in which
wrist kinematics (flexion/extension) of eight healthy sub-
jects were captured and reconstructed. By contrast, the
second source is a public benchmark which involves multi-
DoF finger motions (index flexion, middle flexion, ring flex-
ion) from ten able-bodied subjects and two amputees.

3.1. Wrist kinematics experiment

Approved by the MaPS and Engineering joint Faculty
Research Ethics Committee of University of Leeds, UK
(MEEC 18-002), six males and two females (aged 25 to
31) participated in this experiment. A written informed
consent was obtained from each subject. As shown in Fig.
3, subjects are asked to seat on the armchair, with torso
fully straight and forearm relaxed. The current position of
hand was set as the neutral position. During data collec-
tion, participants were performed wrist flexion/extension
following a continuous cycle trial: the wrist was rotated
from neutral position to the flexion direction, it was then
moved back to the extension direction and finally returned
to neutral position. Five repetitive trials were conducted
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Fig. 4: Performances of CNN, CNN-LSTM and DKFN in wrist kinematics estimation.

by each participate and each trial lasted for about 20s. A
three minutes break was given between each trial to pre-
vent muscle fatigue.

In our experiment, we used Delsys TrignoTM system to
record sSEMG signals. Avanti electrodes are placed over
five wrist muscles (Flexor Carpi Radialis, lexor Carpi Ul-
naris, Extensor Carpi Radialis Longus, Extensor Carpi Ra-
dialis Brevis and and Extensor Carpi Ulnaris) over right
forearm. The sampling rate of was set as 2000 Hz. To cap-
ture wrsit movements through the motion capture system
(Vicon Motion Systems Ltd. UK), 16 reflective markers
were placed on the subject’s right upper limb. As illus-
trated in Fig. 3, markers were allocated over the spinous
process of the 7th and the 10th thoracic vertabra, right
scapula, xiphoid, acromio-clavicular joint, clavicle, lat-
eral/medial humerus medial epicondyle, right radial /ulnar
styloid, middle forearm and the right third metacarpus.
The sampling rate of Vicon Motion System was 250 Hz
and the synchronization of the kinematic data and sEMG
were conducted using a trigger module. The Vicon upper
limb model were applied to calculate wrist joint angles as
the measured angles or ground truth.

3.2. Finger kinematics experiment

In order to verify the generalization of LSTM-KF, the
finger kinematics estimation was conducted using data
from the 8th Ninapro database [19]. Ten able-bodied sub-
jects (nine male, one female) and two male, right-hand
transradial amputees were recruited. The Delsys Trig-
noTM system was utilized to collect sSEMG data from par-

ticipants’ right forearm at a rate of 1111 Hz. The finger
kinematic data were recorded with a dataglove (Cyber-
glove 2, 18-DOF model) worn on the left hand. During
data acquisition, participants were asked to perform bi-
lateral mirrored movements, in which nine hand motions
were activated. Each motion execution lasted around 7s
with a 3s interval. Three trials were recorded for each
participant. The first two trails comprised ten repetitions
of each hand movement and the third trial comprised two
repetitions. A ten minutes break was given to participants
after each trial.

3.3. Data pre-processing

Raw sEMG signals obtained from the front-end acquisi-
tion equipment are generally noisy because of electromag-
netic radiation, motion artefact and instability of signals,
etc. [20]. In particular, noise produced by motion arte-
fact is in the range of 0-20 Hz. Thus signals below 20 Hz
are unstable and cannot provide a reliable contribution to
sEMG [21]. A simple method is to filter it out with a high-
pass filter. In addition, since energy of sEMG is mainly
blow 450 Hz, a low-pass filter is often used to remove un-
wanted noise with high frequencies [22]. As suggested by
these studies, we applied a 3rd order Butterworth band-
pass filter (20-450 Hz) to reduce noise of raw sEMG.

To complete feature extraction, the size of sliding win-
dows was set to be 100ms length with 20ms increment
(80% overlap). Thus the size of SEMG matrix (1 x L x C)
was 1 x 199 x 5. Since subjects were asked to rotate the
wrist in a comparatively low speed, the label of a sample



was obtained by computing the mean value of angles (cap-
tured by Vicon) within the processing window. To imple-
ment sequential regression, the time duration of a training
sequence was set as 300ms, resulting in 10 time steps in
[Zt—i+1, - ,2¢], 1.e. I =10. As for the labels in finger kine-
matics estimation, glove measurements were also averaged
within a processing window and then converted into finger
kinematics via a linear mapping [19]. The sliding windows
were 200ms in length with 50ms increment, and the time
duration of a training sequence was set as 500ms.

3.4. Hyper-parameter settings

The training of CNN and LSTM modules is imple-
mented using Tensorflow backend. Specifically, CNN was
trained in a 32 sized mini-batch for 100 epochs via adaptive
moment estimation (ADAM). The dynamic learning rate
was 0.0001 with a decay rate of 0.001 for each iteration.
The slope scale of leaky ReLU layers was set as 0.1. The
max-pooling layer used a pool size of 3, whilst the dropout
rate is set to be 30%. As for LSTM modules, weights were
initialized using Xavier initialization and then trained in
a 32 sized mini-batch for 100 epochs via ADAM. The ini-
tial learning rate was set as 0.001 and retain 0.99 in each
epoch. The regularization factor A was 0.01. In general,
the number of hidden layers in LSTM will affect the re-
gression performance. In our experiment, we empirically
observed that 20 hidden layers could be a good trade-off
for two datasets since more layers would result in a much
heavier computational load with limited improvement in
model accuracy.

4. Results and discussion

In this study, performances of DKFN were evaluated
using inter-session results. In the wrist kinematics exper-
iment, the model was trained in the first four trials and
tested in the last trial. To validate the finger kinemat-
ics estimation, we used the first two sessions for model
training the last session for testing. Herein, coefficient of
determination (R?) and root mean square error (RMSE)
served as the performance metric. In specific, R? indicates
how the estimated curve is related to measured joint mo-
tion, whilst RMSE computes the differences in amplitude
between estimated kinematics and measurement. Herein
we chose CNN and CNN-LSTM as baseline methods for
model comparison.

4.1. Wrist kinematics estimation

Fig. 4 illustrates the estimation performances of CNN,
CNN-LSTM and DKFN in Subject 1-4. As we can see,
wrist motions can be effectively reconstructed from sEMG
signals using three methods. In each subject, the trajec-
tory reconstructed by DKFN (red dashed line) is closer to
the ground truth (blue solid line) than other two trajec-
tories. Another interesting observation in Fig. 4 is that
trajectories of both CNN-LSTM and DKFN are compara-
tively smoother than the trajectory of CNN. A main reason

6

Table 1: R? and RMSE of CNN, CNN-LSTM and DKFN in wrist
kinematics estimation. S1-S8 denote Subject 1-8 respectively.

R? RMSE
CNN CNN-  DKFN | CNN CNN-  DKFN
LSTM LSTM
S1 | 0.87 0.89 0.92 20.13 19.49 17.53
S2 | 0.66 0.77 0.83 28.25 23.41 20.20
S3 | 0.47 0.57 0.69 26.24 23.20 16.20
S4 | 0.61 0.74 0.86 28.62 21.57 15.57
S5 | 0.84 0.87 0.90 14.14 12.79 11.63
S6 | 0.71 0.95 0.93 23.16 9.28 11.25
S7 | 0.82 0.86 0.90 18.93 16.85 14.22
S8 | 0.75 0.89 0.94 18.97 12.49 9.36

is that the sequential regression conducted by LSTM and
LSTM-KF can reduce some fluctuations by exploiting tem-
poral dependencies among adjacent SEMG features. Dif-
ferent from conventional smoothing techniques such as the
moving average, LSTM and LSTM-KF do not cause lags.
In terms of the mappings of SEMG with wrist kinematics,
LSTM and LSTM-KF are capable of capturing some of
those buried in CNN features. As shown in Fig. 4 (c),
CNN-LSTM and DKFN managed to track target motions
performed by Subject 3 between 13s-16s, whereas CNN
only captured half of that trajectory.

To compare estimation performances quantitatively, Ta-
ble 1 summarizes the R? and RMSE of three methods in all
subjects. The average performances (meantstandard de-
viation) of CNN, CNN-LSTM and DKFN are 0.72£0.13,
0.8240.12, 0.8740.08 for R? and 22.31+5.14, 17.3945.39,
14.50+3.61 for RMSE. As we can see, DKFN achieves
much larger R? and smaller RMSE than other two meth-
ods. The outperformance of DKFN can be more evident
in Subject 3-4. A special case in our experiment is Sub-
ject 6, where CNN-LSTM outperforms DKFN slightly. In
fact R? values of 0.95 (CNN-LSTM) and 0.93 (DKFN) are
actually quite close, and the predicted curves can both
catch the ground-truth with very limited errors. It can be
inferred that in this subject the extracted CNN features
can be very well matched with the sequential regression
conducted by vanilla LSTM or LSTM-KF.

4.2. Finger kinematics estimation

Different from the wrist kinematics estimation above,
finger motions were activated in multi-DoFs simultane-
ously. In this study, we empirically trained/tested all
three models using kinematics data in each DoF (in-
dex/middle/ring flexion) separately. Fig. 5 demonstrates
the performances of CNN, CNN-LSTM and DKFN for es-
timating finger positions in an able-bodied subject (AB9).
As we can see, three methods are capable of capturing
measured trajectories in most cases. Similar to wrist
kinematics estimations, herein LSTM and LSTM-KF can
help to generate smoother trajectories and mitigate some
abrupt fluctuations or deteriorations of CNN, such as the
last peak of curves in the middle flexion of ABO.
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Fig. 5: Performances of CNN, CNN-LSTM and DKFN in finger kine-
matics estimation.

Fig. 6 and Fig. 7 demonstrate the average model per-
formances among all DoF's in each subject. The average
performances of CNN; CNN-LSTM and DKFN among all
DoF's in able-bodied subjects are 0.64+0.14, 0.69+0.15,
0.7340.14 for R? and 14.7143.40, 13.4043.60, 12.7843.55
for RMSE. For finger kinematics of amputees, statisti-
cal results are 0.57+0.15, 0.664-0.17, 0.684+0.16 for R?
and 14.656+2.31, 12.5043.20, 12.10+3.18 for RMSE. From
these figures we can observe two interesting results: 1)
compared with CNN, the sequential regression conducted
by CNN-LSTM or DKFN improves estimation accuracies
significantly; 2) through embedding LSTM modules in the
KF computational graph, LSTM-KF further enhances the
accuracy of sequential regression. Besides, due to the com-
plexity of finger motions, average performances of three
models are inferior to those in wrist kinematics estimation.
However, these models can still achieve high accuracies in
many subjects, such as AB2, AB4 and AB6 (in ring flex-
ion of AB2, R? of CNN, CNN-LSTM and DKFN can reach
0.82, 0.90 and 0.91).

I CNN [ CNN-LSTM [l DKFN ‘

AB1 AB2 AB3 AB4 AB5 AB6 AB7 AB8 AB9 AB10AmplAmp2

Fig. 6: Average R? of CNN, CNN-LSTM and DKFN among three
DoF's in each subject.
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Fig. 7: Average RMSE of CNN, CNN-LSTM and DKFN among
three DoF's in each subject.

4.8. Effects of sequence length

The length of training/testing sequences determines the
number of deep feature vectors involved in the sequen-
tial regression. In general, a too short sequence cannot
provide sufficient information for model learning, whereas
a too long sequence will significantly reduce the compu-
tational efficiency. Thus, a trade-off is of importance to
enhance the practical utilization of DKFN in myoelectric
control. Herein, we validated the influence of sequence
length in wrist/finger kinematics estimation. Five differ-
ent time-steps were selected for comparison, i.e. 1, 5, 10,
20, 50. These time-steps correspond to the sequences last-
ing 120ms, 200ms, 300ms, 500ms, 1100ms in the wrist
dataset and 250ms, 450ms, 700ms, 1200ms 2700ms in the
finger dataset. Fig. 8 illustrated the average estimation
results of DKFN among all subjects using varied length
of sequences. As we can see, in both datasets the model
performances are overall improved with the increase of se-
quence length, but improvements will be limited when the
length becomes comparatively larger. Therefore, it can
be inferred that a sequence lasting 300-500ms may work
properly in wrist kinematics estimation, whilst a length of
500-800ms might be suitable for the finger dataset.
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Fig. 8: Average estimation results of DKFN among all subjects with
varied length of sequences.

5. Conclusion and future work

This paper proposed DKFN which utilizes a novel struc-
ture, i.e. LSTM-KF, to conduct sequential regression for
hand kinematics estimation in HMI. With LSTM mod-
ules integrated into the computational graph of KF, pa-
rameters of the transition/observation model and Kalman
gain can be learned from data effectively. Since LSTM-KF
combines the non-linear transform property of LSTM with
the probabilistic fusion mechanism of KF, it outperforms
conventional LSTM in the sequential regression of CNN
features extracted from sEMG in wrist/finger kinematics
estimation. In the future work, we will further evaluate
our model using data from the elbow and shoulder. The
fusion of SEMG and inertia measurement unit will also be
investigated to improve model robustness in more compli-
cated scenarios.
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