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A B S T R A C T   

Directed energy deposition (DED) is an emerging technology with repair applications in critical aerospace 
components. Mechanical properties of DED components have been shown to vary significantly through a part, 
making it difficult to achieve the level of process control required for these applications. Using thermal data 
captured in-situ, cooling rates and melt pool dimensions were calculated and related to the final grain structure, 
captured by EBSD. The changes in cooling rate explain the microstructural variation between different processing 
parameters and through the build height. A new approach, using a cumulative anisotropy factor was imple-
mented and correlates the variation in hardness with grain structure. Two regimes were found depending on the 
linear heat input in 316L, with high linear heat input resulting in great amounts of mechanical anisotropy on the 
component level. The relationships between thermal signature and mechanical properties suggest close control of 
anisotropy could be achieved by monitoring and controlling the melt pool size using a coaxial camera.   

1. Introduction 

Laser Directed Energy Deposition (DED), is a branch of metal addi-
tive manufacturing (AM) where components are created layer-by-layer. 
The focus of this paper will be on blown powder laser DED in which a 
powder feedstock is deposited into a molten pool created by a laser. This 
process experiences rapid cooling, with cooling rates estimated on the 
order of 103–104 K/s, significantly quicker than traditional 
manufacturing processes [1]. DED has been implemented with a range 
of alloys, including Inconel 718 [2], Al 4047 [3] and 316L stainless steel 
[4,5], the latter being the focus of this paper. 

A key advantage of DED is the capability to repair a pre-existing 
component, e.g. gas turbines and to build complex freeform compo-
nents [6–8]. The microstructure depends on the cooling rate and the 
thermal gradient; slight variations in the process or part geometry make 
it difficult to achieve the high level of microstructural control required 
[9]. 

To reduce both time and materials waste when optimising a process, 
significant effort has been invested in thermal modelling of various laser 

processes, including laser welding and DED [10,11]. The melt pool 
width in DED is typically 1 mm, much larger than that in other laser AM 
processes e.g. 0.1 mm in powder bed fusion [4,12]. Due to the large melt 
pool size, the maximum heat flow and so the solidification direction lies 
in the plane tilted between the build direction and the laser movement 
direction [13,14]. Depending on the laser raster pattern and the pro-
cessing parameters, this angle is 45–60◦ above the horizontal [2,13]. 
Welding solidification models predict grains to sweep radially from the 
melt pool edges. With higher input power, these grains get swept along 
the laser movement direction. Where these sweeping grains from the 
edges meet, a centreline can be formed [10,15]. 

In DED, this centreline is predicted to contain many small grains, 
with long grains spanning between adjacent laser centre locations. As 
velocity is increased, the centreline region widens, changing the texture 
[11]. A strong texture is found in the build plane perpendicular to the 
laser movement, as explained by elongated grains growing between 
laser centre lines. Secondary texture is found between the laser move-
ment direction and the build direction, corresponding to the maximum 
thermal gradients. In a bidirectional raster system, this will lead to a less 
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intense texture, as there are two equally significant crystal directions [2, 
15]. This phenomenon is commonly referred to as a solidification fibre 
texture [2,3,14]. 

Due to the change in heat flow conditions with build height, the 
cooling rates change and a different microstructure is achieved [16,17]. 
This variation of mechanical properties with height has been reported 
through mechanical testing including hardness [18]. Additionally, when 
subsequent layers are printed, the deposited material is reheated mul-
tiple times. This leads to the bulk experiencing similar conditions, but a 
different microstructure in the final 1–2 mm of the build due to lack of 
reheating [19]. 

Mechanical properties of a part are controlled by the grain structure. 
Both hardness and elastic modulus vary by 20% depending on the crystal 
orientation [20]. An anisotropy value has been defined, which varies 
between 0 for <100> directions to 1/3 for <111> directions [21]: 
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Stinville et al. reported hardness to increase linearly with the 
anisotropy value in polycrystalline 316L [20]. Similar findings have 
been found in another austenitic stainless steel (301LN), with a higher 
variance [22]. 

In literature, Schmid factors have been used to correlate hardness to 
microstructure for a Berkovich indenter. Specific slip plane observations 
were required, limiting the transferability of this technique, but by 
combining 6 Schmid factors, a good correlation was achieved [23]. The 
Taylor factor has also been reported to describe the orientation depen-
dence of nanoindenter hardness [24]. These studies used nano-
indentation of individual grains. Care must be taken when comparing 
absolute hardness values due to the indentation size effect, which causes 
measured hardness to decrease as indenter load increases [25]. When 
macroscopic properties are of interest, larger indents are more repre-
sentative due to the averaging of multiple grains, although this likely 
reduces the hardness difference between measurements. To the authors’ 

knowledge, the dependence of hardness on grain orientation has not 
been extended to areas covering multiple grains by creating cumulative 
orientation factors. 

The final microstructure strongly depends on the thermal conditions 
experienced during solidification; cooling rate being the key factor [1, 
26,27]. Cooling rate is difficult to measure in-situ, so work has been 
published relating cooling rate to melt pool dimensions. A linear log-log 
relationship has been shown between cooling rate and melt pool length 
[4]. Hence research has focused on measuring melt pool dimensions [5, 
28] and relating the dimensions to the microstructure [18]. 

The melt pool size and dilution are sensitive to the processing pa-
rameters such as power, velocity, mass flow [29]. Increasing power or 
decreasing velocity leading to a larger melt pool [30]. Linear heat input 
(H) is used as a parameter which encompasses both the laser power and 
velocity. Linear heat input, H = P/v where P is the laser power (W) and v 
is the laser velocity (m/s) [1]. Even with a constant H, as the build 
height increases the heat flow behaviour changes. Conduction to the 
baseplate is reduced as distance from the baseplate increases, leading to 
increased melt pool temperature and size through the build [16]. Using 
coaxial measurement (along the beam direction), the melt pool area has 
been shown to increase by factors of 1.1–3.0 through a build [5,18,30, 
31]. Changes in the melt pool size lead to dimensional variation in the 
component [5,28]. 

Previous work has shown there to be differences in thermal signature 
when varying processing parameters and through the height of a build. 
The final mechanical properties are affected, but no direct relationship 
between the microstructure and mechanical properties has been re-
ported for AM. In this study, melt pool size and cooling rate were 
calculated during manufacture of various walls using DED. Walls were 
built with linear heat input changing by a factor of 2 to measure the 
effect of varying processing parameters. The thermal measurements 

were related to the microstructure which was characterised through an 
extension of anisotropy factor which has previously only been used for 
individual grains. The anisotropy factor was shown to strongly correlate 
with hardness on a micro-scale. This variation in microstructure was 
explained in relation to both processing parameters and build height. 

2. Materials and methods 

2.1. Experimental method 

The experimental work was performed on a BeAM Magic 2.0 DED 
machine. This is fitted with a 2 kW Ytterbium CW laser, beam diameter 
0.7 mm. The powder and laser are focused on the substrate, 3.5 mm 
below the bottom of the nozzle (manufacturer’s recommendation). Gas 
atomised 316L stainless steel powder of size range 45–90 µm (TLS 
Technik) was used; maintained in the range 7–7.5 g/min. An argon 
carrier gas provided local shielding at 12 l/min. 

Table 1 shows the parameters used to deposit 5 rectangular walls on 
a 4 mm thick 316L baseplate. Two velocities and two powers were used 
to provide a factor of 2 range in linear heat input (H); Wall A was 
duplicated to check repeatability. Fig. 1a shows the geometry of the 
printed parts; the axes definitions will be used throughout. The walls 
consisted of 6 bidirectional hatches scanned in the X (laser movement) 
direction, with 450 µm hatch spacing (in the Y) and 200 µm Z step be-
tween layers. 49 layers were printed, with the laser returning to the 
same start point between layers (3.6 s interlayer time). 

YZ wall sections (defined in Fig. 1) were polished before hardness 
was measured using a Durascan 70 Vickers indenter with a 1 kg load (5 s 
hold). Between 27 and 30 measurements were taken for each sample, in 
a 3 × 9/10 array (Y and Z respectively). Polished samples were etched 
with aqua regia before being analysed optically for porosity using 
ImageJ. 

2.2. Electron Backscattered Diffraction (EBSD) 

EBSD was performed on polished samples using an FEI Apreo FEG 
scanning electron microscope. Scans used a 10 µm step size, an accel-
erating voltage of 20 kV and a probe current of 13 nA. EBSD scans were 
in the YZ plane. For walls A1, B, C, D (Table 1) scans were taken in the 
centre (in both Y and Z); Walls A1 and D had further scans taken at the 
top and bottom (both central in Y). 

Analysis was performed using MTEX 5.3.0, an open source MATLAB 
Toolbox [32]. EBSD scans were cropped to 2 hatches wide (900 µm) and 
2 mm tall. Grains were reconstructed with a threshold grain boundary 
misorientation of 10◦, with a minimum of 3 pixels per grain. Grain sizes 
refer to the equivalent radius calculated from the area of each grain. 
Schmid factors were calculated in the normal (X) direction as were 
Taylor factors (compressive strain, 0.1). 

2.3. Thermal monitoring 

The thermal imaging instrument consisted of a Hamamatsu C12741- 
03 InGaAs camera [33] and a Thorlabs MVTC23005 telecentic lens. The 
use of a telecentric lens afforded a thermal image undistorted by 
perspective, resulting in an isometric projection of the scene. The 

Table 1 
Processing Parameters.  

Sample Power (W) Velocity  
(mm/min) 

Hatch spacing  
(µm) 

Z Step (mm) H (J/mm) 

Wall A1  300  2750  450  0.2  6.5 
Wall A2  300  2750  450  0.2  6.5 
Wall B  300  2250  450  0.2  8.0 
Wall C  500  2750  450  0.2  10.9 
Wall D  500  2250  450  0.2  13.3  
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exposure was set to 16.7 ms, the frame rate fluctuated in the range 
40–60 fps due to data bottlenecks. A series of optical filters was used to 
achieve a working wavelength band of 1500–1700 nm, giving a radi-
ance temperature range of 595–1635 K. The filters used were 2 Thorlabs 
NENIR10B OD2 neutral density filters, a Thorlabs FEL1500 1500 nm 
long pass filter and a Thorlabs NF1064-44 44 nm wide notch filter with a 
1064 nm centre wavelength. The notch filter was used to provide extra 
blocking at the laser wavelengths, to remove any reflected light which 
would be erroneously measured as thermal emission. A 4 mm acrylic 
window was also mounted to the front of the lens to protect it from 
spatter. 

The setup was calibrated with a Land Instruments Landcal 1200b 
blackbody furnace and an Isotech miliK with a UKAS calibrated type R 

thermocouple. This was accomplished by capturing a series of images of 
the calibration furnace at approximately 100 K increments between 
923 K and 1423 K. The Sakuma-Hattori method was then used to fit a 
model to these calibration temperature points [34]. This model was used 
to perform the conversion of raw images from the camera in DLs (Digital 
Levels), into thermal images. The reported images are in radiance 
temperature, Krad (i.e. temperature assuming a constant emissivity of 1). 
The radiance temperature is always lower than the actual temperature, 
but the scaling is non-linear as described by Planks Law. 

The decision to use radiance temperature for analysis steps is 
considered good practise when working with infrared thermal data 
because of the large uncertainties associated with emissivity calculation 
[35]. Where required, emissivity can be applied after any analysis steps 

Fig. 1. a) Schematic of deposited walls, showing approxi-
mate dimensions and axis definitions. b) Representative 
thermal image showing key features. c,d show extraction of 
cooling rate. c) time series of images showing same field of 
view, temperature taken from centre of red circle. d) 
Schematic of cooling curves comparing radiance tempera-
ture (Krad) with emissivity corrected temperature (Kem). 
Error bars show the uncertainty originating from the 
emissivity value. Cooling rates calculated at emissivity 
corrected solidus temperature. (For interpretationof the 
references to colour in this figure legend, the reader is 
referred tothe web version of this article.)   
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which will reduce the error in the final value [36]. The emissivity of 
molten material and material undergoing phase changes during a 
measurement are especially difficult to calculate. This could be due to 
impurities in the material or changes in the materials surface such as the 
forming of oxide layers. This is likely the reason for the wide range of 
emissivity values seen in literature for similar steels [35,37–39]. 

An emissivity value of 0.14 with an uncertainty of ± 0.1 was chosen 
for places in this work where it was felt that linking to an absolute 
temperature was necessary, this is referenced as Kem and uncorrected 
radiance temperatures as Krad. This is slightly lower than other values in 
the literature but was chosen based on obtaining a realistic melt pool 
size from the images. The comparison between Kem and Krad is seen in 
Fig. 1d, along with the error in Kem, associated with the uncertainty in 
emissivity. 

Thermal images (Fig. 1b) were further analysed using MATLAB® 
R2019a (Mathworks Inc). The final hatch of each layer was the closest to 
the camera, this was used to analyse melt pool characteristics. For each 
layer, a frame was manually identified with the melt pool in the centre of 
the last hatch. Thermal data was only captured for 30% of Wall B, so this 
will be omitted in further analysis. 

2.3.1. Melt pool dimensions 
In the last hatch, the melt pool moves right to left, allowing the depth 

and length of the melt pool to be seen (Fig. 1). Since the emissivity (0.14) 
was selected to ensure that all analysed images captured a melt pool of a 
realistic size, the emissivity corrected liquidus (1708 Kem [40]; 
1249 Krad) was used as the melt pool threshold. The melt pool depths 
calculated with this threshold were 0.88 ± 0.37 mm (standard devia-
tion) similar to the laser diameter. 

A contour at the threshold was assumed to be representative of the 
melt pool. The melt pool area (in mm2), length (mm) and depth (mm) 
were calculated for each layer. Spatter could be above the melt threshold 
(Fig. 1b). To avoid this being counted, the contour with the longest 
boundary was selected. With a scaling of 1 px = 0.37 mm, an uncer-
tainty of 0.37 mm is associated with the distance measurements. 

2.3.2. Extracting cooling rate 
To calculate the cooling rate, the centre of the melt pool determined 

above was found. The location of this pixel was saved along with its 
temperature. To capture the cooling, the temperature of the same pixel 
was extracted in subsequent frames (Fig. 1c). Since the frame rate is 
known, this results in a plot of temperature against time (Fig. 1d). The 
nearest temperature values either side of the solidus (1675 Kem [40]; 
1231 Krad) were found and a cooling rate was determined by dividing 
the temperature difference by the time difference. A cooling rate was 
determined for every layer of every wall. In the case that the recorded 
temperature never reached the solidus, no cooling rate was recorded. 

As the laser passes, a plateau of maximum temperature is often 
experienced before cooling occurs. At high cooling rates, the maximum 
temperature may only be experienced in one frame. This peak may be an 
average of the plateau and the start of cooling, or the end of the heating 
period overlapping with the plateau. If the peak temperature is used in 
the cooling rate calculation, the error would be increased as the accu-
racy of the peak point is unknown. Low H samples experience the lowest 
peak temperatures, so will have the highest cooling rate errors. Finally, 
the smallest melt pool depths are 2–3 pixels; the pixel analysed for 
cooling rate calculation is bound to be near a melt pool edge. Due to melt 
pool fluctuations, the melt pool may deviate outside the tracked pixel 
leading to an inaccurate cooling rate. 

3. Results 

3.1. Physical properties 

Micrographs were taken of etched samples, approx. 6 layers high and 
one hatch wide (Fig. 2). Fig. 2a shows Wall A1 (low H), with porosity 

visible between the central and the right hand hatches (circled). With a 
high H (Fig. 2b) no porosity is visible, however, elongated grains can be 
seen along the centre of the hatch (outlined). The average porosity of a 
wall decreases with increasing H (Table 2). Average hardness values are 
shown for each wall and are similar to literature values [20]; walls with 
a low H have higher hardness. The higher H walls (Walls C and D) have a 
greater uncertainty in measured hardness, suggesting that hardness is 
variable within the sample. 

Splitting the hardness average into 5 values, each 2 mm tall shows 
the variation of wall hardness with height. Low H samples (Walls A1, A2 
and B) have a consistent hardness of 205–210 HV through the full height 
(Fig. 3). The increased hardness variability observed in Walls C and D is 
due to a significant decrease in hardness with wall height. The hardness 
at the base of all walls is similar; the Wall D (highest H) shows the largest 
change and experiences an 8% decrease in hardness with height. 

3.2. Thermal measurement 

For low H walls, the melt pool area increases by a factor 2 through 
the height, plateauing around 0.5 mm2 (Fig. 4a). Melt pools in high H 
walls are larger from layer 1, both Walls C and D experiencing a melt 
pool area increase by a factor of 6. This is the inverse of the relationship 
seen with hardness. 

Cooling rates in low H walls vary between 7000 and 10,000 Krad/s, 
with quicker cooling typically lower in the walls (Fig. 4b). High H walls 
have lower cooling rates initially (6000–7000 Krad/s) and drop more 
significantly with wall height, ending at 2000–3000 Krad/s. Cooling 
rates in the low H walls have a large scatter, with outliers generally 
lower than the trend. In high H walls, the cooling rates have significantly 
less variability. 

3.3. Grain structure and texture 

Inverse pole figure (IPF) maps in the X direction (laser movement) 
are shown for a high H and a low H wall (Fig. 5). There is a stark dif-
ference between these; in low H wall (Fig. 5a) the grains are fine with 
little noticeable texture. Some grains sweep into the centreline of the 
hatches, but few grains are elongated. No crystal orientations are 
dominant; there is no visible change in microstructure through height. 
The high H wall (Fig. 5b) shows distinct elongated grains along the Z 
direction in the centre of each hatch. These tend to be between the 
<100> and the <111> directions and become larger and more preva-
lent towards the top of the wall. Between the hatch centres are wide 

Fig. 2. Optical micrographs of YZ plane of walls etched with aqua regia. a) 
Wall A1 with examples of porosity circled, b) Wall C with several columnar 
grains highlighted. 
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grains aligned in the Y direction, some of these sweep into centreline 
grains. Very few grains are in <111> directions. 

There is a large variation in grain size between samples, Walls A1 and 
B (low H) have smaller average grain size and less variation than high H 
walls (Table 3). Grain size tends to increase with wall height and heat 
input. The maximum grain size in the centres of low H walls is 20 µm 
smaller than in the high H walls. 

For each wall, inverse pole figures are shown for the X, Y and Z di-
rections (Fig. 6), axes defined in Fig. 1. Since grains are irregular shapes 
and their crystallographic orientations have three components, the in-
verse pole figures for the three principal directions can vary signifi-
cantly. For low H walls (A1, B), there is little texture, the maximum 
being 2 times the uniform distribution. No texture is in the <001> di-
rections; this could be linked to the largest cooling gradients which 
occur at an angle to the defined axes. In high H walls (C, D), the Y di-
rection is heavily textured, which corresponds with literature [11,14]. In 
the X and Z directions, there is texture in the <113> direction (between 
<001> and <111>, circled in Fig. 6D-C). This equates to 65◦ above the 
horizontal. Wall D (highest H), has the strongest texture in both the 
<100> direction in the Y orientation and the <113> direction in the X 
and Z orientations. 

Averaging the anisotropy factor using Eq. (1) for each scanned point 
within an IPF map, a cumulative anisotropy factor was calculated for 
each wall in each orientation (Table 4). Due to the strong <100> texture 
in the high H walls (in the Y orientation), these have a low average 
anisotropy factor of 0.13 and 0.10 for Walls C and D respectively. The 
other orientations on these walls all have anisotropy factors of 0.18- 
0.19. In low H walls, the average anisotropy factors are 0.21-0.23 in 
all orientations. 

The ratios between the maximum and minimum anisotropy factors 
for each wall will be referred to as anisotropy variation (Table 4). Low H 
walls may have higher anisotropy factors, but the anisotropy variation 

between orientations (within a single IPF map) is minimal. Whereas the 
high H walls have lower anisotropy, but this varies more between the 3 
orientations. The anisotropy factor is not seen to change significantly 
with height in the low H Wall. There is a noticeable reduction in the 
anisotropy factors of high H walls with increased height (in all orien-
tations). By taking a ratio of the highest anisotropy factor to the lowest 
for walls A1 and D (for all three heights), global anisotropy variations 
can be defined. The global anisotropy variation in Wall A1 (low H) was 
1.1, compared to 2.0 for Wall D (high H). 

Low H walls have little texture in any orientation, with a maximum 
texture of 2 multiples uniform density (mud). For high H walls, the 
texture in the Y direction is much higher than the other directions, with 
this texture increasing with H, up to 3.4 mud. At the bottom of both 
walls, there is little texture in the indentation (X) direction (Fig. 7), 
equiaxed grains dominate; the hardness of both walls is similar in this 
region. The texture in the Y direction of high H walls increases with 
height. In the low H wall, there is little microstructural variation 
through the build height, hardness is constant and texture minimal in all 
three directions. 

4. Discussion 

4.1. Correlation of thermal signatures 

Over the first 20 layers, cooling rates of high H walls decrease to a 

Table 2 
Porosity and hardness measurements of walls. Hardness values include a 95% 
confidence interval.  

Sample H (J/mm) Porosity (%) Average hardness (HV) 
Wall A1  6.5  0.301 207.6 ± 2.5 
Wall A2  6.5  0.259 207. 9 ± 2.2 
Wall B  8.0  0.182 208.4 ± 2.6 
Wall C  10.9  0.081 200.1 ± 3.7 
Wall D  13.3  0.105 190.0 ± 3.9  

Fig. 3. Hardness variation with wall height. Error bars show stan-
dard deviation. 

Fig. 4. Thermal variation through layers a) melt pool area; b) cooling rate, 
dashed lines indicating general trends. 
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plateau (Fig. 4b), this is less pronounced in low H walls. This is attrib-
uted to the change in heat conduction mode; initially the baseplate is 
near and conducts heat away quickly. As the wall height increases, heat 
builds up in the wall and there is a much smaller conduction area – the 
area of the wall rather than the baseplate. This increases the base ma-
terial temperature and reduces the cooling rate. Walls A1 and A2 were 

built with the same parameters but cooling rates appear to have a large 
amount of scatter as explained in Section 2.3.2. Due to the rapid heating 
and cooling in this process, the peak temperature likely captures part of 
the cooling, leading to a measured value lower than expected. This de-
creases the measured value of the cooling rate when the peak value is 
near the solidus temperature. Since this is more likely in low H walls, 
there are anomalous cooling rates for walls A1 and A2 which are much 
lower than the general trend (Fig. 4b). 

Due to the large uncertainty in emissivity corrected temperature 
(Fig. 1d), these were not used to calculate cooling rates. Radiance 
temperature values were used for cooling rates, this assumption is 
common in such circumstances [41], resulting in units of Krad/s. Emis-
sivity corrected cooling rates would have yielded larger values, but by 
less than a factor 2. The cooling rates experienced are comparable to 
literature, where values of the order 103–104 K/s are reported [1,4]. 

High H walls experience a large decrease in cooling rate through 
height (Fig. 3) and have the most significant decrease in hardness. 
Conversely, the low H walls have a more consistent melt pool area and a 
constant hardness throughout. Hardness increases with cooling rate and 
decreases with melt pool area. The gradient of 1.05 on a log-log plot 
shows that the relationship is dT

dt ∝MP−n where MP is the melt pool length 
(Fig. 8). This was plotted for wall D as the largest melt pools and highest 
temperatures will yield lower uncertainties. From Fig. 8, n was calcu-
lated to be 1.05, compared to 2.02 reported by Hofmeister et al. [4]. 

Fig. 5. Inverse pole figure (IPF) maps along X direction of Walls a) A1 (low H); b) D (high H). A top, centre and bottom section of each c) IPF key. Indentation size 
shown in bottom right corner of each map. 

Table 3 
Average grain sizes from EBSD scans. For the centre of 4 walls and 3 heights in 
walls A1 and D.   

Grain Size (Equivalent  
Radius, µm) 

Grain Size Standard Deviation (µm) 

Centres     
Wall A1  18.8  8.2 
Wall B  19.4  8.7 
Wall C  23.2  12.5 
Wall D  26.7  16.0 

Wall A1     
Top  18.1  8.3 
Centre  18.8  8.2 
Bottom  17.6  7.9 

Wall D     
Top  27.8  17.2 
Centre  26.7  16.0 
Bottom  23.4  13.0  
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Since the melt pool length has units of distance, this relationship is 
equivalent to Chvorinov’s rule, which states that freezing time is pro-
portional to (Volume/Area)n where n is 1.5–2 [42]. 1.05 doesn’t fit 
within the range set by Chvorinov’s rule, however this was established 
for casting and as mentioned, the cooling range value will change 
dependant on the emissivity chosen. 

Since melt pool length is monotonic with cooling rate, it can be used 
as a proxy for cooling rate; which is beneficial as cooling rates are 
difficult to measure in-situ. The standard deviation of cooling rates from 
the line of best fit is found to be 15.5%. Given the melt pool length 
uncertainty of 0.37 mm and a trendline gradient of − 1.05, the melt pool 
size uncertainty leads to a cooling rate error of 10.4%, which is similar to 
the scatter. These calculations were performed for wall D to reduce 
cooling rate errors due to the measurement limitations, but the con-
clusions should hold more generally. 

From coaxial measurement, literature has reported that the melt pool 
areas increase with build height. A similar observation has been made in 
this work but using side-view measurement, showing that the two 
measurement approaches agree. However, it was also observed that the 
increase in melt pool area with build height was more pronounced for 
high H builds compared with low H builds, by a factor of around 3 
(Fig. 4a). This suggests that, even for a fixed geometry, the degree of 
thermal variation through a build (change in melt pool size with build 
height) is itself dependent on the build parameters. To the authors’ 

knowledge, this has not been reported previously. 

4.2. Grain structure 

DED models predict a microstructure containing elongated grains in 
the Y direction producing the texture seen in high H walls (Fig. 6). There 
is debate as to what occurs along the centreline. Laser welding literature 
expects grains to sweep into the centreline and result in elongated grains 

Fig. 6. Inverse pole figures (IPFs) revealing texture of the centre of each wall (left, walls labelled). IPFs of walls A1 and D at the top, centre and bottom (T, C, B 
respectively). Scale in multiples of uniform density (mud). 

Table 4 
Average anisotropy factors for 4 walls.   

Average Anisotropy factor (standard 
deviation) 

Anisotropy Variation  

X Z Y 
Centres       

Wall A1 0.21 (0.08) 0.23 (0.08)  0.22 (0.08)  1.1 
Wall B 0.22 (0.08) 0.22 (0.08)  0.21 (0.09)  1.1 
Wall C 0.18 (0.08) 0.19 (0.09  0.13 (0.08)  1.5 
Wall D 0.18 (0.08) 0.19 (0.08)  0.10 (0.07)  1.8 

Wall A1       
Top 0.22 (0.08) 0.23 (0.08)  0.22 (0.08)  1.0 
Centre 0.21 (0.08) 0.23 (0.08)  0.22 (0.08)  1.1 
Bottom 0.22 (0.08) 0.23 (0.08)  0.22 (0.08)  1.1  

Wall A1 Global Anisotropy Variation  1.1 
Wall D       

Top 0.17 (0.08) 0.18 (0.08)  0.11 (0.07)  1.6 
Centre 0.18 (0.08) 0.19 (0.08)  0.10 (0.07)  1.8 
Bottom 0.20 (0.08) 0.19 (0.09)  0.15 (0.09)  1.4  

Wall D Global Anisotropy Variation  2.0  
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which lie at 60◦ between the X and the Z directions, i.e. along the highest 
thermal gradient [10,13]. These explain the <113> direction texture 
seen in high H walls. Other DED models predict equiaxed grains along 
the centreline, with the equiaxed region expanding at higher velocity 
(lower H) [11]. This is taken to the extreme in the low H walls, which are 
mainly equiaxed, with some centreline alignment. 

4.3. Effect of anisotropy on hardness 

The anisotropy factor, Eq. (1), was developed as a measure of crystal 

orientation, as <111> directions have higher Young’s moduli than 
<100> directions [21]. This gives a measure of expected mechanical 
properties for each grain. The hardness indents were performed in the X 
direction, the average anisotropy factors in this direction were further 
explored (Table 4). The average anisotropy factor can be shown to scale 
linearly with both melt pool size and cooling rate. 

The Schmid factor describes the ease with which slip will occur; this 
is calculated for all active slip planes, with the largest Schmid factor 
being shown (Table 5). The Taylor factor calculates the flow stress due to 
an applied strain (lower Taylor factor indicates a lower stress required 
and so a lower hardness). Previous studies have found Schmid to show a 
weak relationship to hardness, whilst Taylor displays a stronger rela-
tionship [43]. Table 5 shows both Taylor and Schmid factors to have a 
strong correlation with hardness, similar to the anisotropy factor. 

The anisotropy factors and hardness’s for all of the EBSD scanned 
regions are in line with literature values (Fig. 9) [20]; anisotropy factor 
was used because it allows direct comparison to literature. Each hard-
ness indent deforms multiple grains because the indent diagonal is 
90–100 µm (Fig. 5), the resultant hardness is an average hardness across 
the individual grains. Since literature vales were for individual grains, 
no errors in Ahkl were stated. 

A small indent allows for analysis of individual grains so a larger 
hardness difference may be measured between distinct regions; this 
detail is lost when using a larger indent due to averaging of multiple 
grains. However, this work focuses on anisotropy differences on the 
macro-scale, so the large indent is sufficient to provide global trends in 
hardness and to relate these to the average anisotropy factor. 

High H walls have a larger average grain size (Table 3) so fewer 
grains are deformed by the indenter. This means indents in high H walls 
deform fewer grains and are less representative, which increases the 
uncertainty magnitude. The indentation sizes in literature are an order 
of magnitude smaller than used in this work; so the literature values may 

Fig. 7. Variation of hardness through height of walls A1 and D, showing change of texture (in the X direction).  

Fig. 8. Cooling rate vs melt pool length for Wall D (log scales).  
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overstate the hardness due to the indenter size effect. 
Low H walls experienced small melt pools and high cooling rates. 

Models predict these to experience more equiaxed grains, which have 
little texture. Since there is no fibre texture, the anisotropy factor is 
higher and so the walls are harder (Fig. 10). High H walls have larger 
melt pools, slower cooling rates and larger, more orientated grains. This 
leads to a more pronounced texture and so a lower anisotropy factor as 
confirmed by the reduced hardness in the X axes as compared to low H 
walls (Fig. 10). 

Similar variations are seen through the build height. Low H walls 
have constant melt pool size and cooling rate; this is reflected in a 
consistent anisotropy factor through build height. The equiaxed nature 
is shown by the small anisotropy variation. In the high H wall, the melt 
pool size increases with build height, reducing the cooling rate. This 
leads to an increase in grain size and a more pronounced texture with 
build height; the anisotropy factor decreases with height leading to a 
lower hardness at the top of the walls. 

The hardness in each orientation of the wall depends on the average 
anisotropy factor in that orientation. The severe global anisotropy of the 
wall could be estimated by taking a ratio between the maximum and 
minimum anisotropy factors for each wall (Table 4). The low H walls 
were found to be very isotropic (10% maximum difference in anisotropy 
factor between orientations in any location). High H walls were found to 
have a much larger variation (up to 100%), so the mechanical properties 

in one direction are inferior to those in the other directions. This could 
create significant issues when producing commercial components, as 
there are often stringent limits of mechanical properties. 

The stark microstructural difference between the low H and the high 
H walls suggests there was a significant difference in heat flow during 
manufacture. All walls were built with the same hatch spacing, so the 
inter-hatch porosity experienced in the low H walls must be due to 
differences in melt pool width (Fig. 2). The pores between hatches could 
change the way the heat conducted away from the melt pool. Despite 
low H walls having better mechanical properties, having regular pores 
could be a source of mechanical failure which would not be captured in 
the hardness data. 

The optimum wall would have no inter-hatch porosity, like the high 
H walls, but the isotropic hardness properties of the low H walls. Using a 
narrower hatch spacing and a closed loop control this could be achieved. 
It has been shown in this work that the hardness is dependent on the 
microstructure, which itself is dependent on the cooling rate as sum-
marised in Fig. 10. Since melt pool length/area are monotonic with 
cooling rate (Fig. 8), control of these would suffice. A coaxial camera 
would be able to capture this data and so would be the simplest way of 
achieving these optimal properties. 

5. Conclusion 

The relationship between cooling rate and melt pool size have been 
confirmed in DED using a side-on camera. High linear heat input walls 
are shown to have slower cooling rates, which leads to a more textured 
grain structure. By calculating the anisotropy factors of individual 
grains, the measured hardness can be explained through the grain 
structure which itself is dependent on the cooling rate. 

Low linear heat input walls are shown to have both higher hardness 
and to be more isotropic in terms of their grain structure, with minimal 
variation through height. High linear heat input wall have an increasing 
thermal signal with height; this increased temperature creates local 
anisotropy. The increase in temperature with height is much more sig-
nificant in the high H walls, so this creates further anisotropy 
throughout the sample. 

The ability to predict the hardness from the thermal signal opens the 
possibility to tailor mechanical properties throughout a component by 
setting thermal targets. This is of high importance for acceptance into 
industrial repair applications, as thermal monitoring can increase con-
fidence in the final components without the need for further testing. 

Table 5 
Comparison of Schmid and Taylor factors between centres of walls and through 
the height of Walls A1 and D (standard deviations indicated).   

Schmid 
Factor 

Taylor Factor Average 
Anisotropy Factor 
(X direction) 

Hardness 
(HV) 

Centres         
Wall 
A1  

0.451 (0.042)  0.197 (0.047)  0.21 (0.08)  208.3 (1.6) 

Wall B  0.450 (0.041)  0.197 (0.048)  0.22 (0.08)  205.8 (1.5) 
Wall C  0.461 (0.034)  0.185 (0.054)  0.18 (0.08)  199.5 (3.0) 
Wall D  0.464 (0.028)  0.181 (0.055)  0.18 (0.08)  191.7 (3.6) 

Wall A1         
Top  0.449 (0.042)  0.200 (0.047)  0.22 (0.08)  209.7 (2.7) 
Centre  0.451 (0.042)  0.197 (0.047)  0.21 (0.08)  208.3 (1.6) 
Bottom  0.450 (0.042)  0.199 (0.046)  0.22 (0.08)  203.3 (1.8) 

Wall D         
Top  0.466 (0.028)  0.177 (0.056)  0.17 (0.08)  182.1 (4.6) 
Centre  0.464 (0.028)  0.181 (0.055)  0.18 (0.08)  191.7 (3.6) 
Bottom  0.456 (0.038)  0.190 (0.051)  0.20 (0.08)  198.7 (3.3)  

Fig. 9. Change in hardness with anisotropy factor, compared to literature 
values [20]. Error bars show standard deviation. 

Fig. 10. Variation of anisotropy factor and hardness with cooling rate. Error 
bars show standard deviation. 
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