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ABSTRACT
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Over the last two decades, interest in the free-surface behaviour of gravity-driven shallow turbulent flows has increased considerably. It is believed
that observation of free-surface behaviour can provide useful information about the hydrodynamic characteristics of the flow and enable remote
retrieval of these characteristics to non-invasively and rapidly monitor river flows. At the current state the literature presents scattered knowledge
and also exhibits non-uniformity in the terminology used. This paper is a review of the state-of-art of this area of research and was created with
two objectives: to gather the information relevant to understand the linkages between the free-surface behaviour and underpinning hydrodynamic
processes while using a uniform terminology, and to analyse the gaps in our knowledge of this critical topic.

Keywords: Air—water interface interactions; free surface; gravity-capillary waves; open channel flows; surface behaviour; surface—

hydrodynamics interactions; turbulence-induced waves

1 Introduction

There are many factors that govern the dynamics of streams,
rivers and other open channel flows. From a macroscopic point
of view, the major parameters that define these flows are the
flow rate, the roughness of the boundaries, the shape of the flow
section, the position of the free surface, the channel slope and
the presence of major flow disturbing elements such as bridge
piers, boulders and in-channel vegetation. Among the more
minor factors are bedforms, bed grain size distribution, bed
porosity and permeability, the entrainment risk of the bed mate-
rial, local changes in the channel slope and bed morphology. The

free-surface interface represents the dynamic upper boundary
of an open channel flow system, therefore it seems reasonable
to suggest that the free surface is also influenced by the same
parameters. As a result, the extent of such parameter influence
may be observed in the dynamically rough shape of the mov-
ing free surface, leading to the hypothesis that hydrodynamic
flow characteristics might be inferred from the observation and
interpretation of the free-surface behaviour.

Since the nineteenth century, the air—water interface and its
relations with the underlying hydrodynamics have been the sub-
ject of several studies (Lamb, 1932; Rayleigh, 1883; Thomson,
1886). Recent improvements in numerical techniques, better

Received 4 September 2020; accepted 23 December 2020/Open for discussion until 1 September 2021.
This article was originally published with errors, which have now been corrected in the online version. Please see Correction (http://dx.doi.org/

10.1080/00221686.2021.1890946)

ISSN 0022-1686 print/ISSN 1814-2079 online
http://www.tandfonline.com



2 F. Muraro et al.

performance of computers and enhanced capability to col-
lect accurate digital, space- and time-resolved data (Marcus
& Fonstad, 2010) have allowed a better understanding of the
flow dynamics as well as the development of new applica-
tions such as remote monitoring. A number of researchers have
suggested that the study of rivers’ free surface can enable non-
invasive monitoring of their flow characteristics (Cooper et al.,
2006; Dolcetti, 2017; Fujita et al., 2007; Krynkin et al., 2014;
Legleiter et al., 2017; Nichols, 2013; Savelsberg et al., 2006).
The free-surface behaviour also regulates the transfers of gas
(Turney & Banerjee, 2013), heat (Lakehal et al., 2003), and
scalars (Nagaosa & Handler, 2012) between the water flow and
the atmosphere, and it can be a useful indicator to monitor
riverine habitats, as in Milan et al. (2010). There are currently
many techniques to remotely estimate specific flow properties.
These are mostly based on optical principles (Muste et al.,
2008; Nichols & Rubinato, 2016), but others use acoustics
(Fukami et al., 2008; Horoshenkov & Nichols, 2012; Nichols
et al., 2013) or radio waves (Plant et al., 2005). Only a few of
these techniques have had a practical application in the field.
Non-contact measurement technologies are improving contin-
uously, but despite the rapid spread of applications, the actual
understanding of the physical principles behind the free-surface
behaviour and its measurements are still limited (Marcus &
Fonstad, 2010).

The above reasons made us to realize that it is of interest
now to critically assess the existing knowledge of the free-
surface behaviour of gravity-driven shallow turbulent flows and
to present the key advances in the form of a review. The target
of this work is to assist the development of new measurement
and analysis techniques. The existing literature is approached
from an application-based perspective, focusing on studies that
provide directly usable information to link free-surface obser-
vations with flow conditions. For this reason, more theoretical
works about the physical details of the process beyond what
is easily measurable in realistic field conditions, or numeri-
cal studies focused on simulation approaches rather than on
observable results, are not discussed in detail. For more infor-
mation on these topics, we refer to the works of Borue et al.
(1995), Gabreil et al. (2018), Guo and Shen (2010), Shen et al.
(1999) and Tsai (1998). In order to further focus the paper,
only spatially and temporally homogeneous single-phase flow
conditions are explored. Highly energetic flows and transitional
flows (e.g. hydraulic jumps) that exhibit specific complexities
(such as aeration) are beyond the scope of this work. An inter-
ested reader is encouraged to explore other studies that focus
on such flow conditions, e.g. Chanson (2009), Longo (2010),
Longo (2011), Toombes and Chanson (2007) or Valero and
Bung (2018). This review also excludes film flows, as these
have been the subject of a recent review by Aksel and Schorner
(2018).

The paper is organized in the following manner: Section 2
reviews a seminal work of Brocchini and Peregrine (2001) as
this provides a suitable framework within which to explore other
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studies; Section 3 describes the main mechanisms that gov-
ern free-surface dynamics; Section 4 presents a review of the
most influential studies of free-surface shallow turbulent flows
which have attempted to establish relationships between the
bulk flow parameters and the free-surface pattern; key findings
are then discussed in Section 5; and in Section 6 conclusions are
derived and gaps in the knowledge are summarized along with
recommendations as to how these may be addressed.

2 The dynamics of strong turbulence at free surfaces

The air—water interface is the complex and dynamically chang-
ing upper boundary of a free-surface flow. Despite the scientific
and practical interest in determining the extent and manner in
which hydrodynamic processes can influence the behaviour of
the free surface, the topic has only attracted interest in recent
years. A significant publication is by Brocchini and Peregrine
(2001). Although this work was not specifically focused on
shallow flows, it provided a useful conceptual framework to
analyse the behaviour of free-surface flows when influenced by
the underlying turbulence structures with various length scales
and energy quantities. The framework therefore covers a broad
range of conditions that occur in nature.

Brocchini and Peregrine (2001) realized that there was a lack
of knowledge about the behaviour of the free surface in “strong”
turbulent flows, where “strong” turbulence was defined as “suf-
ficiently energetic that it causes the free surface to be strongly
distorted” (Brocchini & Peregrine, 2001, p. 225). Examples
of distortions can be the generation of surface waves, water
ejections, dimples (point-like depressions of the surface) and
surface breakup. The authors suggested that the balance between
turbulent velocities and length scales is the reason for the var-
ious forms of deformation of the free surface, and proposed
a two-parameter framework in which the stabilizing forces of
gravity and surface tension are compared to the free-surface
effects produced by the turbulence (Fig. 1). The strength of
these stabilizing energy densities could have been described
by the dimensionless Froude and Weber numbers (parameters
that express the influence of the flow inertia with respect to the
gravitational force and surface tension, respectively). However,
the authors preferred to use dimensional variables in order to
directly convey the magnitude of the observed surface quantities
for the different hydrodynamic regimes. These two-dimensional
parameters were defined through the characteristics of “blobs”
described as “moderately coherent and discrete volumes of fluid
that move upward to the surface, perhaps through it, sometimes
falling back on it, or moving parallel to it and hence disturbing
it” (Brocchini & Peregrine, 2001, pp. 233-234). These “blobs”
have a typical length scale L and velocity ¢ that are represen-
tative of the turbulent motion and were considered mutually
independent. The definition of the size of the parameter L was
imprecise and in practical situations this was assumed to be
associated to the length of the most energetic turbulent scale
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Figure 1 L-g diagram for water flows. Dotted lines represent
Eq. (1), while the dashed line represents the limit corresponding to
Regp = 100. Shaded areas represent regions of marginal breaking
and are zones where dotted lines could potentially lie (Brocchini &
Peregrine, The dynamics of strong turbulence at free surfaces. Part
1. Description. Journal of Fluid Mechanics, 449, 225-254, 2001,
reproduced with permission)

or the length scale of dominant surface features. For the sake of
simplicity, the norm of the velocity vector was preferred for g.

Brocchini and Peregrine (2001) organized their length—
velocity L-g diagram (Fig. 1) into four regions according
to unique Froude and Weber numbers that they defined as
Fep = ¢/(2gL)"/? and We gp = p; ¢>L/(2 T), respectively. Here
g is the gravitational acceleration, py is the fluid density and T
is the surface tension of the air—water interface. The following
equations were thus derived to define the boundaries of these
regions (Brocchini & Peregrine, 2001):

q= (ZFéng)l/z and g= [2We,BPT/(10fL)]1/2 (1)

The boundaries of the regions are shown in Fig. 1, with dot-
ted lines. These equations are only indicative of threshold
values for the Froude and Weber numbers that separate almost-
quiescent surfaces from broken ones. In addition, in Fig. 1 the
dashed line representing the condition of the Reynolds num-
ber Repp = ¢L/v = 100, where v is the kinematic viscosity
of water, indicates the boundary within the flow is unlikely
to be classified as turbulent (since g and L are characteristics
of the blob, this Reynolds number can be considered simi-
lar to a Taylor-based Reynolds number). In the region where
Repp < 100, viscosity plays a dominant effect on the stabi-
lization of the flow, significantly reducing the likelihood and
magnitude of disturbances at the free surface.

Region 0 in Fig. 1 is characterized by little or no surface
disturbance. Despite this general behaviour, even in situations
of weak turbulence there may be small disturbances that could
potentially generate waves, following the mechanism proposed
in Teixeira and Belcher (2006). As it will be shown in section
5, this is the region where most historical experiments can be
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Figure 2 Vortex dimples observed on the Donaukanal in Vienna,
Austria, March 2019

situated. It is also representative of some less-energetic shallow
flows with finite Froude numbers.

Region 1 in Fig. 1 is the area where the effects of surface
tension dominate over gravity effects. Here, small-scale turbu-
lence with length scales of the order of 1072 m or less dominate.
The perturbation of the water interface is constrained mainly
by surface tension, causing smooth rounded deformations at the
air—water boundary. If the flow conditions fall below the dashed
line in Fig. 1 (Regp < 100), then very little surface deformation
can be observed. In the upper part of region 1 (higher turbu-
lent velocity g), strong interaction between the free surface and
the underlying hydrodynamics can cause surface breakup with
potential generation of turbulence and air entrainment.

Region 2 in Fig. 1 identifies situations of extremely strong
turbulence; in this region neither gravity nor surface tension
effects are strong enough to maintain the integrity of the free
surface, resulting in the release of drops and bubbles, and so
creating a two-phase flow composed of air and water. In this
context, turbulent eddies are no longer restrained by the sur-
face boundary, thus violent eruptions of liquid can be seen. The
reason for this behaviour is that “blobs” do not substantially
decelerate when approaching the surface. In particular, the ver-
tical component of the turbulent velocity vector is larger than its
horizontal equivalents due to the constriction given by the iner-
tia of the surrounding fluid that limits the latter, causing mass
water expulsions.

Region 3 in Fig. 1 is the portion of the graph character-
ized by the dominance of gravitational effects. This region is
important because it is the most common region observed in
rivers, streams and oceans. Therefore, a majority of terrestrial
water flows can be located inside this region. As the surface
deformations are small, it is assumed that this region can be
described by linearized boundary conditions. Observing the sur-
face in detail allows a wide number of local features to be
recognized, such as waves, dimples (Fig. 2) and scars (narrow
free-surface depressions generated by ascending vortex pairs
and composed by whirls; Sarpkaya, 1996; Fig. 3). These fea-
tures are caused by turbulence with enough energy to disturb
the air—water interface, but only at scales smaller than the gen-
erating eddies dimensions. These small features can eventually
evolve and break locally, leading to air entrainment.
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Figure 3 A scar observed on the Donaukanal in Vienna, Austria,
March 2019

Regions 0 and 3 are relevant for typical shallow flows such as
rivers and open channels. However, as acknowledged by Broc-
chini and Peregrine (2001), real flows can rarely be associated
with a single point on the graph, but are best represented by tra-
jectories that take into account the varying level of turbulence.
The analysis presented in Brocchini and Peregrine (2001) was
mainly qualitative as few experimental data were available to
test their conceptual framework. Nonetheless, it serves as a use-
ful framework to identify where further experimental studies are
required.

3 Mechanisms driving the deformation of the free surface

The principal mechanisms that cause specific characteristics
of the free-surface wave pattern (ensemble of surface features
comprised of waves and other characters, e.g. dimples and
scars) of turbulent flows have not yet been clearly identified.
Some processes are thought to create patterns at the air—water
interface, but they have not yet been sufficiently confirmed by
experiments. A possible reason for this is the lack of experimen-
tal studies where both the bulk flow and the air—water interface
behaviour were simultaneously measured with high enough
accuracy and resolution. In order to develop better understand-
ing of the free-surface behaviour, an examination of possible
processes that may cause specific deformations of the free sur-
face of a turbulent flow is given here. Such processes are: water
surface interaction with coherent turbulent structures, resonance
phenomena and effects of bed topography.

3.1 Impact of coherent structures onto the water surface

It is helpful to consider the definition of a coherent structure.
According to Nezu and Nakagawa (1993), turbulent compo-
nents in a flow are not independent from each other or com-
pletely random, but they demonstrate an organization in space
and time. Such correlation gives rise to the concept of a “par-
cel” of fluid that has its own life cycle and that can be described
as “coherent”. Several well-documented features fit with this
definition, such as eddies, boils, horseshoe vortices and streaks.
They generally divide into two types of coherent structure:
bursting phenomena and large-scale vortical motions.
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Figure 4 Conceptual model of the creation and development of
near-wall bursting phenomena that lead to the formation of boils
at the free surface. (Reprinted from Rashidi (1997), Burst-interface
interactions in free surface turbulent flows. Physics of Fluids, 9(11),
3485-3501, with the permission of AIP Publishing)

Bursting phenomena occur in the wall region and were dis-
covered by Kline et al. (1967), Corino and Brodkey (1969)
and Grass (1971). These phenomena were also described in
detail by Rashidi (1997) for the smooth bed case. Near the
bed, the sublayer structure is composed of alternating low and
high-speed streaks that are induced by shear. Together with
streaks, quasi-streamwise vortices form, straddling the low-
speed regions. These vortices are present as single structures
or in pairs, appearing as a hockey stick or horseshoe (Fig. 4).
Once developed, the near-bed streaks and vortices begin to
oscillate vertically due to the interaction with higher momen-
tum fluid present in the overlying bulk flow. Subsequently, these
structures disintegrate through a complete or partial breaking,
forming groups of ejections (Rashidi, 1997). The remaining
ejected fluid is then swept away by higher-momentum fluid of
the bulk flow (Corino & Brodkey, 1969). The entire series of
processes forms a “bursting phenomenon”. Over a rough bed
the viscous sublayer is disrupted by the bed roughness; nonethe-
less streaks can still appear and evolve into bursts. This suggests
a burst is not triggered by the instability of the viscous sub-
layer, but by the high-momentum fluid moving from the bulk
region towards the bed (Nezu & Nakagawa, 1993). Support of
the hypothesis can be found in Rashidi (1997).

Large-scale motions have been described by Matthes (1947)
and, differently from bursts, they may be present also in the outer
region. Nezu and Nakagawa (1993) defined six different types
of large-scale motions, but only one of these can be considered
turbulence-related because it displays sufficient intermittency
and randomness in space and size, while the others are just
pulsations of the mean flow (low-frequency motions contain-
ing fine turbulence) (Nezu & Nakagawa, 1993). This turbulent
motion was called a “kolk” by Matthes (1947), and it consists
of a strong upward vortex that rises towards the surface and
impacts on it, generating a boil (local raising of the free sur-
face where the water flows out radially on top of the flowing
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Figure 5 Boils observed on the Shinano River near Ojyia, Japan,
April 2019

prism (Matthes, 1947), also known as surface-renewal eddies;
Fig. 5). Three forms of kolk-boil mechanism exist: “boils of the
first kind” are produced by the flow separation downstream of
bedforms (therefore they cannot occur over flat beds); “boils of
the second kind” are related to secondary motions in the flow;
and “boils of the third kind” are linked to bursting motions.

The first kind of boil was initially studied by Matthes (1947)
and Znamenskaya (1963), and then by Jackson (1976). This
form of boil has the tendency to form downstream of a bed fea-
ture in the lee area, where adverse pressure gradients form. This
is supported by Kline et al. (1967) who noticed stronger and
more frequent events for positive pressure gradients conditions.

Secondary motions are defined as a flow in the spanwise
direction. As pointed out by Nezu and Rodi (1985), this motion
weakens for high aspect ratios, i.e. the ratio between width of the
channel and water depth, therefore it is not expected to appear in
wide rivers. Nonetheless, turbulent velocity components allow
the formation of unsteady turbulent secondary flows also for
rivers with high aspect ratios. Secondary flows are associated
with boils of the second kind. Boils of the second kind were
studied by Imamoto and Ishigaki (1985), and by Tamburrino
and Gulliver (2007). This form of boil is the result of slow-
moving repeating patterns of vertical vortices, also known as
streets, alternated with fast moving areas without disturbances
(streaks). Tamburrino and Gulliver (2007) suggested that these
streets are the manifestation of large streamwise vortices and
outer region bursts: while bursts advect, they are trapped and
channelled towards the free surface by the streamwise vortices,
giving rise to upwellings (rising flows) and producing streets of
vortices. By contrast, fast moving streaks originate in the areas
where downwellings (descending flows) occur, so that bursts
cannot reach the free surface.

The generation and development of the third kind of boil
can be described using the conceptualization of Rashidi (1997)
which is displayed in Fig. 4. Near-bed ejections, character-
ized by low momentum, move fluid upwards towards the free
surface and generate spanwise “upsurging vortices” (kolks).
Such upsurging vortices then rise towards the free surface and
impinge on it, causing positive local increases in the instan-
taneous water height (boils). After the impact, the vortices
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fall back towards the bed and become “downswinging vor-
tices” that produce reductions in the surface elevation (down-
swings). Quasi two-dimensional surface vortices which resem-
ble whirlpools are then generated in the plane of the surface
along the edges of the boils (Kumar et al., 1998). These vortices
have been suggested to originate from surface deformations
due to differences in the surface velocity between the boil and
downswing areas (Pan & Banerjee, 1995).

It has to be noted that not all the bursts evolve into a boil.
Grass (1971) found that not all the bursts cross the turbu-
lent boundary layer and so only the most energetic are able
to reach the free surface. Furthermore, in less energetic condi-
tions a “blockage layer” exists close to the free surface which
constrains the vertical component of turbulence and forces
the redistribution of the turbulent kinetic energy (TKE) to the
orthogonal directions (Longo, 2010). As a consequence, the free
surface is barely perturbed (Smolentsev & Miraghaie, 2005).
These two reasons might explain the longer periodicity of the
boils compared to the bursts’ one than was observed by Narahari
Rao et al. (1971). However, in strong turbulence situations, the
blockage layer is thinner and the transfer of TKE is less effec-
tive, and so the water surface may be strongly deformed and
broken into drops. This corresponds with the observations made
in the numerical study by Zhang et al. (1999).

3.2 Excitation through resonance

Gravity-capillary wave theory describes the behaviour of the
free surface of an incompressible fluid without viscosity, under
the restoring effects of gravity and surface tension. A weakly
deformed surface can be approximated as a linear combina-
tion of mutually independent sinusoids (waves). Each wave is
characterized by a frequency, f, and by a wavenumber vec-
tor k with modulus &£ = 21/, where 1 is the wavelength. The
wavenumber vector is pointing in the direction of propagation
of the wave, while the wave celerity is the ratio between the
frequency and wavenumber modulus, ¢ = 2nf /k. The celer-
ity of gravity-capillary waves is a function of the wavenumber,
as well as of the flow depth, and mean flow velocity distri-
bution. The relation between frequency and wavenumber is a
dispersion relationship. Assuming a horizontally homogeneous
flow, and no external forcing, the dispersion relation of gravity-
capillary waves was obtained either analytically or numerically
for a variety of average velocity vertical profiles, including a
linear profile (Biesel, 1950), power-function profile (Fenton,
1973), or more generic profiles (Ellingsen & Li, 2017). If the
flow shear-rate is small (Shrira, 1993), the wave frequency can
be approximated as:

27f (k) =k - Uy £ k c;(k)
=k - Uy % k[(g/k + Tk/ps )tanh (kD)]'/*  (2)

where U is the flow velocity vector at the surface, c;(k) is the
intrinsic celerity and D is the water depth. The two solutions
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with opposite signs represent waves with opposite direction of
propagation. The intrinsic celerity c;(k) in Eq. (2) indicates the
speed of propagation of the waves relative to the mean flow.
For water with depth larger than 2(7/p;g)"/? = 5.5 mm, c;(k)
has a minimum of approximately 0.23ms~! when the effects
of gravity and surface tension balance, at A ~ 1.7cm (k =~ (por
g/T)/? = 367m™"). Longer waves are governed by gravity and
have a maximum celerity limit of (gD)'/%.

Waves of finite amplitude can grow from initially infinites-
imal perturbations even when forcing mechanisms are weak,
because of resonances (Brocchini & Peregrine, 2001). The res-
onance occurs when the speed of a disturbance matches the
celerity of free waves. Considering a disturbance within the
flow, at height z, which propagates parallel to the flow at
the time-averaged local speed U(z), where 0 < U(z) < U, the
condition for resonance is:

U(z) = Uy + ci(k)/cos(6) )

where 0 is the angle of propagation of the wave with respect to
the flow direction. Only waves that propagate against the flow
(6 < 0) can be resonant, and only if Uy > 0.23ms~!. For a
given wavenumber k, Eq. (3) determines the height z, called the
critical layer depth, where the resonance is possible. Depend-
ing on the nature of the disturbance and the characteristics of
the velocity profile at the critical layer, the surface can become
unstable, leading to wave growth. The mechanism, called shear
instability or critical layer instability, has been the subject of
numerous theoretical and numerical studies (e.g. Caponi et al.,
1991; Morland et al., 1991; Yih, 1972; Young & Wolfe, 2014),
but has not been validated experimentally yet for the case where
the sheared fluid is below the surface.

Another case of resonant wave growth, distinct from the
shear instability but still requiring the existence of a critical
layer (hence of shear), was analysed numerically by Teixeira
and Belcher (2006). The disturbance was represented by an ini-
tially homogeneous turbulent pressure field, which interacted
with the free surface of an infinitely deep constantly sheared
flow according to a rapid distortion formulation. During the
initial stages of its evolution, turbulence was found promoting
the resonant growth of free waves with the same celerity and
wavelength of the pressure fluctuations, while it redistributed its
energy across directions and scales as it approached the surface.
The stabilization of the wave amplitude in some simulations
was interpreted by Teixeira and Belcher (2006) as evidence
of forced waves, which could not satisfy the resonance con-
dition based on their free wave dispersion relation, but were
instead forced to follow the speed of the pressure disturbance,
c(k) =~ U(z).

Considering Eq. (3) and the existence of a minimum of ¢;(k),
the location of a critical layer is confined between the bed
and a maximum height z, where Uy — U(z) > 0.23ms™!. For
typical velocity profiles encountered in subcritical open chan-
nel flows, the surface-relative velocity Uy — U(z) is small in
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the upper half of the flow, and the critical layer is relatively
far from the surface, close to the bed. This means that res-
onant pressure and free-surface fluctuations must be distant
from each other, which limits the strength of their interac-
tion. For a constant Uj, a shallower depth gives a smaller
distance of the critical layer from the surface. Similarly, as the
flow surface velocity increases, the critical layer rises towards
the surface, and a broader spectrum of waves can satisfy the
resonance.

3.3 Influence of the bed topography

The appearance of waves at the surface of a flow over topogra-
phy has been studied extensively, also beyond linear theory, but
mostly limited to the steady case, with localized topography, and
for an irrotational flow. A comprehensive review of these stud-
ies can be found in the work of Akselsen and Ellingsen (2019).
The model presented in this work is probably the first to apply
to a flow with a power function velocity profile and small but
arbitrary three-dimensional bathymetries, although limitedly to
linear waves. A small bed roughness shape can be seen as a
perturbation of an otherwise flat, smooth bed. Similarly to a
pressure perturbation, the bed can excite waves with a range
of wavelengths and directions of propagation, including forced
evanescent waves and free resonant waves (Harband, 1976).
The disturbance is located where U(z) = 0, therefore the res-
onant waves must be fixed in time, and have frequency /' = 0.
This is possible if the waves propagate against the flow at the
same speed at which they are advected. From Eq. (3) we have:

ci(k) = —Uycos(0) 4)

These waves are called stationary waves, or sometimes (e.g.
Rayleigh, 1883) standing waves.

A solution of Eq. (4) exists only when Uy > 0.23ms™!,
and it appears as a specific relation between wavenumber and
angle of propagation. When the bed disturbance is localized in
space, the combination of all waves that satisfy this relation pro-
duces a characteristic wake-pattern in the far-field, similar to the
one produced by a moving ship. Wakes are typically observed
in rivers behind submerged (e.g. boulders, rocks) or surface
penetrating obstacles (bridge piers). When the bed roughness
is homogeneous, stationary waves can combine incoherently
without producing a recognizable wake.

Stationary waves have been observed for a wide range of
bulk Froude numbers (F = U/(gD)"/> = 0.3-3, where U is
depth- and time-averaged mean flow velocity), over smooth
and rough beds, and have been associated with spatial varia-
tions of the bed shear stress and formation of three-dimensional
bedforms in movable-bed channels (Chanson, 2000). A few
useful relations to estimate the wavelength and amplitude of
stationary waves have been reviewed by Chanson (2000).
For a given surface velocity, the stationary wave with
the largest wavelength is the gravity wave with the crest
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perpendicular to the flow, with & = 180°. For this wave to form,
0.23ms™!' < Uy < (gD)'/?, i.e. the flow must be subcritical.
The wavelength of such a flow-perpendicular stationary wave,
Ao, can be calculated for a power-function velocity profile U(z)
o z" (where n is the exponent of the power-function) as (Dolcetti
& Garcia Nava, 2019b):

Ao/D = 27Fo* {[1-0.54ns 27D/ 20)1/[L0.5-ns 2D/ 20)]} (5)

where Fy = Up/(gD)'/? is the Froude number based on the free-
surface velocity, /, is a modified Bessel function of the first kind
of degree ¢, and s = sgn(0.5 — n) is the result of the sign func-
tion. A simpler form of Eq. (5) can be obtained assuming short
(relative to the depth) waves and a profile with constant shear
equal to n, U(z) o nz, as (Teixeira, 2019):

Xo/D = 27Fy? /(1 + nF¢?) (6)

Equations (5) and (6) will be used in the next section to compare
with experimental observations of stationary waves in shallow
flows.

4 Free-surface behaviour of open channel shallow
turbulent flows

In the following section, a review of the literature that explores
the observation of free-surface behaviour in open channel flows
is given. There have been a limited number of studies which
presented simultaneous measurements of the surface shape and
flow field. This lack of data hindered the possibility to uniquely
identify the mechanism that governs the free-surface deforma-
tion. Instead, most published works focused on determining the
celerity (speed) of the patterns of surface deformation as it has a
direct implication for non-contact flow velocity measurements.
The speed of the patterns was also interpreted as an indicator of
the dominant surface-generation mechanism under the assump-
tion that turbulence-induced surface deformations move at the
same speed (near-surface velocity) of the turbulent structures
that caused them. The studies in this section have been grouped
into three themes according to the underlying hypothesis about
the governing surface-deformation mechanism. These themes
mirror the three processes described in the previous section, i.e.
the impact of coherent structures on the free surface, wave reso-
nant growth and dominance of bed interaction, respectively. As
we argue in the discussion, these hypotheses may have influ-
enced the choice of the analysis as well as the way the results
were interpreted, leading to some contrasting conclusions.

4.1 Interactions of coherent structures with the free surface

Turbulence-induced waves are a form of surface pattern that
originates from the impact of turbulent coherent structures from
below. The earliest experimental studies on the free surface
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of open channel flows were given in Freeze et al. (2003) and
Smolentsev and Miraghaie (2005) and they were focused on
supercritical flows. In these studies, the free-surface behaviour
was described for conditions ranging from an almost undis-
turbed to a highly agitated free surface. Here, large Froude
numbers were obtained using very steep flume slopes.

Important changes in the frequency and amplitude charac-
teristics of the instantaneous water depth, obtained with an
ultrasound transducer, were observed by Freeze et al. (2003)
and Smolentsev and Miraghaie (2005) as the hydraulic con-
ditions were changed towards the stronger turbulent regimes.
Freeze et al. (2003) also observed that the probability density
functions of the instantaneous water depth were well approx-
imated by a Gaussian fit. Power spectral density plots of the
fluctuating flow depth showed for both studies large peaks at
low frequencies. Smolentsev and Miraghaie (2005) attributed
these peaks to roll waves with wavelength longer than the flow
depth, followed by a long tail of low period features that were
associated with turbulence—surface interactions and with short
gravity and capillary waves. Larger contribution of the shorter
scales in the power spectrum and larger standard deviation of
the depth were observed with an increase of the Froude num-
ber, indicating rougher water surfaces. Freeze et al. (2003) also
found a weak dependence of the depth standard deviation on the
flow Reynolds number.

Smolentsev and Miraghaie (2005) used halogen bulbs
installed above the flow to project the free-surface wave pat-
terns onto a white sheet placed on the bottom of the flume. The
rise and fall of the free surface produced cellular patterns on the
flume bottom, as shown in Fig. 6. The average cell size at the
free surface decreased with the Froude number and turbulence
intensity. Their advection velocity was found to be a few per
cent above the mean flow velocity. The origin of these features
was then associated with the disturbances of the free surface
produced by turbulent events, e.g. eddies generated in the near-
wall region, moving upwards and advecting at the mean flow
velocity. Assuming a link between the characteristics of cells
and the size of turbulent eddies, a different evolution of turbu-
lent eddies while approaching the free surface was suggested
in the case of weak or strong turbulence. For the weak turbu-
lence case, the free surface behaves similarly to a rigid boundary
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Figure 6 Time sequence of the observed and reconstructed free-sur-
face cells. (Reprinted from International Journal of Multiphase Flow,
31(8), Smolentsev & Miraghaie, Study of a free surface in open-
channel water flows in the regime from “weak” to “strong” turbulence,
921-939, Copyright (2005), with permission from Elsevier)
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and eddies evolve into two-dimensional structures similar to
pancakes. In strong turbulence regimes eddies are able to main-
tain the original three-dimensional form and so to create larger
surface deformations.

One of the few experiments in which the water surface and
velocity field were measured simultaneously was presented by
Fujita et al. (2011). Profiles of the free surface on the central
plane of a channel were imaged at different instants in time,
and then cross-correlated. From the time lag that showed the
maximum correlation and the spacing between the observed
positions Fujita et al. (2011) calculated the mean velocity of
the water surface profile. They measured the flow velocity at
the surface via the visualization of floating tracers which were
released upstream. Comparisons between the fluctuating water
surface elevation and vertical velocity components of turbulence
showed that local increases in the water depth almost coincided
with local peaks of the vertical velocity fluctuations. These sur-
face features were then deformed during their advection with
a speed similar (within an error of less than 10%) to the near-
surface velocity. This suggested that the surface patterns could
be used as indicators of the free-surface velocity. Correlations
between water surface fluctuations and depthwise vertical veloc-
ity fields were positive near the surface and negative towards
the bottom, and generally smaller than 0.15. This pattern of the
measured correlation function suggested the existence of a vor-
tex rotating in a clockwise direction at the intermediate depth,
which tended to move towards the surface, interact with it and
induce a local water rise together with a counter-clockwise whirl
near the air—water boundary. Like the surface disturbance, the
vortex structure was seen to travel with a speed comparable to
the flow velocity at the surface.

A series of laboratory experiments with a rough bed channel
were reported by Horoshenkov et al. (2013). Using a non-
equidistant array of wave probes, the authors compared the
speed of the surface roughness pattern with that of gravity-
capillary waves generated artificially either in the presence or
absence of flow (Eq. 2). The collected experimental data for
several gravity-driven free-surface flows did not follow the
dispersion relation of gravity-capillary waves but showed a
propagation speed for the surface features between the sur-
face velocity and the mean flow velocity, and independent of
the wave frequency. This suggested a connection between the
advecting surface pattern and the underlying turbulent struc-
tures. Because the free-surface pattern varied continuously in
time and space, the authors studied its behaviour using a spa-
tial correlation function that described the statistical and spectral
characteristics of the dynamic surface. This function was found
to flip sign as the spatial lag p increased. It was shown that
for subcritical laboratory flows the spatial correlation function
W(p) was approximated by a mathematical expression that
combines a periodic function with an exponentially decaying
term:

W(p) = exp (—p”/0,,*) cos (2mp/Lo) (7
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Figure 7 Measured and fitted spatial correlation function for pro-
gressively higher Froude numbers (F = 0.29, F = 0.54, F = 0.58 for
regimes 1, 4 and 7, respectively). (Horoshenkov et al., 2013)

where o, is the correlation radius, a measure of the correlation
length of the surface pattern, and L is the characteristic spatial
period in the wave pattern observed on the free surface.

With a proper choice of the two parameters o, and L, Eq. (7)
was able to approximate well the measured spatial correlation
function, as shown in Fig. 7 for three different flow conditions.
For all the hydraulic conditions examined by Horoshenkov et al.
(2013), the two parameters were estimated using an optimiza-
tion process. Horoshenkov et al. (2013) also demonstrates that
the correlation radius, non-dimensionalized with the equiva-
lent hydraulic roughness (capacity of the flow in dissipating
energy), varied approximately linearly with the bulk Reynolds
number, R, = UD/v. This suggests that the dissipation of the
water surface waves is linked to the energy dissipation within
the turbulent flow. Non-dimensionalizing the spatial correlation
period with the bed roughness height made it possible to iden-
tify a clear nonlinear relation with the ratio of depth-averaged
flow velocity to shear velocity, meaning that L, incorporates
information on the shape of the vertical velocity profile. Finally,
the characteristic spatial period was found to increase with the
Froude number.

Nichols et al. (2016) further examined the oscillatory
behaviour of the free surface observed by Horoshenkov et al.
(2013) and proposed a model for the surface response to
the turbulence-generated disturbances. The authors studied the
characteristic spatial period Ly in Eq. (7) as a function of the
free-surface velocity, Uy, to define a characteristic frequency of
oscillation of surface features, fj:

Jo=Us/Lg (8)

They found that the free-surface behaviour excited by under-
lying turbulence undergoes an underdamped simple harmonic
motion, where the surface pattern inverts periodically in time
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during the advection. The authors hypothesized that each dis-
crete surface disturbance, once formed, oscillates around the
mean water level while gravity and surface tension attempt to
restore the equilibrium, therefore behaving like a spring and
mass system. Meanwhile, gravity waves that travel outward in
all directions are likely to be generated. Their hypothesis implies
that the complex surface pattern may be considered as an ensem-
ble of “oscillons” that overlap in space and time, maybe out of
phase. Neglecting the effect of surface tension, Nichols et al.
(2016) proposed a simple equation which relates the character-
istic frequency of a simple harmonic motion of a water surface
feature, fj, to the root-mean-square of the water surface wave
height, o gyss. This is expressed as:

fo = @) "g/[(15N + Dogus])'/? ©

where N is a factor that represents the depth of influence, i.e.
the relative vertical extent of the flow field which is affected by
a surface deformation.

This model was validated against the data presented by
Horoshenkov et al. (2013), for a range of experimental values
of Ly and U, (Fig. 8). Nichols et al. (2016) found that the val-
ues of the depth of influence factor, N, calculated by fitting the
measured correlation functions, was relatively constant for a
representative range of flow conditions, and equal to N = 28.
This means that the free-surface displacements influenced the
underlying hydrodynamics up to 28 surface height standard
deviations below the mean water level. The model of Nichols
et al. (2016) could explain the different linkages between the
interface and the sub-surface turbulence that were observed in
the past as different kinds of surface features (such as boils, dim-
ples, etc.), that are produced by the turbulent structures, may be
related to the phase of the oscillatory process of the free surface.
It was further postulated that pressure fluctuations associated
with the surface oscillations could be a factor in the genera-
tion of coherent flow structures near the bed. For this reason,
the simple harmonic frequency was compared to the frequency
of near-bed burst generation fz, which was derived from Nezu
and Nakagawa (1993) as:

S = Uy/(ND) (10)

where Np is the normalized bursting period that Nikora and Gor-
ing (2000b) claims to vary between 1.5 and 3.0. A mean value
of 2.25 was found to give correspondence between f; and f3,
meaning that the oscillation period can be directly linked to the
near-bursting period. Since there is a simply physical explana-
tion for fy, which does not depend on the flow or bed conditions,
this suggests that surface oscillations trigger near-bed bursts
through induced pressure fluctuations.

Attempts to validate the observations by Horoshenkov et al.
(2013) and by Nichols et al. (2016) with field data have been
described by Legleiter et al. (2017), and by Noss et al. (2019).
Legleiter et al. (2017) created a model of the surface shape based
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Figure 8 Comparison between the measured values (markers) of the
surface oscillation frequency for different conditions and the modelled
data (dashed line). (Nichols et al., 2016)

on the theoretical correlation function of Eq. (7) proposed by
Horoshenkov et al. (2013) and rescaled it in order to model the
spatial distribution of sun light intensity reflected by the free
surface of a river. However, the surface shapes predicted by such
a model were found to be too wide and smooth compared to
what was expected.

Noss et al. (2019) designed a floating instrument capable of
recording its vertical acceleration as it followed a flow trajec-
tory at the surface. The acceleration was then converted to a
measure of the surface elevation in a Lagrangian frame, and
its statistics were compared to parameters of the flow for a
range of experiments in a laboratory flume and in a river. The
Lagrangian elevation showed a strong quasi-sinusoidal fluc-
tuation, as predicted by the theory of Nichols et al. (2016).
Fitting the measured fluctuation frequency and amplitude with
Eq. (9) proposed by Nichols et al. (2016), however, yielded
somehow inconsistent values of the depth of influence param-
eter, N. Instead, Noss et al. (2019) identified approximately
linear relations between the standard deviation of the drifter
elevation estimated from the Lagrangian acceleration, and the
flow velocity, bulk Froude number, and bulk Reynolds number.
Noticeably, the surface statistical moments were found to cor-
relate very well with the shear velocity, suggesting an apparent
link between free-surface behaviour and hydraulic resistance.

A similar link had been previously suggested by Cooper
et al. (2006), based on measurements of the surface statistics
with an ultrasonic sensor. Observations and measurements from
past studies (e.g. Buffin-Bélanger et al., 2000; Robert et al.,
1996) indicated that large-scale structures govern the transfer
of momentum and so the friction between the bed and the
fluid. This encouraged Cooper et al. (2006) to propose that the
dynamic behaviour of the surface is linked to the resistance
imposed by the bed, i.e. that the spatial roughness properties
of the bed control the bulk hydrodynamics and free-surface
behaviour. The main finding was that a higher level of hydraulic
resistance and lower water depth give rise to many small lat-
erally elongated boils on the surface. Rougher water surfaces
were dominated by fewer but larger renewal eddies for smaller
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hydraulic resistances and higher water depths. Around these
boils the water was observed to be much flatter.

4.2 The importance of gravity-capillary waves

Savelsberg et al. (2006) published a study demonstrating a link-
age between the free surface and the underlying hydrodynamics.
In their study the free surface of the flow in a laboratory flume
was defined via the space-time surface gradient field which was
measured with a laser scanning technique. The reason behind
the use of the free-surface gradient rather than its elevation was
because the spectral energy of the latter decreases much more
slowly than the former with an increasing wavenumber, there-
fore smaller features could be measured with higher accuracy.
Turbulence in the flume was produced by means of an active
grid. The underlying turbulent field was measured using par-
ticle image velocimetry (PIV) and laser-Doppler anemometry
(LDA). Spatial autocorrelations at time-lag 0 of the surface
gradient were seen to decrease rapidly with the spatial lag,
especially in the transverse direction, and to fluctuate between
positive and negative values, in agreement with Horoshenkov
et al. (2013). Time series of the surface roughness gradient in
the spanwise direction enabled Savelsberg et al. (2006) to inves-
tigate the Taylor’s frozen turbulence hypothesis, i.e. whether or
not a time-dependent signal of a one-dimensional space mea-
surement of the free surface in this type of flow can be used
to reconstruct the whole spatial domain of the surface at a
given moment. Analysis of the space-time correlation function
of the free-surface gradient suggested that the hypothesis is not
valid for the free surface above a turbulent flow, although it
works well for the velocity field beneath the free surface. This
was explained by the presence of gravity-capillary waves that
Savelsberg et al. (2006) associated with the turbulent velocity
field beneath the surface as the wavelength of the surface waves
was close to the integral scale of the turbulent velocity.
Continuation of this work was presented by Savelsberg and
van de Water (2008), with the aim of defining the strength of the
correlation between the surface and the underlying turbulence.
In their experiments only small deformations of the free surface
were observed, mainly shallow and rounded wrinkles, despite
the active grid generating relatively strong turbulence. The free-
surface gradient was correlated with the normalized convective
acceleration, (1 - V)u, where u is the turbulence velocity vector.
The correlation function for the fully developed turbulent free
flow condition was found to be small (0.04). The absence of a
strong correlation between the gradient of the free surface and
the underlying turbulent velocity field led Savelsberg and van de
Water (2008) to conclude that the interface possesses indepen-
dent dynamics. The convective acceleration was then separated
into two terms representative of strain and rotation and corre-
lated with the surface gradient field. For the fully developed tur-
bulent flow, the strain correlation was twice that of the rotation
correlation, meaning a predominance of upwellings and down-
wellings compared to vertical vortices. The energy spectrum
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of the surface gradient showed patterns travelling at the mean
flow velocity with relatively low wavenumbers. However, they
were outweighed by different features which approximately sat-
isfied the dispersion relation for gravity-capillary waves. The
wavelength of the gravity-capillary waves was comparable to
the longitudinal integral length scale of the sub-surface turbu-
lence field. This suggested that the free surface was mostly
excited by the largest sub-surface turbulence scales. Spatial cor-
relation of the streamwise and spanwise surface gradient at
different locations were seen to be isotropic when the turbu-
lence was isotropic, and anisotropic when turbulence was the
same. In conclusion, Savelsberg and van de Water (2008) found
that the surface was dominated by gravity-capillary waves and
that the free surface inherits from the sub-surface turbulence
the lower wavenumber properties of integral length scale and
anisotropy, while for higher wavenumbers the surface has a
behaviour independent from the turbulence field.

This research was then extended in 2009 to both active and
static grid turbulence by Savelsberg and van de Water (2009).
They discovered that the amplitude of surface gradient fluctua-
tions is correlated with the turbulent Reynolds number. A steep
wavenumber spectrum proportional to k~¢ was observed for the
free-surface gradient. They also discovered that the phase veloc-
ity along the spanwise direction has a small dependence from the
Reynolds number for the active grid case. Finally, they observed
non-proportionality between the length scales of the surface gra-
dient and the integral scales of the sub-surface turbulence for the
two cases of active and passive grids, probably caused by the
different manner of stirring.

Image-based methods rely on the hypothesis that the sur-
face patterns are advected downstream with the surface velocity.
However, surface textures can also be dispersive, i.e. patterns of
different scales propagate at different speeds if gravity-capillary
waves are present. Therefore, significant errors are likely to
occur in the surface velocity estimations which are based on
such a hypothesis. Tani and Fujita (2018) analysed space-time
images (STI) (Fujita et al., 2007; Fujita & Tsubaki, 2002) of
orthorectified (corrected so that the central perspective of the
object is restored and a single scale of reference for the entire
image holds) flow videos of the surface or actual rivers. They
computed the Fourier transform in space and time of these data,
to estimate the frequency—wavenumber spectra of the surface
elevation. From it, they discovered that the major part of the
energy was distributed among the dispersion relations of both
turbulence and gravity-capillary waves. Filtering the data to
remove the gravity-capillary wave components enabled them
to improve significantly the accuracy of the velocity estimated
with the STI method.

4.3 Stationary waves as primary components in the
free-surface patterns

A Fourier analysis similar to the one implemented by Savelsberg
and van de Water (2009) was applied by Dolcetti et al. (2016)
to two orthogonal arrays of calibrated wave probes installed in a
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Figure 9 Streamwise (left) and spanwise (right) non-dimensional frequency—wavenumber spectra for the case Uy > cpin. Frequency and wavenum-
ber were non-dimensionalized using the wavenumber of the stationary wave, ky. The contours have been non-dimensionalized to compensate for
the decay with frequency. (Reprinted from Dolcetti, Horoshenkov, Krynkin, & Tait (2016). Frequency-wavenumber spectrum of the free surface of
shallow turbulent flows over a rough boundary. Physics of Fluids, 28(10), 105105, with the permission of AIP Publishing)

laboratory flume with the bed formed with regular spheres with
the diameter of 25.4mm. The frequency—wavenumber spec-
tra of the surface elevation were interpreted based on a linear
wave model derived for a power-function velocity profile by
Fenton (1973), extending a previous result by Burns (1953).
The larger measurement area compared to the experiments of
Savelsberg and van de Water (2009) allowed the behaviour of
longer waves to be identified more clearly. Whenever the nec-
essary condition for their occurrence (Uy > 0.23ms™') was
met, stationary waves were clearly identified by a peak of
the frequency—wavenumber spectrum at f = 0. While Eq. (4)
allows waves with different combinations of wavenumber and
direction to be stationary, the only stationary waves that could
be observed had their front perpendicular to the direction of
the flow, and their wavelength was predicted well by Eq. (5).
These stationary waves were found to be the dominant feature
of the surface fluctuation, despite the lack of localized obsta-
cles at the bed. They had a direct effect on the spatial correlation
of the surface elevation, which was found fluctuating in space as
observed by Horoshenkov et al. (2013), but with the wavelength
Ao instead of L.

The frequency—wavenumber spectra measured by Dolcetti
et al. (2016) (Fig. 9) show a concentration of energy along spe-
cific lines (an almost straight line in the streamwise spectrum,
and an ellipse in the lateral spectrum). These lines correspond
approximately to the projections of the ellipse indicated in red in
Fig. 10, which represents the dispersion relation of waves with
constant wavelength 4y, and with 6 that varies in all directions.
Defining ky = 2m/A¢ as the wavenumber of the stationary wave
with wavelength Ay, the frequency of these waves is found from
Eq. (2) and Eq. (4) as:

S (ko) = koUp[1 + cos (0)] = (ko + k) Uy (11)

where k, is the streamwise component of vector ky. When
0 = m, then f (ko) = 0, and the wave is a stationary wave.

When 6 # =, the gravity-capillary waves are freely propagat-
ing and f* (ko) > 0. Similar patterns in the spectra could not
be seen for the flow condition with Uy < 0.23 ms™!, when sta-
tionary waves could not form. In this case, the forced waves
that moved at the mean flow velocity were seen together with
freely propagating gravity-capillary waves. Acoustic measure-
ments by Dolcetti et al. (2017) suggested that forced waves can
still be present (at least in the capillary range) alongside sta-
tionary waves, and that their amplitude increases faster with the
increasing Froude number than the amplitude of free waves;
a result later contradicted by Yoshimura and Fujita (2020) by
means of a direct numerical simulation. The Froude number was
also found decreasing the steepness of the surface frequency
spectra by Dolcetti et al. (2016), suggesting a relatively high
contribution of shorter scales (therefore a rougher water sur-
face) at higher Froude numbers. Like Savelsberg and van de
Water (2009), Dolcetti et al. (2016) explained the presence of
forced waves invoking the mechanism described by Teixeira
and Belcher (2006). However, the predominance of stationary
waves in the faster flow conditions, and the scaling of the corre-
lation function and of the dynamic surface fluctuations with the
wavelength 4y, suggested a stronger role of the bed topography
than previously thought.

A more detailed view of the same stationary wave related
surface patterns was obtained by Dolcetti and Garcia Nava
(2019a), with a wavelet-based analysis of the same dataset. The
wavelet-based analysis provided a better three-dimensional rep-
resentation of the frequency—wavenumber spectra, confirming
the free-surface behaviour suggested by Dolcetti et al. (2016).
It also allowed quantification of the angular spectrum of the
waves with wavenumber k. Applying the framework suggested
by Legleiter et al. (2017), Dolcetti and Garcia Nava (2019a) pro-
posed a simplified surface model based on an inverse Fourier
transform of a surface spectrum, Ss(k, 6), described by:

Ss(k,0) o< exp{b[cos(@ — ) — 11}6(k — ko) (12)
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Figure 10 Representation of the three-dimensional dispersion relation
shell (Eq. 2). ky and ky are the components of the wavenumber vector
in the streamwise and lateral directions, respectively. The two surfaces
represent the two solutions for upstream and downstream propagat-
ing waves. The red line indicates the frequency of the waves with
wavelength Ay for different directions of propagation

where b is an angular distribution parameter which was found
to be between 1 and 2, and § is a delta-function that excludes
all waves with wavelength different from Ay from the model.
The model describes the free surface as a linear combination
of freely propagating waves with the same wavelength 4y and
with different direction of propagation. With it, Dolcetti and
Garcia Nava (2019a) were able to justify the fluctuation of
the space-time correlation function observed by Horoshenkov
et al. (2013). The model was further expanded by Dolcetti
et al. (2020), yielding a series representation of the full spatial-
temporal correlation:

W(p, ) = agJo(kolp — Upt|) cos(koUoT)

+ Y a,(=1)¢[,(kolp — Upt hexp(—ikoUpT)

=1

+Jo(—kolp — Ut |)exp(ikoUp)] (13)

where a,, are the series coefficients that depend on the angular
spectrum, and J,, is the Bessel function of the first kind of order
@. This equation was used by Dolcetti et al. (2020) to inter-
pret the autocorrelation of images of a shallow river surface,
recorded by a camera. Like in the laboratory, the river surface
slope spectra (Lubard et al., 1980) showed a similar pattern of
waves with wavelength Ay. The measured correlations showed
similar fluctuations in space and time, which were matched
by the behaviour of the trigonometric and Bessel functions in
Eq. (13).

The model of Dolcetti and Garcia Nava (2019a) predicts for
an observer that moves along the flow at the mean surface flow
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Figure 11 Non-dimensionalized dominant surface scale measured by
Nichols et al. (2016), Dolcetti and Garcia Nava (2019a), and Noss et al.
(2019), compared to the wavelength of stationary waves predicted by
Eq. (5) (power-function velocity profile) and Eq. (6) (constant-shear
profile, short waves) with power-function exponentn = O andn = 0.5.
The frequency values measured by Noss et al. (2019) have been con-
verted to an equivalent spatial scale as Ag = Up/fp. F is the bulk Froude
number

velocity Uy a periodic inversion of the surface shape, 1, i.e.:
n(x = Upt,t) = Acos[koUy(t — t9)] (14)

where A4 is the wave amplitude and ¢, is the initial time step.
This behaviour is similar to the one described by Nichols
et al. (2016), who had predicted a fluctuation with frequency
fo = Uy/Ly. The model could also justify the quasi-periodic
fluctuations of a Lagrangian drifter, observed by Noss et al.
(2019). According to the model of Dolcetti and Garcia Nava
(2019a) and to Eq. (14), if the drifter is assumed to travel
approximately at the speed of the flow near the surface, U,
then it should observe a periodic fluctuation with frequency
koUp/2w = Uy/Ag. A comparison of the characteristic surface
frequencies observed by Nichols et al. (2016) and Noss et al.
(2019) with the one prescribed by the model of Dolcetti and
Garcia Nava (2019a) can be found in the works of Dolcetti and
Garcia Nava (2019a) and Dolcetti and Tait (2020, in press),
respectively. Both results are summarized in Fig. 11, which
compares the non-dimensionalized stationary waves wavelength
Ao/D (calculated via Eq. (5) and its approximation Eq. (6), for
two velocity profile exponents, » = 0.5 and n = 0), with the
corresponding equivalent wavelength observed by Nichols et al.
(2016) and Noss et al. (2019), calculated from £ and Ly as:

4o/D = Up/(foD) = Lo/D (15)

The same figure also includes the wavelength of the stationary
waves calculated from the wavelet spectra measured by Dol-
cetti and Garcia Nava (2019a). All three datasets showed an
agreement with the theory (although for different velocity profile
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exponents), suggesting that stationary waves may control the
scales of the surface deformation over a broad range of flow
conditions, also in the field. This was interpreted by Dolcetti
and Garcia Nava (2019a) and Dolcetti and Tait (2020, in press)
as evidence of a more general predominance of bed roughness
forcing over turbulence, in contrast with previous works.

Despite these observations, the mechanism that can cause
the selective growth of waves with wavelength Ay not ori-
ented against the flow, and hence not stationary waves, remains
unclear. As a possible explanation, Dolcetti and Garcia Nava
(2019a) invoked a triad resonance mechanism originally pro-
posed by Zakharov and Shrira (1990) to explain the broadening
of the ocean spectrum in the presence of sheared oceanic cur-
rents. In principle, the mechanism allows the transfer of energy
between a stationary wave, a freely propagating wave with the
same wavelength, and a forced wave or a (turbulent) sub-surface
flow perturbation. Resonant interactions among multiple waves
require a deviation from linear theory, which appears to be jus-
tified by a weakly non-Gaussian probability distribution of the
surface elevation (Dolcetti, 2017). However, measurements of
the surface spectrum broadening are contradicting (Dolcetti &
Garcia Nava, 2019a), and the theory is based on assumptions
that do not rigorously apply to shallow flows.

5 Discussion

The most interesting observation from the studies reviewed in
this paper is concerned with the typology of wave patterns
that dominate the free surface. More specifically, Fujita et al.
(2011), Horoshenkov et al. (2013) and Nichols et al. (2016)
state that these patterns are composed by turbulence-induced
fluctuations. The hypothesis that gravity-capillary waves are the
most relevant patterns is supported by Savelsberg et al. (2006),
Savelsberg and van de Water (2008), Savelsberg and van de
Water (2009), Dolcetti et al. (2016) and Dolcetti and Garcia
Nava (2019a). In particular, Dolcetti et al. (2016) and Dolcetti
and Garcia Nava (2019a) specify that these waves are stationary
waves.

The theory of the turbulence-induced waves is supported
by direct visualization (Fujita et al., 2011; Gharib & Weigand,
1996) of vortices impinging onto the free surface and creat-
ing local rises in the water depth. Using space-time images,
Fujita et al. (2011) observed that the newly created surface
features travelled at approximately the free-surface velocity.
This mechanism for the free-surface pattern appears sensible as
eddies increase their streamwise advection velocity while mov-
ing upwards until they reach the free-surface velocity. Wave
patterns moving at the flow surface velocity were also observed
by Horoshenkov et al. (2013) using an array of wave probes,
by Nichols et al. (2016) via space-time images and by Tani and
Fujita (2018) by means of space-time images and frequency—
wavenumber spectrum. These observations suggest that after the
impact of an eddy the free surface begins to oscillate according
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to the simple harmonic motion model described by Nichols et al.
(2016). The complex free-surface pattern can be explained as
a superposition of different single surface responses occurring
in many points in space and out of phase. It was suggested by
Nichols et al. (2016) that these features continue to oscillate
while being advected downstream until they are dissipated by
viscosity or are superseded by new surface features. According
to Nichols et al. (2016), these features (oscillons) can generate
gravity-capillary waves that propagate in all the directions. Pat-
terns advecting with the surface velocity and generated by the
flow turbulence were observed also by Savelsberg et al. (2006)
and Savelsberg and van de Water (2008, 2009). However, in
these studies the authors claim that the importance of these
features is secondary to the dispersive gravity-capillary waves.
These dominant capillary waves propagate in all directions may
be generated through a resonance mechanism different from
the one suggested by Teixeira and Belcher (2006). Evidence
supporting this is that the wavelength of the dominant gravity-
capillary waves was close to the sub-surface turbulence integral
scale but the turbulent velocity was an order of magnitude
smaller than the minimum phase velocity. In the experiments
carried out by Savelsberg et al. (2006), Savelsberg and van
de Water (2008) and Savelsberg and van de Water (2009) tur-
bulence was generated using active and passive grids (which
is rather different to river flows where turbulence is primar-
ily generated by the instabilities in the boundary layer near the
rough bed), therefore the length scales will be differently scaled
from that expected in gravity-driven open channel flows. The
observations by Dolcetti et al. (2016) and Dolcetti and Garcia
Nava (2019a) suggest different free-surface pattern generation
mechanisms occur according to the flow condition. When the
free-surface velocity is slower than the minimum phase veloc-
ity for gravity-capillary waves in still water, ¢, = 0.23 m s~1,
the dominant pattern is formed by waves induced by turbu-
lence through the forcing non-resonant growth proposed by
Teixeira and Belcher (2006). When cpin > 0.23ms™! the free
surface is dominated by stationary waves and freely propa-
gating gravity-capillary waves travelling in all the directions
with the same wavenumber k. The spatial period L, measured
by Horoshenkov et al. (2013) and predicted by Nichols et al.
(2016) by means of a semi-empirical formula can in fact be
predicted well in terms of the wavelength of stationary waves
with the analytically derived wavenumber k. Dolcetti and Gar-
cia Nava (2019a) suggested that the free-surface fluctuations
observed by Horoshenkov et al. (2013) and Nichols et al. (2016)
were not localized manifestations of turbulence, but gravity-
capillary waves that were probably induced by an interaction
between the rough bed and sheared current. Dolcetti and Gar-
cia Nava (2019a) suggested that stationary waves mediate the
transfer of energy between propagating waves and turbulence
modes, causing a selective growth of waves whose scale and
velocity match the wavenumber ky. Furthermore, in addition to
the waves with wavenumber ky, gravity-capillary waves with
different wavenumbers and turbulence-induced wave patterns
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may also occur. The analysis of the wave patterns and their
dispersion relations by Dolcetti et al. (2016) and Dolcetti and
Garcia Nava (2019a) was based on the time-space Fourier and
wavelet transforms. One can argue that these are more robust
techniques than the cross-correlation of temporal wave probe
data used in earlier studies by Horoshenkov et al. (2013) and
Nichols et al. (2016). Other studies based on Fourier analysis
did not identify the presence of stationary waves. A possible
reason for this is a limited spatial window of the measurements.
In Savelsberg et al. (2006) and Savelsberg and van de Water
(2008, 2009) the spatial extent for investigating the surface was
50mm. In the study by Fujita et al. (2011) the length of the
field of view was 135 mm. These spatial windows are rather
limited given the fact that Dolcetti et al. (2016) reported the
presence of strong stationary waves with wavelength ranging
85 to 100 mm for similar flow conditions. Also, even larger
stationary patterns with wavelength between 70 and 180 mm
were observed in experiments with characteristics close to the
ones tested in Nichols et al. (2016) where the area of inter-
est was 220 mm long. Considering Horoshenkov et al. (2013),
Nichols et al. (2016) and Dolcetti et al. (2016) where similar
flow conditions but different bed textures were tested, one might
argue that a specific dominating mechanism for the wave pat-
terns can occur according to the flow and bed morphological
conditions. In Dolcetti et al. (2016) regular spheres with the
diameter of 25.4 mm were used, while in the other two studies
the mean grain size of the bed was 4.4 mm, implying that, for the
same flow conditions, different submergences (the ratio between
the water depth and the dimension of the bed roughness) were
present. For this reason, the effects of the bed on the free-surface
behaviour may be limited to only higher submergences, facili-
tating the dominance of the turbulence-induced features when
the submergence is lower. However, the role of submergence is
unclear, and results by different authors are contradicting. For
example, the experiments in Fujita et al. (2011) and Nichols
(2013), which were characterized by submergences that fall in
the range of conditions tested by Dolcetti et al. (2016), resulted
in a different free-surface behaviour. This suggests that it is not
only the submergence that defines the type of response of the
free surface but possibly the bed morphology itself. Meanwhile,
according to Noss et al. (2019), the dynamics of the interface is
sensitive to the submergence, being affected by turbulence for
high values of submergence and showing stationary waves for
small values of it. Therefore, no single dominating mechanism
appears to govern the free-surface behaviour.

Despite different points of view, the majority of studies sup-
port the existence of a similar spatial organization for the free
surface. Savelsberg et al. (2006) observed oscillating correlation
functions for the instantaneous surface gradient and different
behaviours between the streamwise and spanwise directions.
Savelsberg and van de Water (2008) suggested that the spatial
correlation behaviour depends on the turbulence field: it behaves
isotropically if the turbulence is isotropic; or anisotropically if
turbulence is anisotropic. Horoshenkov et al. (2013) provided an
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analytical description of the average spatial correlation function
for the free-surface elevation (Eq. 7). This equation has a char-
acteristic spatial period and decreases in amplitude with the
distance. Its characteristics are related to the turbulence in the
bulk flow. Dolcetti et al. (2016) observed for the case of mean
surface velocity below 0.23ms~! a smooth decay for the ele-
vation correlation with horizontal scales approximately equal to
the water depth. When the mean surface velocity is higher than
0.23ms~! the correlations show a fluctuating behaviour with
period defined by k.

The Taylor’s frozen turbulence hypothesis, which assumes
that turbulence is invariantly advected in space at different
time steps, was tested in Savelsberg et al. (2006) and it was
found inapplicable at the free surface due to the appearance
of gravity-capillary waves, but appropriate for the sub-surface
velocity field. The violation of the Taylor’s hypothesis is fur-
ther supported by the oscillon model of Nichols et al. (2016),
which suggests surface features oscillate vertically over space
and time, while the sub-surface structures persist as they are
advected by the flow.

The free-surface roughness observations in Cooper et al.
(2006) suggest that rougher surfaces are generated over a
hydraulically rougher bed. Also, tests with low water depth and
high bed resistance give rise to many small laterally elongated
boils, while high water depth and lower hydraulic resistance
produce less and larger features. Horoshenkov et al. (2013)
noticed that the surface roughness height increases linearly with
the water depth and the average velocity. In Nichols et al. (2016)
rougher surfaces can be found for higher Froude numbers, but
here the water roughness height was also a function of the bed
slope. In Dolcetti et al. (2016) the characteristics of the sur-
face were estimated from the frequency power spectra. They
suggested that higher Froude numbers were linked to milder
decays of the spectra at higher frequencies, i.e. that more energy
was contained in these frequencies. As a consequence, rougher
water surfaces should be seen for higher Froude numbers; how-
ever, no clear relation between the standard deviation of the
surface depth and the Froude number was proposed. In Noss
et al. (2019) the surface roughness was found to be more affected
by the near-surface velocity, the Reynolds number and the shear
velocity rather than the mean flow velocity. In particular, the
shear velocity relation showed a high coefficient of determina-
tion not only in flume experiments, but also in real streams.

Figure 12 is a summary of key studies of the behaviour of
free-surface pattern in open channel flows mapped onto the
Brocchini and Peregrine (2001) framework (also see Fig. 1).
The purpose is to demonstrate the range of laboratory and field
measurements using the existing framework suggested by Broc-
chini and Peregrine (2001) and so indicate gaps in the available
datasets in comparison to full scale conditions. The key param-
eters against which these data are plotted are the mean flow
depth and turbulence velocity magnitude. Figure 12 was cre-
ated using the following assumptions. Firstly, except for a few
cases, the turbulent velocity component was taken as 7.5% of
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Figure 12 A summary of laboratory and field observations organised following Brocchini and Peregrine (2001). The streamwise turbulent velocity
component was defined through the bulk velocity using the relations given in Nezu and Nakagawa (1993). Water depth scales with the largest size
of a coherent structure. Black and grey dashed lines are obtained from Eqs. (3.1) and (3.2) in Brocchini and Peregrine (2001), respectively. Black
and grey dotted lines define the separations between the regions and are obtained from Eq. (1) using Fgp = 0.155 and We gp = 0.5, respectively.
Black dashed-dotted line represents the condition Rg gp = 100. (Brocchini & Peregrine, The dynamics of strong turbulence at free surfaces. Part 1.
Description. Journal of Fluid Mechanics, 449, 225-254, 2001, modified with permission)

the bulk depth averaged velocity. This choice was made because
in a majority of studies the streamwise turbulent velocity and
the shear velocity were not observed or reported. The value of
7.5% is an approximate measure of the relative scale between
the streamwise turbulent component and the bulk velocity for
a range of smooth and rough bed cases as suggested by Nezu
and Nakagawa (1993). Secondly, the horizontal axis is the water
depth because the length scales of turbulence were not observed
or estimated in a majority of studies reviewed. This choice is
supported by Shvidchenko and Pender (2001) and Roy et al.
(2004) who suggested that the vertical size of the turbulent
macrostructures can grow up to the flow depth. Thirdly, the
lines that subdivide the graph into four sections were calculated
using the value of Wegp = 0.5 and Fgp = 0.155 (Eq. 1).
These special forms of the indices correspond to F = 2.92 and
W, = p; U?DIT = 177.78 for the bulk Froude and Weber num-
bers, respectively. The adopted values of We gp and Fgp yield
to dividing lines which follow the same trends as shown in
Brocchini and Peregrine (2001).

It is clear that field measurements cluster in region 3. This is
consistent with findings by Brocchini and Peregrine (2001) who
identified this zone as the most appropriate to describe a major-
ity of the geophysical surface flows such as rivers and open
channels. A majority of laboratory experiments fall in region 0
or near the border between region 0 and 3. The only exception is

represented by the most energetic cases in Nichols et al. (2016).
This means that the turbulent processes in most of the laboratory
studies are relatively weak and may be non-representative of
the large-scale geophysical flows. In fact, moving towards flow
conditions which are more representative of a river is a chal-
lenge for laboratory studies. Higher mean flow velocities for a
given flow depth are possible only by reducing the roughness
height or by increasing the slope of a laboratory flume. The first
possibility is in general not practically achievable as laboratory
flume boundaries are not very rough. Testing deeper flow condi-
tions for a given velocity is in most cases impractical as it would
require much larger values of discharge. Furthermore, increas-
ing the water depth causes a reduction in the aspect ratio and so
the appearance of steady secondary motions. As a consequence,
flow conditions that follow in region 3 are almost unexplored
in laboratory studies. On the other hand, field measurements
have much lower spatial and temporal resolution compared to
laboratory instruments, making it difficult to accurately observe
free-surface behaviour at a field scale. This, for example, may
explain the discrepancy between the findings by Legleiter et al.
(2017) (region 3) and by Horoshenkov et al. (2013) (regions
0 and 3). Also, field devices, such as mareographs and acous-
tic Doppler current profilers, are often invasive and so produce
data that are not reliable when the interaction between surface
and hydrodynamics is investigated. These reasons suggest that
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region 3, defined by Brocchini and Peregrine (2001) as the most
representative of terrestrial flows, is almost unchartered.

6 Conclusions

This review suggests that the main question, “What controls
the behaviour of the free surface?”, is yet to be conclusively
answered. At present, three different hypotheses coexist, all
supported by evidence from laboratory observations. They are:
(i) turbulence-induced features, (ii) travelling gravity-capillary
waves, and (iii) stationary waves. The main reason for this
uncertainty can be attributed to either their different spatial and
temporal resolutions or the inability of the measurement and
analysis methods used to measure accurately these free-surface
characteristics. Furthermore, the measurement uncertainties that
arise in the study of the near surface region make it diffi-
cult to unambiguously couple the actual dynamics of the free
surface and the underlying hydrodynamics. Despite the differ-
ent outcomes of the reviewed studies, some agreement can be
found:

e turbulence can affect the behaviour of the free surface over a
wide range of hydraulic conditions, from those in which only
small surface features are induced to conditions in which the
surface can be fully broken (Brocchini & Peregrine, 2001);

e higher Froude numbers produce rougher water surfaces; in
fact, more energetic conditions allow turbulent structures to
maintain their original 3D form during the ascension towards
the interface, resulting in larger surface deformations and
leading to rougher free surfaces (Smolentsev & Miraghaie,
2005);

e the dynamic patterns on the free surface are shown to be cor-
related over space; it is suggested that this spatial behaviour
can be approximated by a periodic, exponentially decaying
function that contains information about the shape of the ver-
tical velocity profile, bed roughness and turbulence energy
dissipation rate (Horoshenkov et al., 2013);

A majority of studies suggest that an open channel flow is
most likely to be characterized by a specific free-surface pat-
tern of waves which is unique to the hydraulic condition and
morphological characteristics of a channel cross-section. How-
ever, there is no general consensus about the linkage between
the observed wave patterns and bulk flow characteristics. It is
likely that a range of factors contribute to the generation of these
waves, i.e. it is of importance to establish the extent of their
relative influence. A more appropriate question may be “What
mechanism dominates the behaviour of the free surface under
these particular conditions?”.

In the literature there are few high resolution datasets in
region 3 of the Brocchini and Peregrine (2001) framework.
This region corresponds with the most common geophysical
flows. There is a need to improve the resolution of measure-
ment methods used in geophysical flows in order to be able to
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discern the relative balance between surface patterns caused by
turbulence-induced features, travelling gravity-capillary waves
and stationary waves under realistic natural conditions.

It is of strong scientific and practical interest to determine
if there is a sudden transition from one governing mechanism
to another and to establish certain thresholds for these transi-
tions. Therefore, more focused research is needed to understand
which mechanism (or mechanisms) causes the appearance of
the free-surface patterns and what kind of waves it excites
for a wider range and scale of flow conditions covered in the
reported studies. For this purpose, spatially and temporally high-
resolution volumetric observations of the area near the interface
for different bed textures should be performed at a range of
flow conditions that spans the Brocchini and Peregrine (2001)
space, as illustrated in Fig. 12. This should resolve the current
ambiguity on the origin of free-surface behaviour.
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Notation

ay = wave angular spectrum cosine series coefficient (—)

A = wave amplitude (m)

b = wave angular distribution parameter (—)

c = wave celerity (ms™')

¢ = intrinsic celerity (ms~!)

Cmin = minimum phase velocity for gravity-capillary waves
in still water (ms™')

D = water depth (m)

f = wave frequency (Hz)

fo = characteristic spatial frequency of an oscillon (Hz)

/3 = frequency of near-bed bursts generation (Hz)

F = bulk Froude number (—)

Fo = bulk Froude number calculated using the mean free-
surface velocity (—)

Fep = special Froude number as defined by Brocchini and
Peregrine (2001) (-)

g = gravitational acceleration (ms~2;)

k = wavenumber (radm~')

ko = wavenumber of a stationary wave with wavelength
2o oriented against the flow (radm™")

ky = streamwise component of the wavenumber vector kg
(radm™")
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L = blob length scale (m)

Ly = characteristic spatial period of the surface pattern
(m)

= depth of influence factor (—)

n = exponent of the power-function for the velocity
profile (—)

Np = normalized bursting period (—)

q = blob turbulent velocity defined as the norm of the
velocity vector (ms~!)

Re = bulk Reynolds number (—)

Regp = special Reynolds number as defined by Brocchini

and Peregrine (2001) (-)

Ss = surface spectrum (—)

t = time (s)

to = initial time step (s)

T = surface tension (Nm™!)

U = time-averaged local speed of the flow (ms~')

U = depth- and time-averaged mean flow velocity
(ms")

Uy = time-averaged mean free-surface velocity (ms~')

W = spatial correlation function of the free surface (—)

W, = bulk Weber number (—)

Wepp = special Weber number as defined by Brocchini and
Peregrine (2001) (—)

z = generic height from the bottom boundary in a flow
(m)

n = surface elevation (m)

0 = angle of propagation of the wave respect to the flow
direction (rad)

A = wavelength (m)

Ao = wavelength of a stationary wave oriented perpendic-
ularly to the flow direction (m)

v = kinematic viscosity (m?s™!)

= free-surface correlation spatial lag (m)

pf = fluid density (kgm™)

orms = root-mean-square surface height (m)

Ow = correlation radius (m)

T = free-surface correlation temporal lag (s)
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