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# Using mutual information to test from Finite State Machines: test suite selection ${ }^{\star \boldsymbol{*}}$ 

Alfredo Ibias ${ }^{\text {a }}$, Manuel Núñez ${ }^{\text {a }}$, Robert M. Hierons ${ }^{\text {b }}$<br>${ }^{a}$ Instituto de Tecnología del Conocimiento, Universidad Complutense de Madrid, Madrid, Spain<br>${ }^{b}$ Department of Computer Science, The University of Sheffield, Sheffield, United Kingdom


#### Abstract

Context: Mutual Information is an information theoretic measure designed to quantify the amount of similarity between two random variables ranging over two sets. In this paper, we adapt this concept and show how it can be used to select a good test suite to test from a Finite State Machine (FSM) based on a maximise diversity approach. Objective: The main goal of this paper is to use Mutual Information in order to select test suites to test from FSMs and evaluate whether we obtain better results, concerning the quality of the selected test suite, than current state-of-the-art measures. Method: First, we defined our scenario. We considered the case where we receive two (or more) test suites and we have to choose between them. We were interested in this scenario because it is a recurrent case in regression testing. Second, we defined our notion based on Mutual Information: Biased Mutual Information. Finally, we carried out experiments in order to evaluate the measure. Results: We obtained experimental evidence that demonstrates the potential value of the measure. We also showed that the time needed to compute the measure is negligible when compare to the time needed to apply extra testing. We compared our measure with a state-of-the-art test selection measure and showed that our proposal outperforms it. Finally, we have compared our measure with a notion of transition coverage. Our experiments showed that our measure is slightly worse than transition coverage, as expected, but its computation is 10 times faster. Conclusion: Our experiments showed that Biased Mutual Information is a good measure for selecting test suites, outperforming the current state-of-the-art measure, and having a (negative) correlation to fault coverage. Therefore, we can conclude that our new measure can be used to select the test suite that is likely to find more faults. As a result, it has the potential to be used to automate test generation.


Keywords: Formal approaches to testing, Information Theory, Mutual information, Finite State Machines.

## 1. Introduction

Software testing [1, 2] is the main technique to validate complex systems with the goal of increasing their reliability. Testing is a time consuming part of software development; it has been observed that testing can cost more than $50 \%$ of the development budget [2]. Therefore, it is important to devise methodologies that reduce the time taken without notably decreasing effectiveness. A good starting point is to reduce the number of tests (the size of the test suite) that we apply to the System Under

[^0]Test (SUT) ${ }^{1}$. Therefore, we require approaches that select a test suite that is small enough to be used in practice and is likely to be effective in finding faults. We can rephrase this as the problem of maximising the expected test effectiveness for a given cost/time. Since the cost of test execution typically depends on the test suite size, we reduce this to the problem of choosing amongst different test suites, that have the same size, the one that is most likely to find faults.

The main aim of the work presented in this paper is to devise measures that can help testers, or testing tools, to choose between alternative test suites. We focus on the case where we want to choose between different finite test suites that have the same number of inputs (and so, most likely, the same execution cost). The problem studied is relevant in a number of contexts. For example, we might build a test suite in an incremental manner. When choosing a next test case to add we will be comparing test suites

[^1]of the same size (the current test suite extended by the different test cases that could be added) and will choose the test suite that we expect to be most effective. Thus, incremental approaches to building a test suite involve the comparison of test suites of the same size. Measures that compare test suites might also be used to help guide test suite generation since, for example, the measures could form fitness functions to be used within a search-based approach. The problem is also relevant in the context of regression testing, where we typically have to repeatedly use a test suite. Ideally, one executes the entire test suite in regression testing but often this is too expensive, with this having led to a significant body of work regarding the problem of selecting a 'best' subset (see, for example, $[3,4,5])$.

This paper considers the situation in which the SUT is a black-box; we know its input and output alphabets but have no additional information. As a result, in choosing a test suite we cannot use information about the internal structure of the SUT. A side-effect of this is that we will not have access to information about the coverage of the SUT achieved by a test suite. However, we assume that we do have a specification of the system that we want to build. In order to simplify the presentation, we assume that the specification is given by a Finite State Machine (FSM) but the approach can be adapted to deal with other state-based formalisms, in particular, those containing data.

The choice of FSMs as a formalisation was motivated by the fact that they have been used in a number of areas. The early work largely concerned protocol conformance testing [6, 7] and hardware (processor) testing, since processor designs are FSMs (see, for example, [8]). FSM-based techniques have also been used in testing web-services and web-based applications [9, 10]. It is important to observe that it is not necessary for the user to produce an FSM specification; the specification may be in some other statebased formalism, such as state-charts, with a model being mapped to an FSM that represents its semantics (possibly after some abstraction). This makes FSM-based approaches applicable to a wide range of state-based specifications, such as those used in the embedded systems industry. The value of such an approach was also demonstrated when used to test a number of Microsoft Windows protocols [11]. Recent work has shown that FSM-based test generation techniques can be applied when testing from a class of rather more expressive models (reactive I/O-state-transition systems, RIOSTS) [12]. The benefit is that RIOSTS can also be used with a range of embedded systems [12], with the approach having been evaluated on part of the European Train Control System and also an airbag controller [13]. Finally, it is worth mentioning that there are several tools that can be used to specify and analyse FSMs (for example, fsmlib-cpp ${ }^{2}$, automatalib [14] and OpenFST [15]).

[^2]This paper describes a novel information theoretic measure and proposes its use to inform the choice between test suites. Specifically, we define a notion, Biased Mutual Information (BMI), inspired by Mutual Information [16], and use it to compare test suites of similar length. The idea behind the definition of BMI is that two tests that share a large amount of information will be more likely to explore the same paths of an FSM, applying the same inputs and expecting the same outputs. The intended goal of BMI is thus to indirectly maximise diversity and is motivated by it having been widely recognised that diversity has a strong impact on test quality [17, 18, 19, 20]. Our hypothesis was that a test suite with lower BMI will tend to be more effective (be more likely to find faults) because lower BMI implies that the tests in the test suite share less information and, therefore, they explore more behaviours of the FSM. In order to evaluate this hypothesis, we used mutants, that simulate faults. Specifically, given an FSM and a pair of test suites, we checked whether the test suite with lower BMI killed more mutants. Our experiments revealed that minimising BMI led to test suites that kill more mutants most of the time. Moreover, we obtained a (negative) correlation between BMI and mutation score. We also found that the time needed to compute BMI is negligible when compared to the time typically needed to apply a single test suite. The consequence of this fact is that it will often be worth spending some time to decide between two test suites, instead of applying both of them, if, as usual, resources and time are scarce. These results suggest that BMI can be used to guide testing towards test suites that are likely to be more effective.

Interestingly, in additional experiments it was found that BMI outperformed a previous information theoretic approach, the test set diameter (TSDm) measure [21], when selecting between two randomly generated test suites. We also compared our measure with a notion of transition coverage. Specifically, we explored the question of which measure was most effective when used to choose between two test suites: choosing the test suite with smaller BMI or the test suite with higher transition coverage. Since transition coverage has more information available (the states from which inputs are applied), it was not surprising that transition coverage was slightly more effective. However, BMI was found to be considerably faster. As a result, in the context of testing from an FSM, there is a trade-off between effectiveness and speed. Note that, although the comparison with transition coverage was interesting, the aim of the work described in this paper was to produce a general method that can be used in a range of scenarios. This includes scenarios in which, for example, we do not have a complete specification but we can estimate the frequency of input/output pairs, which is the only information required to compute BMI. There is potential to use (random) sampling to estimate such frequencies.

Although it will become clearer when we give the formal definition of BMI, we will briefly explain why we need a bias in our notion. Essentially, in order to compute
our measure we need to know the frequency of occurrence of each input/output pair in the underlying FSM. Since the formulation of Mutual Information applies a logarithm over that frequency, if we have only one occurrence of an input/output pair $(i, o)$ in the FSM, then we obtain $\log (1)=0$. This produces two undesirable consequences. First, we obtain the smallest possible value for $(i, o)$ while we want to give it the highest weight. Second, when we combine this weight with other values by multiplying them, we obtain 0 , which leads to final values that are uninformative. The introduction of a bias solves this problem.

The rest of the paper is structured as follows. In Section 2 we review basic concepts and notation used in the paper. In Section 3 we present related work. In Section 4 we formally define our measure and explore some of its properties. Section 5 reports on the experiments and Section 6 discusses threats to validity. In Section 7 we discuss some decisions that we took during the research presented in this paper. Finally, in Section 8 we provide conclusions and discuss future work.

## 2. Preliminaries

In this paper, systems will be modelled as Finite State Machines (FSMS). In order to define an FSM, we first introduce some notation. Given set $A, A^{*}$ denotes the set of finite sequences of elements of $A ; A^{+}$denotes the set of non-empty finite sequences of elements of $A$; and $\epsilon \in A^{*}$ denotes the empty sequence. We let $|A|$ denote the size of set $A$. Given a sequence $\sigma \in A^{*},|\sigma|$ denotes its length. Given a sequence $\sigma \in A^{*}$ and $a \in A$, we have that $\sigma a$ denotes the sequence $\sigma$ followed by $a$ and $a \sigma$ denotes the sequence $\sigma$ preceded by $a$.

Throughout this paper we let $\mathcal{I}$ be the set of input actions and $\mathcal{O}$ be the set of output actions. It is important to differentiate between input actions and inputs of the system. An input of a system will be a non-empty sequence of input actions, that is, an element of $\mathcal{I}^{+}$(similarly for outputs and output actions).

An FSM is a (finite) labelled transition system in which every transitions has a label in the form of an input/output pair (a pair containing an input action and an output action). We use this formalism to define specifications.

Definition 1. A Finite State Machine (FSM) is represented by a tuple $M=\left(Q, q_{i n}, \mathcal{I}, \mathcal{O}, T\right)$ in which $Q$ is a finite set of states, $q_{i n} \in Q$ is the initial state, $\mathcal{I}$ is a finite set of input actions, $\mathcal{O}$ is a finite set of output actions, and $T \subseteq Q \times(\mathcal{I} \times \mathcal{O}) \times Q$ is the transition relation. The meaning of a transition $\left(q,(i, o), q^{\prime}\right) \in T$, also denoted by $\left(q, i / o, q^{\prime}\right)$, is that if $M$ receives input action $i$ when in state $q$ then it can move to state $q^{\prime}$ and produce output action o. We write $(i, o) \in_{m} M$ to denote that the pair $(i, o)$ appears in $m$ transitions of $M$.

We say that $M$ is deterministic if for all $q \in Q$ and $i \in \mathcal{I}$ there exists at most one pair $\left(q^{\prime}, o\right) \in Q \times \mathcal{O}$ such that $\left(q, i / o, q^{\prime}\right) \in T$.

We assume that FSMs are deterministic; this makes the work compatible with the previously devised information theoretic (white-box) TSDm measure [21]. In particular, it allows us to run experiments that compare the proposed approach with TSDm.

An FSM can be represented by a diagram in which nodes represent states of the FSM and transitions are represented by arcs between the nodes. We use an incoming edge with no source to denote the initial state. In our case, all states are final as long as they are reachable from the initial state.

We will assume the minimal test hypothesis [22]: the SUT can be modelled as an (unknown) object described in the same formalism as the specification (here, an FSM). Note that we do not need to have access to this description; we are in a black-box testing framework and only assume the existence of such an FSM. In principle, we could weaken this hypothesis to simply assume that each time the SUT receives a sequence of input actions, it returns a sequence of output actions.

Our main goal while testing is to decide whether the behaviour of an SUT conforms to the specification of the system that we would like to build. In order to detect differences between specifications and SUTs, we need to compare their behaviours and the main notion to define such behaviours is given by the concept of a trace.

Definition 2. Let $M=\left(Q, q_{i n}, \mathcal{I}, \mathcal{O}, T\right)$ be an FSM, $\sigma=$ $\left(i_{1}, o_{1}\right) \ldots\left(i_{k}, o_{k}\right) \in(\mathcal{I} \times \mathcal{O})^{*}$ be a sequence of pairs and $q \in Q$ be a state. We say that $M$ can perform $\sigma$ from $q$ if there exist states $q_{1} \ldots q_{k} \in Q$ such that for all $1 \leq j \leq k$ we have $\left(q_{j-1}, i_{j} / o_{j}, q_{j}\right) \in T$, where $q_{0}=q$. If $q=q_{\text {in }}$ then we say that $\sigma$ is a trace of $M$. We denote by $\operatorname{traces}(M)$ the set of traces of $M$. Note that $\epsilon \in \operatorname{traces}(M)$ for every FSM M.

Next we define the notion of test. As previously explained, a test is a sequence of (input action, output action) pairs. A test suite will be a set of tests.

Definition 3. Let $M=\left(Q, q_{i n}, \mathcal{I}, \mathcal{O}, T\right)$ be an FSM. We say that $t=\left(i_{1}, o_{1}\right) \ldots\left(i_{k}, o_{k}\right) \in(\mathcal{I} \times \mathcal{O})^{+}$is a test for $M$ if $t \in \operatorname{traces}(M)$. The length of $t$ is the length of the sequence, that is, $|t|=k$. In addition, the sequence of input actions oft is $\lambda=i_{1} \ldots i_{k}$ and the sequence of output actions of $t$ is $\mu=o_{1} \ldots o_{k}$. We will sometimes use the notation $t=(\lambda, \mu) \in\left(\mathcal{I}^{+} \times \mathcal{O}^{+}\right)$. We write $(i, o) \in t$ to denote that the pair $(i, o)$ appears in the test $t ;(i, o) \in_{n} t$ denotes that the pair $(i, o)$ appears $n$ times in the test $t$.
$A$ test suite for $M$ is a set of tests for $M$. Given a test suite $\mathcal{T}=\left\{t_{1}, \ldots, t_{n}\right\}$, the length of the test suite is the sum of the lengths of its tests, that is, $|\mathcal{T}|=\sum_{i=1, \ldots, n}\left|t_{i}\right|$.

Let $t=(\lambda, \mu)$ be a test for $M$. We say that the application of $t$ to an FSM $M^{\prime}$ fails if there exists $\mu^{\prime}$ such that $\left(\lambda, \mu^{\prime}\right) \in \operatorname{traces}\left(M^{\prime}\right)$ and $\mu \neq \mu^{\prime}$. Similarly, let $\mathcal{T}$ be a
test suite for $M$. We say that the application of $\mathcal{T}$ to an FSM $M^{\prime}$ fails if there exists $t \in \mathcal{T}$ such that the application of $t$ to $M^{\prime}$ fails.

Intuitively, a test $(\lambda, \mu)$ for $M$ denotes that the application of the sequence of input actions $\lambda$ to a correct system (with respect to $M$ ) should lead to the sequence of output actions $\mu$. Note that if we allowed non-determinism, then the previous inequality must be appropriately replaced to express that a behaviour of the SUT must be one of those of the specification, and we will have a notion of conformance similar to ioco [23].

The concept of Test Set Diameter (TSDm) [21], which will be used as the state-of-the-art measure to compare with, is derived from Kolmogorov complexity [24]. The Kolmogorov complexity of a string is the length of the shortest program that produces that string. It has been shown that Kolmogorov complexity can be approximated using Normalised Compression Distance [25].

Definition 4. Let $x$ and $y$ be two strings and $C(x)$ be the length of the string $x$ after being compressed by a chosen compression program. We denote by $\operatorname{ncd}(x, y)$ the Normalised Compression Distance of $x$ and $y$ and we define it as

$$
\frac{C(x y)-\min \{C(x), C(y)\}}{\max \{C(x), C(y)\}}
$$

where $x y$ denotes the concatenation of $x$ and $y$.
The previous distance can be naturally extended to deal with multisets of strings.

Definition 5. Let $X$ be a multi-set of strings with at least two elements and $C(x)$ be the length of the string $x \in X$ after being compressed by a chosen compression program. We denote by $\operatorname{NCD}(X)$ the Normalised Compression Distance of $X$ and we define it as
$\left\{\begin{array}{cl}\operatorname{ncd}\left(x_{1}, x_{2}\right) & \text { if } X=\left\{x_{1}, x_{2}\right\} \\ \max \left\{\mathrm{NCD}_{1}(X), \max _{Y \subset X}\{\operatorname{NCD}(Y)\}\right\} & \text { otherwise }\end{array}\right.$
where

$$
\operatorname{NCD}_{1}(X)=\frac{C(X)-\min _{x \in X}\{C(x)\}}{\max _{x \in X}\{C(X \backslash\{x\})\}}
$$

and where $C(X)$ is the length of the compression of the concatenation of the strings belonging to $X$ in any specific order as long as we use it for all the concatenations.

The Test Set Diameter of a test suite is defined in terms of the NCD of a (multi-)set of tests. We can consider different multisets for computing this metric. For example, we could use the multiset of test inputs (Input-TSDm), the multiset of test outputs (Output-TSDm) or even the multiset of execution traces (Trace-TSDm). In this paper, as recommended in the original work [21], we used ITSDm to drive test selection.

It is important to note that Test Set Diameter is the current baseline for the use of Information Theory to direct the generation and selection of test suites in blackbox testing. An extensive study [26] found that Test Set Diameter outperformed many alternatives. Specifically, the study shows that, for 5 well-known programs (Grep, Sed, Flex, Make and GZip), ITSDm is the best alternative, obtaining fault detection rates between $85 \%$ and $95 \%$. Moreover, they observed that ITSDm is able to compete with white-box techniques, obtaining differences in fault detection rates of less than $2 \%$, which is remarkable given the fact that ITSDm, as a black-box technique, works with less information than white-box techniques.

Finally, we recall the classical definition of mutual information [16], which we use as an inspiration for our measure.

Definition 6. Let $A$ and $B$ be two sets and $\xi_{A}$ and $\xi_{B}$ be two discrete random variables ranging, respectively, over $A$ and $B$. We denote by $I\left(\xi_{A} ; \xi_{B}\right)$ the mutual information of $\xi_{A}$ and $\xi_{B}$ and we define it as

$$
\sum_{b \in B} \sum_{a \in A} \sigma_{\xi_{A, B}}(a, b) \cdot \log _{2} \frac{\sigma_{\xi_{A, B}}(a, b)}{\sigma_{\xi_{A}}(a) \cdot \sigma_{\xi_{B}}(b)}
$$

where $\xi_{A, B}$ is the joint probability distribution, defined as usual, of $\xi_{A}$ and $\xi_{B}$.

## 3. Related Work

There are many techniques for generating a test suite from an FSM specification. Possibly the first work in this area was the seminal paper by Moore, published in 1956, that described an overall framework [27]. Later, in 1964, Hennie [28] published a test generation algorithm. Hennie's algorithm required the specification to be a deterministic, completely-specified FSM that has a special type of sequence, called a distinguishing sequence ${ }^{3}$. Later, a more general test generation algorithm was published [29, 30], with this only requiring that the specification is a deterministic, completely-specified FSM ${ }^{4}$.

The area of FSM-based test generation has been extended in a number of directions. The techniques mentioned above are complete in the sense that they return test suites that determine correctness as long as the SUT is equivalent to an (unknown) FSM in some well-defined fault domain; the fault domain typically places an upper bound on the number of states of the minimal FSM that represents the behaviour of the SUT. A number of other complete test generation algorithms that have been devised, typically with a focus on producing relatively small complete

[^3]

Figure 1: Example of FSM.
test suites (see, for example, $[31,32,33]$ ). There are also complete techniques for testing from other classes of FSM such as (possibly non-deterministic) partial FSMs (see, for example, $[34,35,36]$ ), FSMs representing distributed systems (see, for example, [37, 38]), probabilistic FSMs (see, for example, $[39,40]$ ), and stochastic FSMs (see, for example, [41]). It is not always feasible to produce and use complete test suites and so there are also approaches that aim to cover the FSM specification in some way (see, for example, [42]). The interest in FSM-based testing is motivated by the ability of FSMs to suitably model many classes of system, possibly after an abstraction has been applied. Sometimes, however, it does not make sense to abstract out data (for example, where this data determines which transitions can be executed). There has thus been interest in testing from extended FSMs (EFSMs), which allow data (see, for example, [43, 44, 45, 46, 47]), including work on testing from Stream X-machines [48].

Interestingly, although there has been much work on testing from both FSMs and EFSMs, it appears that notions of diversity have not been utilised in these areas. A potential advantage of diversity-based approaches is that they can be used with any test budget: given a bound on the overall test execution cost/time available, one can aim to find the most diverse test suite whose cost does not exceed this bound. Diversity-based approaches are thus potentially extremely flexible and it should be possible to apply them with FSMs, EFSMs or FSMs extended with other features such as probability and time. However, as a first step this paper restricts attention to FSMs.

Information Theory has already been used in testing $[49,50,51,52,53,54,55,56,57,58]$. In particular, the problem of choosing among different test suites has been addressed before [21, 17, 59]. However, as far as we are aware, this is the first work in which a measure inspired by Information Theory has been used to choose between test suites in a black-box testing framework, in particular, in testing from FSMs.

## 4. Biased Mutual Information

As previously explained, our goal is to increase test suite diversity with the hope that this will be reflected in the capability of the test suite to detect faults. Lower values of mutual information should be associated with higher diversity. We will consider both the input part of
the test and the expected output with the goal of also increasing output diversity [60]. We can utilise output as well as input since we have a specification.

The intuition behind maximising diversity as a goal is very simple. Assume that we have an FSM with a set of input/output pairs labelling its transitions. If we select two different input/output pairs, and observe no failure, then we know that this selection traversed two different transitions of the FSM that represents the SUT. However, selecting one input/output pair twice leads to a scenario where we might traverse the same transition of the FSM twice (in particular, FSMs can have loops and so can return to a state met earlier). One might argue that this happens with probability $\frac{1}{m}$, where $m$ is the number of times that the input/output pair labels a transition of the FSM; even for large $m$, we have a non-zero probability of traversing a transition more than once. This scenario also shows that we have to be careful when looking for measures of diversity, as the probability decreases when $m$ increases. For example, the cases where $m=2$ should be rather different to the case where $m=200$. Therefore, one should not automatically discard test suites where a pair appears more than once. Instead, we should take into account the number of times a label appears in the FSM specification. We illustrate this with a simple example.

Example 1. Consider the FSM given in Figure 1 and its test suites

$$
\mathcal{T}_{1}=\left\{\left(i_{2} i_{4}, o_{1} o_{4}\right),\left(i_{1} i_{2}, o_{1} o_{2}\right)\right\}
$$

and

$$
\mathcal{T}_{2}=\left\{\left(i_{1} i_{3}, o_{1} o_{3}\right),\left(i_{1} i_{2}, o_{1} o_{2}\right)\right\}
$$

On the one hand, $\mathcal{T}_{1}$ has a mutual information of 0 . Even though the input action $i_{2}$ appears twice in the test suite, we know that the pairs $\left(i_{2}, o_{1}\right)$ and $\left(i_{2}, o_{2}\right)$ represent different behaviours. On the other hand, $\mathcal{T}_{2}$ has a non-zero mutual information (applying the classical formula given in Definition 6 we have that this value is equal to 0.53 ). Therefore, a measure based on mutual information should choose the first test suite.

Initially, we would like to compute the mutual information of two tests. Each test is a sequence of input/output pairs. If we abstract out the position of the pairs in the sequence, we obtain a set of pairs. Given two tests $t_{1}$ and $t_{2}$, in order to compute the mutual information $I\left(\xi_{t_{1}} ; \xi_{t_{2}}\right)$ we need a definition of the probability distribution $\sigma_{\xi_{t}}(x)$ (see Definition 6). The first attempt was to give an intuitive definition of $\sigma$ in which we used the uniform distribution as the probability distribution in the mutual information formula. That is, if a label appears in $m$ transitions of the machine, then the probability of this label will be $\frac{1}{m}$; the probability that the pair $x$ corresponds to a specific transition of specification $M$. Also, we replaced the notion of joint probability with a notion of composition. In this, if we have two transitions with the same input/output
pair $(i, o)$, then the composition will return the common weight, that is, the weight of $(i, o)$; otherwise, we multiply the weights. Alternatively, this composition can be seen as the product of the weights of each element reweighed by the number of repetitions of the input/output pair in the FSM.

Unfortunately, this choice does not induce a probability distribution over the pairs in the tests and so it is not a mathematically valid formulation of the mutual information between two tests. As a result, there is a need to explore alternatives. After several possibilities were considered (discussed in Section 7), we found that none of them consistently gave better results, so we kept the initial intuition to not restrict ourselves to random variables. Then, in the next definition the different occurrences of $\sigma$ do not refer to probability distribution functions, but we keep this notation to retain the structure of the original formulation. As a result of the above, we will use the term $\sigma_{t}(x)$, even though $t$ does not explicitly appear in the right hand side of the following formulae, because $t$ is an implicit parameter; $\sigma_{t}(x)$ is only defined for $x$ if $x \in t$. In the rest of this section, recall that we write $(i, o) \in_{m} M$ to denote that the pair ( $i, o$ ) appears in $m$ transitions of $M$ and $(i, o) \in_{n} t$ denotes that the pair ( $i, o$ ) appears $n$ times in the test $t$.

Definition 7. Let $M=\left(Q, q_{i n}, \mathcal{I}, \mathcal{O}, T\right)$ be an FSM, $t$ be a test for $M$ and $x \in \mathcal{I} \times \mathcal{O}$ be an input/output pair such that $x \in t$. We let:

$$
\sigma_{t}(x)= \begin{cases}\frac{1}{m} & \text { if } x \in_{m} M, m \geq 1 \\ 0 & \text { otherwise }\end{cases}
$$

We define the composition of two tests $t_{1}, t_{2}$ of $M$, for input/output pairs $x_{1} \in t_{1}, x_{2} \in t_{2}$, as:

$$
\sigma_{t_{1}, t_{2}}\left(x_{1}, x_{2}\right)=\left\{\begin{array}{cl}
\frac{1}{m_{1}} \cdot \frac{1}{m_{2}} \cdot m_{2} & \text { if } x_{1}=x_{2} \\
\frac{1}{m_{1}} \cdot \frac{1}{m_{2}} & \text { otherwise }
\end{array}\right.
$$

where $x_{1} \in_{m_{1}} M$ and $x_{2} \in_{m_{2}} M$. In the first case, note that $m_{1}=m_{2}$ because we are looking for the same input/output pair in $M$. Also note that $m_{1}$ and $m_{2}$ are greater than zero because we request $x_{1} \in t_{1}$ and $x_{2} \in t_{2}$ to appear in $M$.

Finally, we redefine the mutual information of two tests as:

$$
I\left(t_{1} ; t_{2}\right)=\sum_{x_{1} \in t_{1}} \sum_{x_{2} \in t_{2}} \sigma_{t_{1}, t_{2}}\left(x_{1}, x_{2}\right) \cdot \log _{2} \frac{\sigma_{t_{1}, t_{2}}\left(x_{1}, x_{2}\right)}{\sigma_{t_{1}}\left(x_{1}\right) \cdot \sigma_{t_{2}}\left(x_{2}\right)}
$$

Note that the intuition assumes a uniform distribution over the set of transitions of $M$ with the same label. We could choose another distribution for those probabilities by, for example, increasing the probability associated with transitions that are reached from the initial state
after fewer transitions. However, this would complicate the computation of the measure and preliminary experiments did not show a significant improvement. Therefore, if the real distribution is not known then we use a uniform distribution in order to aid simplicity. Note that uniform distributions also have desirable properties (in particular, this distribution maximises entropy [61]). Naturally, we should not use uniform distributions if we have evidence that they are inappropriate (i.e. because using the true distribution is known to lead to better results). For example, this is the case if we have probabilistic user models indicating the probabilities with which users choose inputs [62]. Next we give a result allowing us to simplify the formulation.

Lemma 1. Let $M$ be an FSM and $t_{1}, t_{2}$ be tests for $M$. We have

$$
I\left(t_{1} ; t_{2}\right)=\sum_{x \in t_{2}} n_{x} \cdot \frac{\log _{2}\left(m_{x}\right)}{m_{x}}
$$

where $m_{x}$ is such that $x \in_{m_{x}} M$ and $n_{x}$ is such that $x \in_{n_{x}}$ $t_{1}$.

## Proof

In order to compute the terms of the sum defining mutual information, that is,

$$
\begin{equation*}
\sigma_{t_{1}, t_{2}}\left(x_{1}, x_{2}\right) \cdot \log _{2} \frac{\sigma_{t_{1}, t_{2}}\left(x_{1}, x_{2}\right)}{\sigma_{t_{1}}\left(x_{1}\right) \cdot \sigma_{t_{2}}\left(x_{2}\right)} \tag{1}
\end{equation*}
$$

we will distinguish two cases: $x_{1}=x_{2}$ and $x_{1} \neq x_{2}$. First, let us consider $x_{1}=x_{2}$. Note that $\sigma_{t_{1}}\left(x_{1}\right)=\sigma_{t_{2}}\left(x_{2}\right)$, because these values depend only on $M$ and $x$. In addition, the composition of an element of a test and itself is the probability of the element (as we stated in Definition 7). Therefore, $\sigma_{t_{1}, t_{2}}(x, x)=\sigma_{t_{1}}(x)$. Now, taking into account Definition 7 we have that if $x_{1}=x_{2}$ then the previous term is equal to
$\frac{1}{m_{x}} \cdot \frac{1}{m_{x}} \cdot m_{x} \cdot \log _{2}\left(\frac{\frac{1}{m_{x}} \cdot \frac{1}{m_{x}} \cdot m_{x}}{\frac{1}{m_{x}} \cdot \frac{1}{m_{x}}}\right)=\frac{1}{m_{x}} \cdot \log _{2}\left(\frac{1}{\frac{1}{m_{x}}}\right)$
and, simplifying, we conclude that if $x_{1}=x_{2}$, then the term given in Equation 1 is equal to

$$
\frac{\log _{2}\left(m_{x}\right)}{m_{x}}
$$

Now, let us consider $x_{1} \neq x_{2}$. In this case, $\sigma_{t_{1}, t_{2}}\left(x_{1}, x_{2}\right)=$ $\sigma_{t_{1}}\left(x_{1}\right) \cdot \sigma_{t_{2}}\left(x_{2}\right)$ and, therefore, the term given in Equation 1 becomes equal to 0 because we have $\log _{2}(1)$ as one of the factors.

Putting together these two cases in the Mutual Information formula given in Definition 7, we obtain the following expression:

$$
I\left(t_{1} ; t_{2}\right)=\sum_{x_{2} \in t_{2}} \sum_{\substack{x_{1} \in t_{1} \\ x_{1}=x_{2}}} \frac{\log _{2}\left(m_{x}\right)}{m_{x}}
$$



Figure 2: Measure comparison plot.

Note that in the inner sum, for a given $x_{2}$, we are always adding the same value. Therefore, we can simplify it as a multiplication of that value times the number of times it is added. This last factor corresponds to the number of times $x_{1}=x_{2}$ appears in the test $t_{1}$, that is, the value $n_{x}$ such that $x_{2} \in_{n_{x}} t_{1}$. This results in the following expression:

$$
I\left(t_{1} ; t_{2}\right)=\sum_{x_{2} \in t_{2}} n_{x} \cdot \frac{\log _{2}\left(m_{x}\right)}{m_{x}}
$$

that can easily be rewritten as:

$$
I\left(t_{1} ; t_{2}\right)=\sum_{x \in t_{2}} n_{x} \cdot \frac{\log _{2}\left(m_{x}\right)}{m_{x}}
$$

where $m_{x}$ is such that $x \in_{m_{x}} M$ and $n_{x}$ is such that $x \in_{n_{x}}$ $t_{1}$.

An important remark about this formula is that it is not monotonic and it is equal to 0 if all the transitions of the specification have different input/output pairs. Since we are interested in values that are useful when comparing test suites (therefore, we need monotonicity and we should avoid "division by zero"), we solve this problem with a simple transformation. The dashed curve in Figure 2 shows the behaviour of the previous formula. We make a small translation in the X axis of the logarithm of the formula, so that its behaviour is the one given by the solid curve.

Definition 8. Let $M$ be an FSM and $t_{1}, t_{2}$ be tests for $M$. We say that the biased mutual information (bmi) of $t_{1}$ and $t_{2}$ is given by

$$
b m i\left(t_{1} ; t_{2}\right)=\sum_{x \in t_{2}} n_{x} \cdot \frac{\log _{2}\left(m_{x}+1\right)}{m_{x}}
$$

where $m_{x}$ is such that $x \in_{m_{x}} M$ and $n_{x}$ is such that $x \in_{n_{x}}$ $t_{1}$.

In the following example we illustrate the importance of this translation.


Figure 3: Another example of FSM.

Example 2. Consider the FSM $M$ depicted in Figure 3 and the test suites

$$
\mathcal{T}_{1}=\left\{t_{1}=\left(i_{2} i_{4} i_{4}, o_{2} o_{4} o_{4}\right), t_{2}=\left(i_{3} i_{2} i_{1}, o_{3} o_{2} o_{1}\right)\right\}
$$

and

$$
\mathcal{T}_{2}=\left\{t_{3}=\left(i_{3} i_{1} i_{1}, o_{3} o_{1} o_{1}\right), t_{4}=\left(i_{3} i_{2} i_{2}, o_{3} o_{2} o_{2}\right)\right\}
$$

Note that the only pair appearing in both $t_{1}$ and $t_{2}$ is $\left(i_{2}, o_{2}\right)$ (this input/output pair appears 9 times in $M$ ); similarly, the only common pair for $t_{3}$ and $t_{4}$ is $\left(i_{3}, o_{3}\right)$ (this appears once in $M$ ). The (biased) mutual information of each test suite can be computed as follows:

$$
\begin{aligned}
b m i\left(t_{1} ; t_{2}\right) & =\frac{\log _{2}(9+1)}{9}=\frac{\log _{2}(10)}{9} \approx 0.3691 \\
b m i\left(t_{3} ; t_{4}\right) & =\frac{\log _{2}(1+1)}{1}=\frac{\log _{2}(2)}{1}=1 \\
I\left(t_{1} ; t_{2}\right) & =\frac{\log _{2}(9)}{9} \approx 0.3522 \\
I\left(t_{3} ; t_{4}\right) & =\frac{\log _{2}(1)}{1}=0
\end{aligned}
$$

Therefore, the first test suite would be better if we consider biased mutual information, but would be worse if we consider mutual information. In principle, we should prefer $\mathcal{T}_{1}$ because it is more likely that it will check more transitions than $\mathcal{T}_{2}$. In fact, in this example we know that the second test suite will traverse the same transition twice.

The biased mutual information between two tests will be used as the basis of a measure for a test suite. The idea is that we need to compute the cumulative amount of biased mutual information between all the pairs of tests. Given a test suite $\mathcal{T}$, this will be denoted by $\alpha(\mathcal{T})$ in the definition of the Biased Mutual Information of $\mathcal{T}$. Therefore, if we have a specification $M$ and a test suite $\mathcal{T}=$ $\left\{t_{1}, \ldots, t_{k}\right\}$, then we apply Definition 8 to all the pairs of tests included in $\mathcal{T}$ :

$$
\alpha(\mathcal{T})=\sum_{i=1, \ldots, k} \sum_{j=i+1, \ldots, k} \sum_{x \in t_{i}} n_{x} \cdot \frac{\log _{2}\left(m_{x}+1\right)}{m_{x}}
$$

where $m_{x}$ is such that $x \in_{m_{x}} M$ and $n_{x}$ is such that $x \in_{n_{x}}$ $t_{j}$.

In addition, we need to take into account repetitions in each test belonging to the test suite. Intuitively, we should penalise test suites that have tests with many repeated input/output pairs, even if these pairs do not appear in other tests of the suite. We present a simple example to motivate why we need to take this into account.

Example 3. Consider the test suites

$$
\mathcal{T}_{1}=\left\{t_{1}=\left(i_{1} i_{1} i_{1}, o_{1} o_{1} o_{1}\right), t_{2}=\left(i_{2} i_{3} i_{4}, o_{2} o_{3} o_{4}\right)\right\}
$$

and

$$
\mathcal{T}_{2}=\left\{t_{3}=\left(i_{1} i_{7} i_{9}, o_{1} o_{7} o_{9}\right), t_{4}=\left(i_{2} i_{3} i_{4}, o_{2} o_{3} o_{4}\right)\right\}
$$

There is no mutual information between $t_{1}$ and $t_{2}$ (similarly between $t_{3}$ and $t_{4}$ ). However, we should take into account the repetition in $t_{1}$ and we should prefer $\mathcal{T}_{2}$.

If we have a specification $M$ and a test suite $\mathcal{T}$, then for each test $t \in \mathcal{T}$ we have that this self-redundancy factor, denoted by $\beta(t)$, is defined as:

$$
\beta(t)=\sum_{x \in t} \frac{\left(n_{x}-1\right) \cdot n_{x}}{2} \cdot \frac{\log _{2}\left(m_{x}+1\right)}{m_{x}}
$$

where $m_{x}$ is such that $x \in_{m_{x}} M$ and $n_{x}$ is such that $x \in_{n_{x}}$ $t$.

In the previous formula, $\frac{\left(n_{x}-1\right) \cdot n_{x}}{2}$ is the sum of the first $n_{x}-1$ integers. This represents the number of pairs $\left(x_{1}, x_{2}\right)$ of input/output pairs such that $x_{1}$ and $x_{2}$ are both in the test and $x_{1} \neq x_{2}$. In addition, $\frac{\log _{2}\left(m_{x}+1\right)}{m_{x}}$ is the biased mutual information between those pairs.

If we appropriately combine these factors, then we obtain our formula for the Biased Mutual Information (BMI) of a test suite.

Definition 9. Let $M$ be an $F S M$ and $\mathcal{T}=\left\{t_{1}, \ldots, t_{k}\right\}$ be a test suite for $M$. We have

$$
B M I(\mathcal{T})=\alpha(\mathcal{T})+\sum_{i=1, \ldots, k} \beta\left(t_{i}\right)
$$

In the next section we describe the experiments used to evaluate BMI.

## 5. Empirical evaluation

In this section we describe the experiments used to evaluate the proposed measure (BMI) and assess its ability to help the tester to choose good test suites. We performed several experiments with different models and in each we:

- Derived test suites by randomly traversing the specification.
- Generated mutants of the specification. The rationale is that test suite $\mathcal{T}_{1}$ is better than test suite $\mathcal{T}_{2}$ if $\mathcal{T}_{1}$ kills ${ }^{5}$ more mutants than $\mathcal{T}_{2}$.

In the experiments we used 241 real FSMs from a benchmark [63]. We also used randomly generated FSMs, with this providing us with a larger set of subjects and also the ability to explore how performance changes as we vary FSM properties such as the alphabet size. There were two main reasons for us using randomly generated mutants in the experiments. First, the benchmark FSMs do not come with faulty versions and, indeed, we are not aware of any FSM benchmark that includes faulty programs or models. Second, we do not have a general fault model representing potential (faulty) implementations of a specification. If we had such a fault model, then we could have used it instead of the randomly generated mutants. Observe that since we used FSMs it is possible to identify equivalent mutants in low-order polynomial time and so we were able to remove them. Therefore, we have an implicit fault model, which is all non-equivalent mutants that can be generated using our mutation operators.

In the rest of this section, first, we state the research questions. We then explain the experimental design before discussing the results of the experiments and what these tell us about the research questions. All the code, benchmarks and results from the experiments are available at https://github.com/Colosu/BMI-test-selection.

### 5.1. Research questions

In order to evaluate BMI, we first checked how well it works.

The main motivation for the work described in this paper is that we would like to be able to choose between alternative test suites. Thus, as a first step we assessed whether BMI is effective in guiding such a choice.

Research Question 1. Given a pair of test suites with the same length, will the one with lower Biased Mutual Information tend to have higher fault detection ability?

We also wanted to address the related question of whether lower levels of Biased Mutual Information are associated with higher fault coverage; whether a correlation exists.

Research Question 2. Are lower levels of Biased Mutual Information associated with higher fault coverage?

If we have a positive answer (with statistical significance) to the above questions, then we would like to see how BMI compares to the currently proposed Information Theory approach, the test set diameter (TSDm) measure ${ }^{6}$.

[^4]| Set <br> number | Set <br> size | Range <br> \# states | Range <br> outgoing <br> transitions | Range <br> input alphabet <br> size | Range <br> output alphabet <br> size |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 241 | $[3,156]$ | $[0,130]$ | $[2,130]$ | $[2,65]$ |
| 2 | 100 | 50 | $[2,5]$ | 5 | 5 |
| 3 | 100 | 50 | $[2,5]$ | 25 | 25 |

Table 1: Properties of the FSM sets.

Research Question 3. Do test suites selected by BMI have higher fault coverage than those selected by test set diameter (ITSDm)?

Finally, we wanted to check whether the time taken to compute BMI might be better used in executing additional tests.

Research Question 4. How does the time to execute the selection method scale as the length of the test suite increases? How does the time needed to compute the selection method relate to the time needed to apply a test suite?

By the length of a test suite we mean the sum of the lengths of the tests (sequences).

### 5.2. Experimental subjects

We designed a series of experiments in order to address the research questions. We used three sets of FSMs.
Set1 A benchmark of 335 FSMs recently collected [63]. From this, we selected the 241 deterministic FSMs. These FSMs represent real-world systems, ranging from the classical coffee machine to more complex systems such as ATMs, circuits, network protocols and Xray systems.
Set2 A set of 100 randomly generated FSMs with 50 states and input and output alphabets with 5 elements. Each state was given a random number, between 2 and 5 , of outgoing transitions (except state 50 , which had no outgoing transitions).
Set3 Another set of 100 randomly generated FSMs with 50 states and input and output alphabets of size 25. Again, each state was given a random number, between 2 and 5 , of outgoing transitions (except state 50 , which had no outgoing transitions). These were used in order to explore the effect of having a larger input alphabet.

In Table 1 we summarise the main parameters of the FSMs in these three sets.

We used the first set (Set1) in order to evaluate BMI on real FSMs. This provided FSMs with varying numbers of states and varying alphabet sizes. While this is useful, there is only a limited number of FSMs and the use of these also limits the control we have (e.g. if we want to vary the size of the alphabets). This motivated the use of the other two sets of FSMs.

In order to assess the fault detection ability of a test suite, we generated mutants of the specification. We only

| Value <br> of A | \# runs <br> $[\mathbf{0 . 5 , 0 . 6})$ | \# runs <br> $[\mathbf{0 . 6 , 0 . 7})$ | \# runs <br> $[\mathbf{0 . 7 , 0 . 8})$ | min <br> value | max <br> value | $\%$ success <br> $($ mean $)$ |
| ---: | ---: | ---: | ---: | :--- | :--- | :--- |
| $1 / 5$ | 41 | 9 | 0 | 0.536232 | 0.616319 | $58.4039 \%$ |
| $2 / 5$ | 12 | 38 | 0 | 0.556391 | 0.649412 | $61.6790 \%$ |
| $3 / 5$ | 1 | 48 | 1 | 0.597360 | 0.703226 | $65.1793 \%$ |
| $4 / 5$ | 3 | 44 | 3 | 0.588235 | 0.712062 | $64.0050 \%$ |

Table 2: Summary of the results of the experiment with real FSMs.
use the mutation operator that modifies the target state of a transition because a preliminary experiment showed that faults produced by mutations on the labels of the transitions are much easier to detect during testing. The use of mutants is a standard approach to assessing fault detection effectiveness; see the discussion in the introduction. We say that a test $t$ kills a mutant $N$ of FSM $M$ if either $M$ and $N$ produce different output sequences in response to $t$ or $t=t^{\prime} i / o t^{\prime \prime}$ for an input action $i$, output action $o$ and prefix $t^{\prime}$ such that $t^{\prime}$ takes $N$ to a state from which there is no transition with input action $i$.

For an FSM specification $M$, we generated test suites by randomly traversing $M$. The FSMs typically had at least one sink state, with no outgoing transitions: if such a sink state was reached then a new test was started (at the initial state).

We now describe the actual experiments used to address the research questions and the results of these.

### 5.3. Using BMI to help guide test suite choice

These experiments explored whether BMI is valid for our purposes. Initially, we used the real FSMs (Set1). For each FSM, we generated two test suites, from the FSM, of length num_states $\times$ alphabet_size $\times A$ where we used the following values for $A$ : $\left\{\frac{1}{5}, \frac{2}{5}, \frac{3}{5}, \frac{4}{5}\right\}$. Recall that we generated a test suite by randomly traversing the FSM, starting a new test (sequence) whenever a sink state is met; the length of a test suite is thus the sum of the lengths of the individual tests (sequences). We let the test suite length depend on the number of states because the number of states of the FSMs in the benchmark varied, from 3 to 156 states; we used a length proportional to the potential maximum number of transitions of the FSM.

For each pair of test suites, we computed BMI values to determine which test suite would be selected if we chose the one with lower BMI. We also produced 100 mutants of the original FSM; recall that the mutation operator modifies the target state of a transition. We applied each test suite to all of the mutants to determine how many mutants were killed by a test suite. We repeated this procedure 10 times for each FSM, obtaining 10 pairs of test suites, and then computed how many times the test suite selected using BMI was the one that killed more mutants (the percentage of success). Where two test suites in a pair had the same mutation score or the same BMI, we replaced this pair of test suites with another randomly generated pair. We repeated this process 50 times for each value of $A$.

| Type of test suite | \# runs <br> $[\mathbf{0 . 5 , 0 . 6})$ | \# runs <br> $[\mathbf{0 . 6 , 0 . 7})$ | \# runs <br> $[\mathbf{0 . 7}, \mathbf{0 . 8})$ | min <br> value | max <br> value | \% success <br> $($ mean $)$ |
| ---: | ---: | ---: | ---: | :--- | :--- | :--- |
| with repetitions | 15 | 32 | 3 | 0.540816 | 0.714286 | $62.2402 \%$ |
| without repetitions | 13 | 34 | 3 | 0.520408 | 0.737374 | $62.4924 \%$ |

Table 3: Summary of the results of the experiment with controlled FSMs with alphabet of size 5 .

Table 2 summarises the results (the full results are given in Tables A.6, A.7, A. 8 and A. 9 of the appendix). We always had a percentage of success that was higher than $58 \%$, and in most cases it was higher than $60 \%$. These results suggest that BMI performs better than random selection and that the difference increases for larger test suites.

We then carried out experiments to assess BMI in a more controlled scenario, using the following approach. We started with the 100 randomly generated FSMs in Set2 ( 50 states, between 2 and 5 outgoing transitions for each state, and alphabets of size 5). We used the process described above but this time generating 1000 mutants and fixing the test suite length to 100 , because now we have a fixed number of states. We repeated the whole process 50 times, obtaining 50 different percentages of success. Since each percentage of success was obtained from 100 different FSMs, the calculation of a mean percentage of success required 5000 repetitions.

One issue in the design of the experiments was whether we should check for redundancy in a test suite, where redundancy corresponds to the case where one test (sequence) is a prefix of another. We carried out experiments to explore the effect of this choice on our results. In these experiments, we had two scenarios: 1) randomly generated test suites without checking for prefixes; and 2) discarding prefixes when randomly generating test suites. Table 3 provides a summary of the results (full results can be found in Table A. 10 in the appendix), where we can see that very similar results were obtained in the two scenarios. Also, we can see that in both cases, all the values are in the range $[0.5,0.8)$, with the majority of them belonging to the range $[0.6,0.7)$. These observations suggest that the effectiveness of BMI is not affected by whether we allow the test suite to have redundancy. As a result, the remaining experiments consider the case where we do not allow the test suite to have redundant tests (in practice, this will typically be the case).

We repeated the experiments using the randomly generated FSMs with input alphabet of size 25 (Set3), using test suites without redundancy. The mean percentage of success was $75.0605 \%$ (full results can be found in Table A. 12 in the appendix). These results are much better than the results from the previous experiments and this suggests that BMI works better in FSMs with larger input alphabets.

Over all the obtained results, we performed an homogeneity of variance check and a statistical hypothesis test whose null hypothesis was that random selection and ordering on BMI give similar results. The homogeneity check
showed that there is no homogeneity, so we cannot use the ANOVA test. Instead, we applied a Kruskal-Wallis Htest where we tested whether the results of the experiment are distributed as the distribution that would arise from random selection. We assumed that the distribution that arises from random selection would be a Poisson distribution with $\lambda=50^{7}$. Then, we computed the p -values and, in all cases, the null hypothesis was rejected with a p-value extremely close to zero. We also performed an effect size measure ${ }^{8}$. We computed Cliff's delta statistic and we obtained large effect sizes (all higher than 1). This reinforces the conclusions derived from the previously computed pvalues.

### 5.4. Assessing correlation

The results described above provide evidence that BMI works when choosing between two test suites. Ideally, we would also like a measure that correlates with the fault detection ability of a test suite.

We repeated the experiment described in the previous section using the same FSMs (Set2) but different test suites and mutants. For each FSM, we then computed the correlation between BMI and the mutation score (i.e. the number of killed mutants). We obtained a mean Pearson correlation of -0.369134 and a mean Spearman correlation of -0.356978 . The fact that the correlations are negative implies that lower BMI is associated with higher mutation scores, addressing RQ2. These correlations are consistent with the results from the previous experiment. The full results are displayed in Table A. 11 (see the appendix).

We repeated the experiment with the FSMs with alphabet size 25 (Set3). The results show a stronger (negative) correlation. Specifically, we obtained a mean Pearson correlation of -0.650256 and a mean Spearman correlation of -0.634711 . The full results can be found in Table A. 13 (see the appendix).

Again, we checked whether the results are statistically significant. Here our null hypothesis is that there is no correlation (that is, the correlation is equal to 0). First, we performed an homogeneity of variance check that told us that there is no homogeneity, and then we applied a Kruskal-Wallis H-test where we tested whether the results of the experiment are distributed as the distribution that would arise from random selection. We assumed that the distribution that arises from random selection would be a normal distribution of $\mu=0$ and $\sigma=0.1$. Then, we computed the final p-values that state the significance of our results. Again, the null hypothesis was rejected, with the returned p-values being very close to zero. We also performed an effect size measure, computing the Cliff's delta statistic. We obtained large effect sizes (all higher than 0.8). This reinforces the conclusions derived from the previously computed p-values.

[^5]
### 5.5. Comparison with TSDm

We performed additional experiments to compare BMI with a previous information theoretic proposal: the Test Set Diameter (TSDm) measure.

In order to compare the measures, we started by using Set2 (100 FSMs with alphabets of size 5). For each FSM, we randomly generated two test suites, as in previous experiments. We then computed the ITSDm and BMI values of both test suites and recorded which one was better for each measure. We then produced 1000 mutants of the original FSM. As before, mutations changed the target state of a transition. Finally, we computed the mutation score of each test suite ${ }^{9}$. We performed this procedure for each FSM and then computed how many times the test suite selected using BMI had the higher mutation score, how many times it was the one selected using ITSDm, and how many times both measures selected the same test suite. Additionally, in this last case we checked how many times the test suite selected was the one with the higher mutation score, and how many times it was the one with lower mutation score. We presented the results as percentages. We repeated the whole process until we obtained 50 different sets of the corresponding four percentages (each percentage was obtained from 100 different FSMs and 1000 mutants per FSM).

Additionally, we computed the mean execution time for the computation of each measure, in order to compare the differences in performance with the differences in execution time.

In the experiments, on average, $55.84 \%$ of the time BMI selected the best test suite, while ITSDm selected the best test suite only $46.72 \%$ of the time. Moreover, in $30.16 \%$ of cases, BMI chose the best test suite and ITSDm chose the worst one, while the other way around only occurred $21.04 \%$ of the time. Finally, $23.12 \%$ of the time both measures failed to select the best test suite. Full results are displayed in Table A. 14 of the Appendix.

Regarding execution time, we found that the mean time taken to compute BMI was 0.043 seconds, while the corresponding value for ITSDm was 0.174 seconds. Thus, the proposed measure required $75.29 \%$ less time than ITSDm, while at the same time obtaining better results. These results are promising: the proposed measure tended to be a better guide, than ITSDm, when choosing between alternative test suites and took less time to compute.

We repeated this experiment using Set3 (100 FSMs with alphabets of size 25) and we again obtained better results for BMI. On average, $75.78 \%$ of the time BMI selected the best test suite, while for ITSDm this happened only $46.66 \%$ of the time. Moreover, $40 \%$ of the time BMI chose the best test suite while ITSDm chose the worst one, while the other way around only happened $10.88 \%$ of the time. Finally, $13.34 \%$ of the time both measures failed to select the best test suite. Full results are displayed in Table A. 15

[^6]of the Appendix. With respect to time, the execution time results are better too, with the computation of BMI taking a mean time of 0.045 seconds, while the corresponding time for ITSDm was 0.32 seconds. This corresponds to a $85.94 \%$ saving in execution time.

Similar to the comparison with random ordering, we analysed the statistical significance of the results of the experiments, with the null hypothesis being that the two approaches (using ITSDm and BMI) give similar results. Again, we performed an homogeneity of variance check that told us that for the experiment with Set2 there is homogeneity, but for the experiment with Set3 there is none. Therefore, we applied an upper-tailed ANOVA test to the results for the experiments with Set2 (where we tested whether the results concerning BMI and the ones concerning ITSDm come from the same distribution) and we applied a Kruskal-Wallis H-test to the results for the experiment with Set3 (where we tested if the BMI results come from the same distribution as the ITSDm results). We computed the p-values, obtaining p-values close to zero, so we reject the hypothesis. We performed two effect size measures (one for each experiment), computing the Cliff's delta statistic. We obtained large effect sizes (greater than 0.89).

### 5.6. Execution time

On average we needed 0.00083786 seconds to compute BMI for test suites of length $100 .{ }^{10}$ In order to simulate the use of BMI, we extended the experiment for RQ1 as follows. First, we recorded the (mean) time needed to compute BMI for test suites of length $100,200,300,400,500$, $600,700,800,900$ and 1000. We also determined the mean time needed to apply these test suites to mutants (averaged over 1000 mutants) assuming that the time needed to execute a transition is $0,0.000001,0.00001,0.0001,0.001$, $0.01,0.1$ and 1 seconds (test execution terminated once a failure occurred). We compared the mean time to compute BMI with the mean time needed to apply a test suite, obtaining the results in Figure 4.

Note that the mean time needed to compute BMI includes the time needed to determine how many times each input/output pair appears in the specification. This is computed only once for a given FSM. Therefore, although we included this in the time needed to compute BMI, when comparing test suites we need to carry out this computation only once.

As we can see, as long as the time needed to execute a transition is greater than 0.001 seconds, computing BMI is much faster than applying test suites. If this time is higher than 0.1 seconds then we need minutes (or even hours if it is higher than 1 second) to apply a test suite. As an additional result of the experiments, we validated that

[^7]

Figure 4: Time comparison plots (left to right, from top to bottom, with transition time of $0,0.000001,0.00001,0.0001,0.001,0.01,0.1,1$ seconds).
the time needed to compute BMI scales (approximately) quadratically with respect to the test suite length.

### 5.7. Assessing fault complexity and test suites coverage

We decided to assess the fault complexity and test suite coverage of the randomised elements we use in our experiments. In order to do so, we performed a new experiment. For the FSMs in Set2 and Set3, we randomly generated 100 test suites and 1000 mutants. We then computed, for each mutant, how many test suites killed this mutant and the coverage of each test suite, both in terms of transitions traversed and states visited, with respect to each original FSM.

For Set2, each mutant was killed by between $52.78 \%$ and $96.01 \%$ of the test suites, with a mean value of $73.45 \%$. Full results are displayed in Tables A. 16 and A. 17 of the Appendix. For Set3, the results range from a minimum of $0 \%$ of test suites killing the mutant to a maximum of $90.21 \%$, with a mean of $43.63 \%$. Full results are displayed in Tables A. 18 and A. 19 (minimum results are not displayed this time because there was always a mutant that is not killed by any test suite).

Regarding coverage, we first computed the state coverage and transition coverage of each test suite. In addition, in order to normalise the values we required an upper bound on the maximum achievable coverage since this would allow us to compute the ratio between obtained coverage and an upper bound. Let us illustrate these concepts with a simple example.

Example 4. Consider an FSM with 50 states and 150 transitions and a test suite of length 75 . An upper bound of the maximum transition coverage that we can reach is $50 \%$ (the test suite will traverse at most 75 of the 150 different transitions) while the maximum state coverage that we can
reach is $100 \%$. Note that these values are upper bounds but need not be least upper bounds because the structure of the FSM might induce smaller real maxima. For example, if we consider the FSM depicted in Figure 1, then any test suite with 6 inputs will have a maximum transition coverage of $\frac{6}{7} \cdot 100 \%$ although our estimate will be $100 \%$ because the FSM has 6 transitions.

Let us suppose that the test suite has a $60 \%$ state coverage and $40 \%$ transition coverage. Then we know that our test suite covers at least $60 \%$ of the maximum number of states that can be covered by any test suite of its size (as already said, the real value might be higher). Similarly, our test suite covers at least $80 \%$ of the maximum number of transitions that can be covered with a test suite of its size.

We did not compute a true maximum value of coverage because of the time required. For example, it is straightforward to prove that the problem of computing the maximum state coverage for a given FSM and test suite length is NP-hard (by reduction from the Hamiltonian path problem [64]).

For Set2 we obtained an average state coverage of $77.42 \%$, while the estimate of maximum achievable state coverage was always $100 \%$. For transition coverage, Set2 obtained an average of $40.39 \%$ total coverage. If we normalise this number with respect to the estimate of the maximum achievable transition coverage we have $69.49 \%$. Regarding Set3, we have $78.54 \%$ state coverage (again, the estimate of the maximum achievable state coverage was 100\%), $41.16 \%$ total transition coverage, and $69.91 \%$ transition coverage with respect to the estimate of the maximum achievable coverage. The full results can be found at Tables A. 20 and A. 21 for Set2, and Tables A. 22 and A. 23 for Set3.

### 5.8. Comparison with coverage guided selection

During the analysis of coverage, a concern was raised: whether our BMI measure was simply a proxy for transition coverage. In order to determine whether this was the case, we developed a new experiment. This experiment was essentially the same as the experiment where we compared BMI with TSDm, but this time we compared BMI with an approach in which we select the test suite with higher transition coverage (over the specification) instead of the one with a higher ITSDm value.

We took Set2 and Set3. For each FSM in one of these sets, we generated two test suites of length 100, we computed both BMI and the transition coverage of each test suite, and marked the one chosen by each method. Then, we generated 1000 mutants of the FSM, computed how many mutants were killed by each test suite, and compared them. Then, we computed how many times both methods select the same test suite and how many times they did not. When they coincide, we consider two cases: they selected the test suite that killed more mutants or they selected the test suite that killed fewer mutants. When they differed, we determined which test suite killed more mutants and which one was the method that choose this test suite. We repeated this full experiment 50 times.

The results for Set2 are interesting: in $65.5 \%$ of the cases, BMI selected the same test suite as coverage. In $54.78 \%$ of the cases BMI selected the test suite that killed more mutants while coverage selected that test suite $62.16 \%$ of the time. In $13.56 \%$ of the experiments BMI selected the test suite that killed more mutants while coverage selected the other test suite. In $20.94 \%$ of the experiments the situation was the other way round. Finally, both measures failed to select the best test suite $24.28 \%$ of the time.

Regarding computation time, we have that BMI needed a mean of 0.00295048 seconds while coverage required a mean of 0.0583516 seconds. This constitutes a $94.94 \%$ saving.

The results for Set3 are not so different: BMI and coverage selected the same test suite $85.78 \%$ of the time. In addition, in $75.96 \%$ of the experiments BMI selected the test suite that killed more mutants, while coverage selected this test suite $81.78 \%$ of the time. In $4.2 \%$ of cases, BMI selected the test suite that killed more mutants and coverage selected the other test suite; the situation was the other way round $10.02 \%$ of the time. Finally, in $14.02 \%$ of the experiments, both measures failed to select the test suite that killed more mutants. Regarding computation time, BMI took 0.00137012 seconds on average and coverage took 0.016663 seconds on average. This is a saving of $91.78 \%$.

Similar to the other comparisons, we analysed the statistical significance of the results of the experiments assuming as the null hypothesis that the two approaches (using transition coverage and BMI) give similar results. Again, we performed an homogeneity of variance check that told us that there is no homogeneity for our results. Therefore,
we applied a Kruskal-Wallis H -test to the results, where we tested if the BMI results come from the same distribution as the transition coverage results. We computed the p-values, obtaining p-values close to zero, so we reject the hypothesis that the results are statistically equivalent. We also computed the effect-size using Cliff's delta statistic. We obtained large effect sizes (greater than 0.82).

Based on the above, we can conclude that BMI is not a proxy for transition coverage. In addition, although BMI is not as effective as coverage, it takes less time to compute, which can be a critical fact in some industrial size cases. There is therefore a trade-off between the effectiveness of the approaches and the time taken.

In some ways it is not too surprising that transition coverage can be more effective than BMI since transition coverage uses more information about the FSM: it uses information about the states associated with each input/output pair rather than just input/output pair frequency. It is therefore, for example, able to identify cases where the same input/output pair appears but they represent different parts (transitions) of the specification.

In principle, it should be possible to extend the definition of BMI to use information about the transitions executed instead of input/output pair frequency. However, this would have at least two disadvantages. The first disadvantage is simply that it would be necessary to traverse the FSM specification and this would increase the computation time. The second, and rather more important, disadvantage is that such a revised definition of BMI would only be applicable in situations in which we have an FSM specification. This would go against the aim of developing a measure that can be used in a range of scenarios. For example, in principle it should be possible to use BMI without having a specification, as long as it is possible to include some initial random testing in order to provide estimates of input/output pair frequency; clearly, transition coverage cannot be applied in such situations.

### 5.9. Summary

We now summarise what the results tell us about the research questions.

Research Question 1. Given a pair of test suites with the same length, will the one with lower Biased Mutation Information tend to have higher fault detection ability?

The answer to this question is affirmative: BMI tended to select test suites with higher fault coverage than random selection. In the experiments BMI selected the best test suite $62.4924 \%$ of the time when we used FSMs with an alphabet of size 5 (Tables 3 and A. 10 in the appendix) and $75.0605 \%$ of the times when we used FSMs with an input alphabet of size 25 (Table A. 12 in the appendix). BMI also selected test suites with higher fault coverage in the scenario with real FSMs.

Research Question 2. Are lower levels of Biased Mutual Information associated with higher fault coverage?

In the experiments, lower levels of BMI were correlated with higher fault coverage. We can conclude this from Tables A. 11 and A. 13 (see the appendix), where we can observe that BMI was negatively correlated with the mutation score of the tests, with a mean correlation of -0.369134 for FSMs with an alphabet of size 5 and a mean correlation of -0.650256 for FSMs with an alphabet of size 25.

Research Question 3. Do test suites selected by BMI have higher fault coverage than those selected by test set diameter (ITSDm)?

The answer was again positive: BMI selected test suites with higher fault coverage than ITSDm. We can conclude this from Tables A. 14 and A. 15 (see the appendix), where we can observe that BMI outperformed the ITSDm measure when selecting the best test suite from a set of 2 randomly generated test suites.

Research Question 4. How does the time to execute the selection method scale as the length of the test suite increases? How does the time needed to compute the selection method relate to the time needed to apply a test suite?

Figure 4 shows that the time needed to compute BMI increased (approximately) quadratically with respect to the length of the test suite. Also, the time needed to compute the selection method was smaller than the time needed to apply a test suite as long as we need at least 0.001 seconds to execute each transition (Table A. 12 in the appendix).

## 6. Threats to validity

In this section we discuss the possible threats to the validity of the results of the experiments.

Concerning threats to internal validity, which consider uncontrolled factors that might be responsible for the obtained results, the main threat is associated with possible faults in the tools. In order to reduce the impact of this threat we tested the code with carefully constructed examples for which we could manually check the results. In addition, we repeated the experiments many times to reduce the impact of randomisation. Another important threat was the processor reschedule policy, which can affect the recorded times. In order to reduce the impact of this threat, we abstracted the time computation and only computed small enough time values so that the reschedule policy does not affect them. In addition, we repeated the tests and computed mean values. Another threat was that Normalised Compress Distance (NCD), used in TSDm, performs poorly with short strings. We therefore used relatively long strings; for a test suite of length 100 we have strings of ( 100 input actions +100 output actions $) \times$ 2 characters per action $=400$ characters. We made this choice because it seemed to be a reasonable test length for
the FSMs used and also because previous work noted that compression did not work for strings of length less than 128 [21]. It is possible that longer test sequences would lead to more effective compression and so NCD being a better guide; this is an issue that could be addressed by further experiments.

The main threat to external validity, which concerns conditions that allow us to generalise our findings to other situations, is the choice of FSMs. Such a threat cannot be entirely addressed since the population of FSMs is unknown and it is not possible to sample from this (unknown) population. In order to reduce the impact of this threat we used randomly generated FSMs and a carefully constructed benchmark. A minor external threat is that if we use large alphabets for randomly generated FSMs then very few input/output pairs will be repeated. In order to address this threat we performed the experiments with different alphabet sizes, as shown in Section 5.

Finally, we considered threats to construct validity, which are related to whether we are measuring properties of interest. The aim of testing is to find faults and so it is clear that the fault detection ability of a test suite is of interest, as is the time used to obtain a solution (since there are finite resources). We used mutants to assess fault detection ability and ideally we would have also used real faults. However, we are not aware of benchmark FSMs with faulty versions; state-based specifications are widely used in certain areas of industry (e.g. automotive and avionics) but associated companies appear not to have provided faulty versions. The open source community provides a source of faulty code but not faulty models.

## 7. Final discussion: alternative definitions

We have shown that BMI is interesting, potentially useful and that the time needed to compute it is negligible when compared to the time needed to apply extra testing. However, it is possible that some of the design decisions were not optimal and, indeed, there were alternative choices. In this section we describe some such alternatives and the results of additional experiments carried out to evaluate these. The decisions made, when designing BMI, fall into the following classes:

1. The formula used to define $b m i\left(t_{1} ; t_{2}\right)$ in terms of the 'distributions';
2. Whether the variables used in the mutual information formula were probability distributions.

We now describe some alternatives to the choices made, along with the results of experiments that evaluated these.

### 7.1. The definition of $\operatorname{bmi}\left(t_{1} ; t_{2}\right)$

During the rest of this section, remember that we write $(i, o) \in_{m} M$ to denote that the pair $(i, o)$ appears in $m$ transitions of $M$ and $(i, o) \in_{n} t$ denotes that the pair $(i, o)$ appears $n$ times in the test $t$.

The definition of $b m i\left(t_{1} ; t_{2}\right)$ used a transformation of the X-axis and we might have chosen a different transformation. In order to explore the impact of using a larger transformation, we considered:

$$
b m i_{2}\left(\xi_{t_{1}} ; \xi_{t_{2}}\right)=\sum_{x \in t_{2}} n_{x} \cdot \frac{\log _{2}\left(m_{x}+2\right)}{m_{x}+2}
$$

where $m_{x}$ is such that $x \in_{m_{x}} M$ and $n_{x}$ is such that $x \in_{n_{x}}$ $t_{1}$.

Another option is to use the formula $\frac{n}{m}$, instead of $\frac{1}{m}$, to compute the values of $\sigma_{t}(x)$ (where $x \in_{n} t$ and $\left.x \in_{m} M\right)$. This way, we take into account also how many times the input/output pair is repeated in the test. This leads to the following formula:

$$
b m i_{3}\left(\xi_{t_{1}} ; \xi_{t_{2}}\right)=\sum_{x \in t_{2}} n_{1} \cdot n_{1} \cdot n_{2} \cdot \frac{\log _{2}\left(m_{x}+1\right)}{m_{x}}
$$

where $m_{x}$ is such that $x \in_{m_{x}} M, n_{1}$ is such that $x \in_{n_{1}} t_{1}$ and $n_{2}$ is such that $x \in_{n_{2}} t_{2}$.

Finally, we applied the previous variations with two different approaches to compute the values of $\sigma_{t}(x)$. Instead of using the probability explained in Section 4, we could use the number of times an input/output pair appears in the test suite:

$$
\sigma_{\xi_{A}}(x)=\frac{1}{\# \text { test suite } \mathcal{I} / \mathcal{O} \text { pairs with label } x}
$$

The results of experiments, using Set3 (50 states and alphabets of size 25), are given in Table 4. These show that from the seven possible combinations, five are more or less equally good, and the other two are clearly worse. Therefore, we decided to retain our approach, since it appears to keep a good balance between intuition and being faithful to the original Information Theory formulae.

### 7.2. Variables used in the mutual information formula

Another important choice was the decision to not use true random variables and corresponding probability distributions in the Mutual Information formula. We now describe some alternatives considered. The alternatives that we explored used combinations of the following mechanisms for generating the random variables used in the definition of BMI.

1. Whether normalisation is used;
2. Whether one takes into account the number of times a pair appears in a test;
3. How to consider the case where an input/output pair appears in both tests (i.e. how one defines the "joint probability", corresponding to $\sigma_{\xi_{t_{1}, t_{2}}}\left(x_{1}, x_{2}\right)$, for two tests $t_{1}, t_{2}$ when considering the same pair ( $x_{1}=$ $\left.x_{2}\right)$ ).

Regarding the first point, normalisation would lead to a probability distribution (i.e. with values that sum to 1 ).

Normalisation can be achieved by taking the sum of the values for the input/output pairs of the test and then dividing the value given for each input/output pair by this factor. This way, the sum of the probabilities of all the input/output pairs of the test is equal to 1 .

Regarding the second mechanism, it would have been possible to use the number of times each input/output pair appears within a single test when defining the corresponding probability distribution. The resultant probabilities depend both on the test and on the FSM. The downside of this mechanism was that we lose the intuition that we previously followed, which is that the weight of each input/output pair in a test should be the probability of this pair corresponding to a particular transition of the specification (see paragraph after Example 1). Despite this, we evaluated alternatives that take into account the number of times an input/output pair appears in a test.

Finally, we considered the approach taken to define the joint probability distribution for tests $t_{1}$ and $t_{2}$. We explored an alternative approach in which we start by giving a random variable and its probability distribution for $t_{1}$ and $t_{2}$. Then, we compute the joint probability of both tests with the uncorrelated input/output pairs of each test (the case where the input/output pairs are different) and add all these values. This is straightforward because the joint probability of uncorrelated input/output pairs is simply the product of the probabilities of each input/output pair. As the sum of all the values of the joint probability should sum up to 1 , we know the amount of probability corresponding to the correlated input/output pairs (we will call this $P$ ). Then, we defined $s$ to be the product of the probabilities of each input/output pair modified by a factor and we define the joint probability of the correlated input/output pairs as $s$ divided by the sum of all the $s$ 's and multiplied by $P$. This gives us a joint probability for each pair of correlated input/output pairs and we could call this "a joint probability of correlated input/output pairs". It is important to note that this joint probability is different from the product of the probabilities of each input/output pair; otherwise, in the mutual information formula we would get $\log _{2}(1)$ and since this is equal to 0 , we would have mutual information of 0 .

We tried several different combinations of these mechanisms. These alternatives are displayed in Table 5. The column "dist" corresponds to the probability distribution formula, while "joint" corresponds to the joint distribution formula for the correlated input/output pairs (for the uncorrelated input/output pairs, the joint distribution is the product of the individual distributions). In the table we assume $x_{1} \in_{n_{1}} t_{1}, x_{2} \in_{n_{2}} t_{2}, x_{1} \in_{m} M, x_{2} \in_{m} M$ and $P=1-S_{1}$.

As can be seen in Table 5, all the alternative formulations considered were outperformed by the proposed approach. This is despite some of the alternatives being notably more involved than the proposed approach. All of the alternatives achieve a mean score between $50 \%$ and $65 \%$, with only one distribution getting more than $60 \%$. In con-

| Test | $\# \mathbf{0 . 4} \%$ | $\# \mathbf{0 . 5} \%$ | $\mathbf{\# 0 . 6} \%$ | $\# \mathbf{0 . 7} \%$ | $\mathbf{\# 0 . 8} \%$ | min value | max value | \% success (mean) |
| ---: | ---: | ---: | ---: | ---: | ---: | :--- | :--- | :--- |
| $M I$ based on spec | 4 | 33 | 13 | 0 | 0 | 0.459184 | 0.680851 | $56.9662 \%$ |
| $M I$ based on test suite | 0 | 0 | 3 | 41 | 6 | 0.666667 | 0.818182 | $75.0757 \%$ |
| BMI based on spec | $\mathbf{0}$ | $\mathbf{0}$ | $\mathbf{5}$ | $\mathbf{3 6}$ | $\mathbf{9}$ | $\mathbf{0 . 6 7 3 4 6 9}$ | $\mathbf{0 . 8 3 8 3 8 4}$ | $\mathbf{7 5 . 3 8 8 3} \%$ |
| $B M$ based on test suite | 0 | 0 | 5 | 32 | 13 | 0.666667 | 0.848485 | $76.4054 \%$ |
| $B M I_{2}$ based on spec | 0 | 0 | 14 | 31 | 5 | 0.66 | 0.816327 | $74.2696 \%$ |
| $B M I_{2}$ based on test suite | 0 | 0 | 1 | 43 | 6 | 0.670103 | 0.848485 | $75.1613 \%$ |
| $B M I_{3}$ | 3 | 22 | 24 | 1 | 0 | 0.42268 | 0.7 | $58.9412 \%$ |

Table 4: Comparing different alternative approaches.

| \# | dist | joint | $\mathrm{s}_{1}$ | $\mathrm{S}_{2}$ | $\mathrm{S}_{1}$ | $\mathrm{S}_{2}$ | success |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $\frac{1}{m \cdot s}$ | $\frac{n_{1}}{m \cdot s_{1}} \cdot \frac{n_{2}}{m \cdot s_{2}} \cdot \frac{P}{S 2}$ | $\sum_{\substack{x_{1} \in t_{1} \\ x_{1} \in M}} \frac{1}{m_{1}}$ | $\sum_{\substack{x_{2} \in t_{2} \\ x_{2} \in M}} \frac{1}{m_{2}}$ | $\sum_{\substack{x_{1} \in t_{1} \\ x_{2} \in t_{2} \\ x_{1} \neq x_{2}}} \frac{1}{m_{1} \cdot s_{1}} \cdot \frac{1}{m_{2} \cdot s_{2}}$ | $\sum_{\substack{x_{1} \in t_{1} \\ x_{2} \in t_{2} \\ x_{1}=x_{2}}} \frac{n_{1}}{m_{1} \cdot s_{1}} \cdot \frac{n_{2}}{m_{2} \cdot s_{2}}$ | 64\% |
| 2 | $\frac{n}{s}$ | $\frac{\min \left(n_{1}, n_{2}\right)}{S_{2}}$ | $\sum_{\substack{x_{1} \in t_{1} \\ x_{1} \in M}} n_{1}$ | $\sum_{\substack{x_{2} \in t_{2} \\ x_{2} \in M}} n_{2}$ | 0 | $\sum_{\substack{x_{1} \in t_{1} \\ x_{2} \in+t_{2} \\ x_{1}=x_{2}}} \min \left(n_{1}, n_{2}\right)$ | 55\% |
| 3 | $\frac{n}{s}$ | $\frac{n_{1}}{s_{1}} \cdot \frac{n_{2}}{s_{2}} \cdot \frac{1}{m_{1}} \cdot \frac{P}{S 2}$ | $\sum_{\substack{x_{1} \in t_{1} \\ x_{1} \in m_{1} M}} n_{1}$ | $\sum_{\substack{x_{2} \in t_{2} \\ x_{2} \in m_{2} M}} n_{2}$ | $\sum_{\substack{x_{1} \in t_{1} \\ x_{2} \in t_{2} \\ x_{1} \neq x_{2}}} \frac{n_{1}}{s_{1}} \cdot \frac{n_{2}}{s_{2}}$ | $\sum_{\substack{x_{1} \in t_{1} \\ \text { ant }}} \frac{n_{1}}{s_{1}} \cdot \frac{n_{2}}{s_{2}} \cdot \frac{1}{m_{1}}$ | 54\% |
| 4 | $\frac{n}{s}$ | $\frac{n_{1}}{s_{1}} \cdot \frac{n_{2}}{s_{2}} \cdot m_{1} \cdot \frac{P}{S 2}$ | $\sum_{\substack{x_{1} \in t_{1} \\ x_{1} \in m_{1} M}} n_{1}$ | $\sum_{\substack{x_{2} \in t_{2} \\ x_{2} \in m_{2} M}} n_{2}$ | $\sum_{\substack{x_{1} \in t_{1} \\ x_{2} \in t_{2} \\ x_{2} \neq x_{2}}} \frac{n_{1}}{x_{1}} \cdot \frac{n_{2}}{s_{2}}$ | $\sum_{\substack{x_{1} \in t_{1} \\ x_{1} \in t_{2} \\ x_{1} \in x_{2}}} \frac{n_{1}}{s_{1}} \cdot \frac{n_{2}}{s_{2}} \cdot m_{1}$ | 58\% |
| 5 | $\frac{1}{m \cdot s}$ | $\frac{1}{m_{1} \cdot s_{1}} \cdot \frac{1}{m_{2} \cdot s_{2}} \cdot \frac{1}{m_{1}} \cdot \frac{P}{S 2}$ | $\sum_{\substack{x_{1} \in t_{1} \\ x_{1} \in \in_{1} M}} \frac{1}{m_{1}}$ | $\sum_{\substack{x_{2} \in t_{2} \\ x_{2} \in m_{2} M}} \frac{1}{m_{2}}$ | $\sum_{\substack{x_{1} \in t_{1} \\ x_{2} \in t_{2} \\ x_{1} \neq x_{2}}} \frac{1}{m_{1} \cdot s_{1}} \cdot \frac{1}{m_{2} \cdot s_{2}}$ | $\sum_{\substack{x_{1} \in \epsilon_{1} \\ x_{2} \in t_{2} \\ x_{1}=x_{2}}} \frac{1}{m_{1} \cdot s_{1}} \cdot \frac{1}{m_{2} \cdot s_{2}} \cdot \frac{1}{m_{1}}$ | 57\% |
| 6 | $\frac{1}{m \cdot s}$ | $\frac{1}{m_{1} \cdot s_{1}} \cdot \frac{1}{m_{2} \cdot s_{2}} \cdot m_{1} \cdot \frac{P}{S 2}$ | $\sum_{\substack{x_{1} \in t_{1} \\ x_{1} \in m_{1} M}} \frac{1}{m_{1}}$ | $\sum_{\substack{x_{2} \in t_{2} \\ x_{2} \in m_{2} M}} \frac{1}{m_{2}}$ | $\sum_{\substack{x_{1} \in t_{1} \\ x_{2}+t_{2} \\ x_{1} \neq x_{2}}} \frac{1}{m_{1} \cdot s_{1}} \cdot \frac{1}{m_{2} \cdot s_{2}}$ | $\sum_{\substack{x_{1} \in t_{1} \\ x_{2} \in t_{2} \\ x_{1}=x_{2}}} \frac{1}{m_{1} \cdot s_{1}} \cdot \frac{1}{m_{2} \cdot s_{2}} \cdot m_{1}$ | 55\% |
| 7 | $\frac{n}{m \cdot s}$ | $\frac{n_{1}}{m_{1} \cdot s_{1}} \cdot \frac{n_{2}}{m_{2} \cdot s_{2}} \cdot \frac{1}{m_{1}} \cdot \frac{P}{S 2}$ | $\sum_{\substack{x_{1} \in t_{1} \\ x_{1} \in m_{1} M}} \frac{n_{1}}{m_{1}}$ | $\sum_{\substack{x_{2} \in t_{2} M \\ x_{2} \in m_{2} M}} \frac{n_{2}}{m_{2}}$ | $\sum_{\substack{x_{1} \in t_{1} \\ x_{2}+t_{2} \\ x_{1} \neq x_{2}}} \frac{n_{1}}{m_{1} \cdot s_{1}} \cdot \frac{n_{2}}{m_{2} \cdot s_{2}}$ | $\sum_{\substack{x_{1} \in \in_{1} \\ x_{2} \in t_{2} \\ x_{1}=x_{2}}} \frac{n_{1}}{m_{1} \cdot s_{1}} \cdot \frac{n_{2}}{m_{2} \cdot s_{2}} \cdot \frac{1}{m_{1}}$ | 56\% |
| 8 | $\frac{n}{m \cdot s}$ | $\frac{n_{1}}{m_{1} \cdot s_{1}} \cdot \frac{n_{2}}{m_{2} \cdot s_{2}} \cdot m_{1} \cdot \frac{P}{S 2}$ | $\sum_{\substack{x_{1} \in t_{1} \\ x_{1} \in m_{1} M}} \frac{n_{1}}{m_{1}}$ | $\sum_{\substack{x_{2} \in t_{2} \\ x_{2} \in \epsilon_{2} M}} \frac{n_{2}}{m_{2}}$ | $\sum_{\substack{x_{1} \in t_{1} \\ x_{2} \in t_{2} \\ x_{1} \neq x_{2}}} \frac{n_{1}}{m_{1} \cdot s_{1}} \cdot \frac{n_{2}}{m_{2} \cdot s_{2}}$ | $\sum_{\substack{x_{1} \in t_{1} \\ x_{2} \in t_{2} \\ x_{1}=x_{2}}} \frac{n_{1}}{m_{1} \cdot s_{1}} \cdot \frac{n_{2}}{m_{2} \cdot s_{2}} \cdot m_{1}$ | 55\% |

Table 5: Comparing different probability distributions.
trast, our proposed approach had a score of $75.0605 \%$.
Then, with all this information, we are able to clearly state that the alternative a tester should use is the one presented in Section 4.

## 8. Conclusions and future work

The selection of a test suite can be a critical task because the time and resources devoted to testing are limited. In this paper we considered the problem of choosing between two alternative test suites. Solutions to this problem might be used to directly compare alternative test suites (e.g. for different sets of features). They might also be used to guide the generation of test suites in an iterative manner or to inform the choice of which subset of a regression test suite to use. We observed that diverse test
suites have been found to be effective and proposed the use of a novel measure, BMI, based on Mutual Information to assess diversity.

Having developed BMI, and analysed a number of its properties, we reported on experiments that evaluated it. First, we randomly generated pairs of test suites and used BMI to order the test suites in each pair. We then determined how many mutants of the FSM specification were killed by each test suite. In these experiments we found that test suites with lower BMI tend to kill more mutants. This provides evidence that BMI can be used as the basis for choosing between test suites. There was also a (negative) correlation between the fault detecting ability of a test suite (i.e. the number of mutants that it killed) and the BMI of the test suite. Interestingly, we also found that BMI outperformed the previous information theor-
etic measure, Test Set Diameter (TSDm), when selecting a test suite from a set of two randomly generated test suites.

The positive results, when comparing BMI with TSDm, suggest that the use of diversity is improved if we introduce knowledge about the specification; previous work using diversity has concerned white-box testing and assumed that a specification is not available. The results suggest that measures of test suite diversity can be improved if one has knowledge about the rarity of events. This knowledge can be extracted from the specification of the developed system. Naturally, if additional information is available then it should be possible to improve on measures. As a result, we found that transition coverage was (slightly) more effective than BMI, although the computation of transition coverage took much more time than the computation of BMI. Therefore, there is potentially a trade-off between effectiveness and time taken. Importantly, however, BMI can be used whenever we have information about input/output pair frequency and is therefore more widely applicable than transition coverage. In fact, there is potential to use BMI even if there is no specification, since it should be possible to estimate input/output pair frequency using sampling.

The results presented in this paper have some clear practical ramifications. First, testers can directly use the novel BMI measure if they have a number of test suites; they can compute the BMI of each test suite and take the one (or ones) with lower BMI. Testers can also use BMI to drive test subset selection; they can select the subset with lower BMI. In addition, if there is a limited budget for regression testing then the tester faces the problem of choosing a subset of the regression test suite; the test subset selection problem has been addressed based on whitebox coverage information (see, for example, $[3,4,5]$ ) but, where this is not available, it is possible to instead use BMI. BMI can be used by testers when they have limited information about the specification. In particular, it can be used instead of methods based on coverage when we do not have a complete specification of the system but we have the frequency of each input/output pair.

An intuition that explains why BMI is better than a true Information Theory based measure can be the following one: BMI gives a proportional value to each input/output pair independently of the rest of the test. That is, we are giving the same weight to the same input/output pair independently of the test length. However, when using Information Theory based measures, we require a probability distribution over the input/output pairs of the test. Therefore, the weights of an input/output pair will be different in two different tests. This produces undesirable effects like the decrease of the weight of an input/output pair due to it being in a longer test than if it were in a shorter test. This can lead to situations where, for example, a test suite with a longer test with many repeated input/output pairs could be preferred to a test suite with many shorter tests with only one repeated input/output
pair between all of them.
There are several possible lines of future work. First, it would be interesting to explore the use of BMI in the task of generating new test suites from scratch. Second, we would like to perform additional experiments to compare BMI and ITSDm. Third, there is potential to apply BMI in more complex scenarios, with one such scenario being when the specification is an Extended Finite State Machine (EFSM). Note that an EFSM can be mapped to an FSM through expanding out the data, possibly after applying an abstraction. Thus, EFSM faults that lead to incorrect variable values map nicely to the type of mutation used in the experiments, in which only the final state of a transition is changed. Another interesting scenario is given when we consider distributed systems, possibly with asynchronous communications, whose specifications are represented as a variant of an FSM [65, 66]. In order to confront these more complicated formalisms, we can use current work that make it possible to apply a systematic approach to the generation of mutants [67, 68]. In principle, it should also be possible to apply BMI even when there is no specification, since an initial random testing phase could be used to produce estimates of input/output pair frequency. For this scenario, there is a need for experiments that explore the process of producing estimates of input/output pair frequency and also the impact of using estimates on the effectiveness of BMI. This line of work is particularly important because it should make it possible to apply BMI in a context in which we do not have access to a specification and so we cannot apply a method based on the coverage of the available test suites.
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## Appendix A. Appendix: Additional material

This appendix does not constitute an integral part. It includes the full results of all the experiments reported in this paper.

| Run \# | Percentage of success |
| :---: | :---: |
| 1 | 0.5761467889908257 |
| 2 | 0.5682242990654206 |
| 3 | 0.5600739371534196 |
| 4 | 0.5918727915194346 |
| 5 | 0.5875 |
| 6 | 0.6102941176470589 |
| 7 | 0.5652173913043478 |
| 8 | 0.5804701627486437 |
| 9 | 0.5652985074626866 |
| 10 | 0.5958254269449715 |
| 11 | 0.5952813067150635 |
| 12 | 0.5882352941176471 |
| 13 | 0.5892547660311959 |
| 14 | 0.5863309352517986 |
| 15 | 0.5678571428571428 |
| 16 | 0.5948905109489051 |
| 17 | 0.569620253164557 |
| 18 | 0.563963963963964 |
| 19 | 0.6133333333333333 |
| 20 | 0.5893805309734513 |
| 21 | 0.6077348066298343 |
| 22 | 0.5871212121212122 |
| 23 | 0.6007604562737643 |
| 24 | 0.5868372943327239 |
| 25 | 0.5979202772963604 |
| 26 | 0.5769944341372912 |
| 27 | 0.5989010989010989 |
| 28 | 0.5362318840579711 |
| 29 | 0.6040145985401459 |
| 30 | 0.5471014492753623 |
| 31 | 0.5886939571150097 |
| 32 | 0.585278276481149 |
| 33 | 0.6046099290780141 |
| 34 | 0.6163194444444444 |
| 35 | 0.5594795539033457 |
| 36 | 0.5659050966608085 |
| 37 | 0.5981981981981982 |
| 38 | 0.5730129390018485 |
| 39 | 0.5801801801801801 |
| 40 | 0.5884543761638734 |
| 41 | 0.5748613678373382 |
| 42 | 0.5545774647887324 |
| 43 | 0.5893805309734513 |
| 44 | 0.5981818181818181 |
| 45 | 0.5822550831792976 |
| 46 | 0.5801801801801801 |
| 47 | 0.5640569395017794 |
| 48 | 0.5786713286713286 |
| 49 | 0.6106870229007634 |
| 50 | 0.6083032490974729 |

Table A.6: Percentages of success of our selected test suite in the experiment with real FSMs and $A=1 / 5$.

| Run \# | Percentage of success |
| :---: | :---: |
| 1 | 0.6290726817042607 |
| 2 | 0.5892857142857143 |
| 3 | 0.6421319796954315 |
| 4 | 0.6048192771084338 |
| 5 | 0.6456310679611651 |
| 6 | 0.6059113300492611 |
| 7 | 0.625 |
| 8 | 0.592964824120603 |
| 9 | 0.6132075471698113 |
| 10 | 0.6363636363636364 |
| 11 | 0.6122931442080378 |
| 12 | 0.6222222222222222 |
| 13 | 0.6144278606965174 |
| 14 | 0.6123456790123457 |
| 15 | 0.6327014218009479 |
| 16 | 0.6015037593984962 |
| 17 | 0.6374407582938388 |
| 18 | 0.5949367088607594 |
| 19 | 0.6186666666666667 |
| 20 | 0.6363636363636364 |
| 21 | 0.6155717761557178 |
| 22 | 0.6425 |
| 23 | 0.6289156626506024 |
| 24 | 0.6491228070175439 |
| 25 | 0.5924932975871313 |
| 26 | 0.6428571428571429 |
| 27 | 0.6109785202863962 |
| 28 | 0.5772946859903382 |
| 29 | 0.6169665809768637 |
| 30 | 0.5815602836879432 |
| 31 | 0.6388140161725068 |
| 32 | 0.6341463414634146 |
| 33 | 0.6486486486486487 |
| 34 | 0.6275 |
| 35 | 0.645933014354067 |
| 36 | 0.6265356265356266 |
| 37 | 0.5944584382871536 |
| 38 | 0.6268656716417911 |
| 39 | 0.5965770171149144 |
| 40 | 0.6216867469879518 |
| 41 | 0.6035353535353535 |
| 42 | 0.6191646191646192 |
| 43 | 0.5891089108910891 |
| 44 | 0.5758293838862559 |
| 45 | 0.628140703517588 |
| 46 | 0.6116504854368932 |
| 47 | 0.6494117647058824 |
| 48 | 0.556390977443609 |
| 49 | 0.596401028277635 |
| 50 | 0.6218274111675127 |

Table A.7: Percentages of success of our selected test suite in the experiment with real FSMs and $A=2 / 5$.

| Run \# | Percentage of success |
| ---: | :--- |
| 1 | 0.6346153846153846 |
| 2 | 0.6633663366336634 |
| 3 | 0.6482758620689655 |
| 4 | 0.6782334384858044 |
| 5 | 0.5973597359735974 |
| 6 | 0.6382252559726962 |
| 7 | 0.6054421768707483 |
| 8 | 0.6611295681063123 |
| 9 | 0.6331168831168831 |
| 10 | 0.6820987654320988 |
| 11 | 0.6254071661237784 |
| 12 | 0.6452702702702703 |
| 13 | 0.6528662420382165 |
| 14 | 0.6807817589576547 |
| 15 | 0.6666666666666666 |
| 16 | 0.6511627906976745 |
| 17 | 0.6524590163934426 |
| 18 | 0.6372881355932203 |
| 19 | 0.6910828025477707 |
| 20 | 0.6461038961038961 |
| 21 | 0.6918032786885245 |
| 22 | 0.625 |
| 23 | 0.6587837837837838 |
| 24 | 0.6 |
| 25 | 0.6221498371335505 |
| 26 | 0.7032258064516129 |
| 27 | 0.6710963455149501 |
| 28 | 0.6514084507042254 |
| 29 | 0.6478405315614618 |
| 30 | 0.636666666666667 |
| 31 | 0.6577181208053692 |
| 32 | 0.6741935483870968 |
| 33 | 0.6806451612903226 |
| 34 | 0.6326530612244898 |
| 35 | 0.6697530864197531 |
| 36 | 0.682539682539626 |
| 37 | 0.6317567567567568 |
| 38 | 0.6419354838709678 |
| 39 | 0.6489028213166145 |
| 40 | 0.6477987421383647 |
| 41 | 0.6390728476821192 |
| 42 | 0.6861538461538461 |
| 43 | 0.6515151515151515 |
| 44 | 0.6495176848874598 |
| 45 | 0.6513157894736842 |
| 46 | 0.6389776357827476 |
| 47 | 0.6457564575645757 |
| 48 | 0.6332288401253918 |
| 49 | 0.6261980830670927 |
|  | 0.6914498141263941 |
|  |  |
| 1 |  |
| 1 |  |

Table A.8: Percentages of success of our selected test suite in the experiment with real FSMs and $A=3 / 5$.

| Run \# | Percentage of success |
| ---: | :--- |
| 1 | 0.6359832635983264 |
| 2 | 0.622568093385214 |
| 3 | 0.6475409836065574 |
| 4 | 0.7021276595744681 |
| 5 | 0.6509803921568628 |
| 6 | 0.7120622568093385 |
| 7 | 0.636734693877551 |
| 8 | 0.61003861003861 |
| 9 | 0.6126126126126126 |
| 10 | 0.673469387755102 |
| 11 | 0.6204081632653061 |
| 12 | 0.6653061224489796 |
| 13 | 0.6282051282051282 |
| 14 | 0.664 |
| 15 | 0.6613545816733067 |
| 16 | 0.5933609958506224 |
| 17 | 0.6363636363636364 |
| 18 | 0.6428571428571429 |
| 19 | 0.6336206896551724 |
| 20 | 0.6170212765957447 |
| 21 | 0.6223175965665236 |
| 22 | 0.6386554621848739 |
| 23 | 0.6788617886178862 |
| 24 | 0.5882352941176471 |
| 25 | 0.648068669527897 |
| 26 | 0.6283185840707964 |
| 27 | 0.64 |
| 28 | 0.6529680365296804 |
| 29 | 0.6567796610169492 |
| 30 | 0.6491228070175439 |
| 31 | 0.6533333333333333 |
| 32 | 0.6074380165289256 |
| 33 | 0.6260504201680672 |
| 34 | 0.6582278481012658 |
| 35 | 0.6443514644351465 |
| 36 | 0.6317991631799164 |
| 37 | 0.6125 |
| 38 | 0.6313725490196078 |
| 39 | 0.7086614173228346 |
| 40 | 0.6440677966101694 |
| 41 | 0.6173913043478261 |
| 42 | 0.6592920353982301 |
| 43 | 0.6390041493775933 |
| 44 | 0.6942148760330579 |
| 45 | 0.6220472440944882 |
| 46 | 0.6473029045643154 |
| 47 | 0.5966386554621849 |
| 48 | 0.6091954022988506 |
| 50 | 0.6115702479338843 |
|  | 0.6111111111111112 |
|  |  |
| 1 |  |
| 1 |  |

Table A.9: Percentages of success of our selected test suite in the experiment with real FSMs and $A=4 / 5$.

| Run \# | With repetition of tests | without repetition of tests |
| :---: | :---: | :---: |
| 1 | 0.65 | 0.555556 |
| 2 | 0.59596 | 0.62 |
| 3 | 0.666667 | 0.535354 |
| 4 | 0.602041 | 0.62 |
| 5 | 0.71 | 0.642857 |
| 6 | 0.58 | 0.59596 |
| 7 | 0.66 | 0.612245 |
| 8 | 0.56 | 0.65 |
| 9 | 0.65 | 0.585859 |
| 10 | 0.656566 | 0.71 |
| 11 | 0.69697 | 0.520408 |
| 12 | 0.59 | 0.646465 |
| 13 | 0.63 | 0.656566 |
| 14 | 0.63 | 0.636364 |
| 15 | 0.602041 | 0.737374 |
| 16 | 0.58 | 0.71 |
| 17 | 0.663265 | 0.636364 |
| 18 | 0.606061 | 0.646465 |
| 19 | 0.616162 | 0.581633 |
| 20 | 0.65 | 0.608247 |
| 21 | 0.585859 | 0.686869 |
| 22 | 0.59 | 0.57 |
| 23 | 0.540816 | 0.666667 |
| 24 | 0.653061 | 0.61 |
| 25 | 0.565657 | 0.626263 |
| 26 | 0.602041 | 0.61 |
| 27 | 0.61 | 0.587629 |
| 28 | 0.670103 | 0.63 |
| 29 | 0.639175 | 0.618557 |
| 30 | 0.632653 | 0.636364 |
| 31 | 0.540816 | 0.59596 |
| 32 | 0.626263 | 0.57 |
| 33 | 0.618557 | 0.632653 |
| 34 | 0.68 | 0.585859 |
| 35 | 0.6 | 0.646465 |
| 36 | 0.606061 | 0.64 |
| 37 | 0.58 | 0.57 |
| 38 | 0.66 | 0.61 |
| 39 | 0.59 | 0.626263 |
| 40 | 0.69697 | 0.663265 |
| 41 | 0.656566 | 0.69697 |
| 42 | 0.545455 | 0.656566 |
| 43 | 0.59 | 0.63 |
| 44 | 0.714286 | 0.656566 |
| 45 | 0.6 | 0.540816 |
| 46 | 0.571429 | 0.642857 |
| 47 | 0.63 | 0.61 |
| 48 | 0.606061 | 0.61 |
| 49 | 0.61 | 0.628866 |
| 50 | 0.714286 | 0.68 |

Table A.10: Percentages of success of our selected test suite in the experiment with controlled FSMs with alphabet of size 5 .

| Run | Pearson <br> correlation | Spearman <br> correlation |
| ---: | :--- | :--- |
| 1 | -0.378529 | -0.447121 |
| 2 | -0.407239 | -0.308503 |
| 3 | -0.305347 | -0.299361 |
| 4 | -0.338248 | -0.257336 |
| 5 | -0.342747 | -0.374436 |
| 6 | -0.634282 | -0.541008 |
| 7 | -0.731647 | -0.731102 |
| 8 | -0.273694 | -0.312782 |
| 9 | -0.247209 | -0.220384 |
| 10 | -0.395459 | -0.409929 |
| 11 | -0.259926 | -0.298081 |
| 12 | -0.170457 | -0.0308619 |
| 13 | -0.414295 | -0.456907 |
| 14 | -0.507343 | -0.693233 |
| 15 | -0.58775 | -0.624765 |
| 16 | -0.44744 | -0.545865 |
| 17 | 0.123024 | 0.232103 |
| 18 | -0.383787 | -0.300752 |
| 19 | -0.534142 | -0.471783 |
| 20 | 0.00977185 | -0.0647103 |
| 21 | -0.505013 | -0.486649 |
| 22 | -0.354695 | -0.484575 |
| 23 | -0.492013 | -0.408578 |
| 24 | -0.357769 | -0.355907 |
| 25 | -0.460478 | -0.391877 |
| 26 | -0.584937 | -0.660399 |
| 27 | -0.425394 | -0.415194 |
| 28 | -0.224411 | -0.227905 |
| 29 | -0.495339 | -0.596992 |
| 30 | -0.674246 | -0.603391 |
| 31 | -0.0656146 | 0.00300865 |
| 32 | -0.468773 | -0.438511 |
| 33 | -0.433851 | -0.395637 |
| 34 | -0.564793 | -0.456735 |
| 35 | -0.553955 | -0.548872 |
| 36 | -0.383386 | -0.40271 |
| 37 | -0.285205 | -0.221302 |
| 38 | 0.110759 | 0.0721805 |
| 39 | -0.689946 | -0.61203 |
| 40 | -0.664481 | -0.54778 |
| 41 | -0.333295 | -0.275188 |
| 42 | -0.328676 | -0.34501 |
| 43 | -0.158634 | -0.202484 |
| 44 | -0.0459975 | 0.0428894 |
| 45 | -0.245797 | -0.300113 |
| 46 | -0.380434 | -0.359398 |
| 47 | -0.325745 | -0.26968 |
| 48 | -0.462855 | -0.37594 |
| 49 | -0.132061 | -0.17833 |
| 50 | -0.242898 | -0.248966 |
|  |  |  |
| 1 |  |  |
| 10 |  |  |

Table A.11: Correlation between BMI and mutation score with alphabet size of 5 .

| Run <br> $\#$ | Percentage <br> of success | Elapsed <br> Time |
| ---: | :--- | :--- |
| 1 | 0.76 | 0.000842141 |
| 2 | 0.721649 | 0.000793936 |
| 3 | 0.85 | 0.000822785 |
| 4 | 0.767677 | 0.000821019 |
| 5 | 0.826531 | 0.000813211 |
| 6 | 0.680412 | 0.000838903 |
| 7 | 0.77 | 0.000841091 |
| 8 | 0.74 | 0.000789195 |
| 9 | 0.806122 | 0.000826917 |
| 10 | 0.707071 | 0.000835529 |
| 11 | 0.717172 | 0.000853626 |
| 12 | 0.74 | 0.00082674 |
| 13 | 0.8 | 0.000840832 |
| 14 | 0.787879 | 0.000840821 |
| 15 | 0.76 | 0.00086412 |
| 16 | 0.75 | 0.000841077 |
| 17 | 0.714286 | 0.000850253 |
| 18 | 0.69 | 0.00082661 |
| 19 | 0.747475 | 0.0008403 |
| 20 | 0.714286 | 0.000846815 |
| 21 | 0.707071 | 0.000871455 |
| 22 | 0.65 | 0.000806566 |
| 23 | 0.757576 | 0.000827078 |
| 24 | 0.7 | 0.000842363 |
| 25 | 0.77 | 0.000819572 |
| 26 | 0.76 | 0.000836346 |
| 27 | 0.693878 | 0.00083186 |
| 28 | 0.717172 | 0.00085203 |
| 29 | 0.74 | 0.000836536 |
| 30 | 0.76 | 0.00085497 |
| 31 | 0.767677 | 0.000844704 |
| 32 | 0.795918 | 0.000847846 |
| 33 | 0.767677 | 0.000852514 |
| 34 | 0.78 | 0.000832202 |
| 35 | 0.71 | 0.000828946 |
| 36 | 0.795918 | 0.000863082 |
| 37 | 0.767677 | 0.000832604 |
| 38 | 0.83 | 0.000833852 |
| 39 | 0.83 | 0.000831776 |
| 40 | 0.838384 | 0.000874901 |
| 41 | 0.636364 | 0.000850119 |
| 42 | 0.737374 | 0.000826633 |
| 43 | 0.83 | 0.000844154 |
| 44 | 0.767677 | 0.000823715 |
| 45 | 0.686869 | 0.000835953 |
| 46 | 0.747475 | 0.000843442 |
| 47 | 0.69 | 0.000844199 |
| 48 | 0.73 | 0.000821044 |
| 49 | 0.7 | 0.000852965 |
| 50 | 0.814433 | 0.000873662 |
|  |  |  |
| 1 |  |  |

Table A.12: Results of BMI computation time.

| $\begin{array}{r} \text { Run } \\ \text { \# } \end{array}$ | Pearson correlation | Spearman correlation |
| :---: | :---: | :---: |
| 1 | -0.571537 | -0.426476 |
| 2 | -0.517691 | -0.501696 |
| 3 | -0.692478 | $-0.634825$ |
| 4 | -0.539586 | -0.556391 |
| 5 | $-0.705762$ | -0.602183 |
| 6 | $-0.671802$ | -0.555305 |
| 7 | -0.704822 | -0.77924 |
| 8 | -0.589333 | -0.631064 |
| 9 | -0.56587 | -0.519744 |
| 10 | -0.642352 | -0.643851 |
| 11 | $-0.828483$ | -0.817908 |
| 12 | -0.614509 | -0.62147 |
| 13 | -0.749209 | -0.749906 |
| 14 | -0.649231 | -0.659135 |
| 15 | -0.583118 | -0.360286 |
| 16 | -0.620321 | -0.729323 |
| 17 | $-0.783434$ | -0.809184 |
| 18 | -0.761556 | -0.733358 |
| 19 | -0.810923 | -0.838661 |
| 20 | -0.531118 | -0.562406 |
| 21 | -0.347714 | -0.341353 |
| 22 | -0.561493 | -0.454306 |
| 23 | -0.558292 | -0.62754 |
| 24 | $-0.662369$ | -0.72009 |
| 25 | -0.804059 | -0.774436 |
| 26 | -0.723854 | -0.748683 |
| 27 | -0.798174 | $-0.7567$ |
| 28 | -0.624052 | -0.647347 |
| 29 | $-0.605207$ | $-0.543675$ |
| 30 | -0.525772 | -0.561324 |
| 31 | -0.73993 | -0.827379 |
| 32 | -0.520028 | -0.697744 |
| 33 | -0.541205 | -0.496989 |
| 34 | -0.643269 | -0.58443 |
| 35 | -0.789753 | -0.864459 |
| 36 | -0.843549 | -0.767784 |
| 37 | $-0.787704$ | $-0.774436$ |
| 38 | -0.706133 | -0.678706 |
| 39 | $-0.666575$ | -0.715789 |
| 40 | -0.596623 | -0.585844 |
| 41 | -0.721583 | -0.762406 |
| 42 | -0.725915 | -0.708804 |
| 43 | -0.528187 | -0.541008 |
| 44 | -0.596918 | -0.491347 |
| 45 | -0.694988 | -0.527109 |
| 46 | $-0.583214$ | -0.487585 |
| 47 | -0.730042 | $-0.712782$ |
| 48 | -0.60586 | -0.64812 |
| 49 | -0.744956 | -0.613996 |
| 50 | -0.402239 | -0.340986 |

Table A.13: Correlation between BMI and mutation score with alphabet size of 25 .

| $\begin{array}{r} \text { Run } \\ \hline \end{array}$ | BMI <br> Wins | ITSDm <br> Wins | Draw Winning | Draw <br> Losing |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 0.29 | 0.26 | 0.18 | 0.27 |
| 2 | 0.3 | 0.17 | 0.24 | 0.29 |
| 3 | 0.39 | 0.18 | 0.2 | 0.23 |
| 4 | 0.32 | 0.18 | 0.28 | 0.22 |
| 5 | 0.24 | 0.21 | 0.27 | 0.28 |
| 6 | 0.36 | 0.15 | 0.25 | 0.24 |
| 7 | 0.33 | 0.22 | 0.24 | 0.21 |
| 8 | 0.28 | 0.23 | 0.25 | 0.24 |
| 9 | 0.31 | 0.17 | 0.26 | 0.26 |
| 10 | 0.31 | 0.24 | 0.26 | 0.19 |
| 11 | 0.33 | 0.22 | 0.25 | 0.2 |
| 12 | 0.29 | 0.19 | 0.23 | 0.29 |
| 13 | 0.33 | 0.27 | 0.16 | 0.24 |
| 14 | 0.27 | 0.23 | 0.23 | 0.27 |
| 15 | 0.36 | 0.24 | 0.23 | 0.17 |
| 16 | 0.32 | 0.24 | 0.23 | 0.21 |
| 17 | 0.26 | 0.22 | 0.3 | 0.22 |
| 18 | 0.31 | 0.23 | 0.26 | 0.2 |
| 19 | 0.26 | 0.16 | 0.29 | 0.29 |
| 20 | 0.25 | 0.23 | 0.23 | 0.29 |
| 21 | 0.31 | 0.29 | 0.23 | 0.17 |
| 22 | 0.27 | 0.24 | 0.26 | 0.23 |
| 23 | 0.27 | 0.24 | 0.29 | 0.2 |
| 24 | 0.32 | 0.25 | 0.26 | 0.17 |
| 25 | 0.29 | 0.21 | 0.28 | 0.22 |
| 26 | 0.35 | 0.24 | 0.2 | 0.21 |
| 27 | 0.31 | 0.22 | 0.19 | 0.28 |
| 28 | 0.31 | 0.25 | 0.23 | 0.21 |
| 29 | 0.28 | 0.23 | 0.29 | 0.2 |
| 30 | 0.22 | 0.21 | 0.35 | 0.22 |
| 31 | 0.3 | 0.17 | 0.29 | 0.24 |
| 32 | 0.35 | 0.18 | 0.26 | 0.21 |
| 33 | 0.29 | 0.21 | 0.22 | 0.28 |
| 34 | 0.34 | 0.16 | 0.27 | 0.23 |
| 35 | 0.32 | 0.15 | 0.3 | 0.23 |
| 36 | 0.36 | 0.14 | 0.24 | 0.26 |
| 37 | 0.31 | 0.19 | 0.3 | 0.2 |
| 38 | 0.35 | 0.18 | 0.29 | 0.18 |
| 39 | 0.34 | 0.16 | 0.22 | 0.28 |
| 40 | 0.32 | 0.23 | 0.26 | 0.19 |
| 41 | 0.23 | 0.21 | 0.35 | 0.21 |
| 42 | 0.23 | 0.3 | 0.17 | 0.3 |
| 43 | 0.25 | 0.24 | 0.27 | 0.24 |
| 44 | 0.27 | 0.2 | 0.29 | 0.24 |
| 45 | 0.31 | 0.19 | 0.3 | 0.2 |
| 46 | 0.29 | 0.18 | 0.32 | 0.21 |
| 47 | 0.21 | 0.22 | 0.33 | 0.24 |
| 48 | 0.28 | 0.24 | 0.27 | 0.21 |
| 49 | 0.37 | 0.19 | 0.21 | 0.23 |
| 50 | 0.32 | 0.16 | 0.26 | 0.26 |


| $\begin{array}{r} \text { Run } \\ \hline \end{array}$ | BMI <br> Wins | ITSDm <br> Wins | Draw Winning | Draw <br> Losing |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 0.38 | 0.11 | 0.38 | 0.13 |
| 2 | 0.43 | 0.15 | 0.31 | 0.11 |
| 3 | 0.38 | 0.12 | 0.38 | 0.12 |
| 4 | 0.36 | 0.1 | 0.4 | 0.14 |
| 5 | 0.41 | 0.06 | 0.39 | 0.14 |
| 6 | 0.33 | 0.2 | 0.34 | 0.13 |
| 7 | 0.5 | 0.1 | 0.29 | 0.11 |
| 8 | 0.39 | 0.14 | 0.35 | 0.12 |
| 9 | 0.39 | 0.07 | 0.37 | 0.17 |
| 10 | 0.36 | 0.12 | 0.38 | 0.14 |
| 11 | 0.42 | 0.13 | 0.32 | 0.13 |
| 12 | 0.41 | 0.05 | 0.4 | 0.14 |
| 13 | 0.44 | 0.1 | 0.33 | 0.13 |
| 14 | 0.37 | 0.1 | 0.38 | 0.15 |
| 15 | 0.38 | 0.07 | 0.37 | 0.18 |
| 16 | 0.36 | 0.13 | 0.37 | 0.14 |
| 17 | 0.51 | 0.09 | 0.31 | 0.09 |
| 18 | 0.43 | 0.09 | 0.38 | 0.1 |
| 19 | 0.36 | 0.16 | 0.37 | 0.11 |
| 20 | 0.35 | 0.1 | 0.4 | 0.15 |
| 21 | 0.4 | 0.1 | 0.35 | 0.15 |
| 22 | 0.44 | 0.13 | 0.32 | 0.11 |
| 23 | 0.41 | 0.06 | 0.41 | 0.12 |
| 24 | 0.44 | 0.11 | 0.29 | 0.16 |
| 25 | 0.39 | 0.1 | 0.38 | 0.13 |
| 26 | 0.4 | 0.11 | 0.34 | 0.15 |
| 27 | 0.45 | 0.07 | 0.31 | 0.17 |
| 28 | 0.34 | 0.14 | 0.41 | 0.11 |
| 29 | 0.45 | 0.14 | 0.31 | 0.1 |
| 30 | 0.41 | 0.06 | 0.36 | 0.17 |
| 31 | 0.38 | 0.12 | 0.36 | 0.14 |
| 32 | 0.42 | 0.12 | 0.32 | 0.14 |
| 33 | 0.38 | 0.07 | 0.42 | 0.13 |
| 34 | 0.4 | 0.1 | 0.32 | 0.18 |
| 35 | 0.43 | 0.09 | 0.28 | 0.2 |
| 36 | 0.4 | 0.13 | 0.35 | 0.12 |
| 37 | 0.26 | 0.12 | 0.47 | 0.15 |
| 38 | 0.43 | 0.09 | 0.34 | 0.14 |
| 39 | 0.42 | 0.15 | 0.34 | 0.09 |
| 40 | 0.5 | 0.1 | 0.28 | 0.12 |
| 41 | 0.41 | 0.15 | 0.34 | 0.1 |
| 42 | 0.44 | 0.08 | 0.4 | 0.08 |
| 43 | 0.42 | 0.06 | 0.4 | 0.12 |
| 44 | 0.31 | 0.09 | 0.45 | 0.15 |
| 45 | 0.46 | 0.09 | 0.31 | 0.14 |
| 46 | 0.42 | 0.17 | 0.31 | 0.1 |
| 47 | 0.43 | 0.1 | 0.32 | 0.15 |
| 48 | 0.31 | 0.13 | 0.42 | 0.14 |
| 49 | 0.37 | 0.14 | 0.37 | 0.12 |
| 50 | 0.32 | 0.13 | 0.39 | 0.16 |

Table A.14: Percentages from the comparison of BMI with ITSDm (Set2).

Table A.15: Percentages from the comparison of BMI with ITSDm (Set3).

| FSM |  |  |  |
| ---: | :--- | :--- | :--- |
| $\#$ | Min. | Max. | Average |
| 1 | 0.41 | 0.99 | 0.66156 |
| 2 | 1.0 | 1.0 | 1.0 |
| 3 | 0.28 | 0.97 | 0.59814 |
| 4 | 0.65 | 0.98 | 0.79892 |
| 5 | 0.58 | 0.95 | 0.76067 |
| 6 | 0.81 | 0.99 | 0.91935 |
| 7 | 0.91 | 1.0 | 0.94743 |
| 8 | 0.53 | 0.97 | 0.77722 |
| 9 | 0.49 | 0.98 | 0.74142 |
| 10 | 0.56 | 0.98 | 0.74353 |
| 11 | 0.95 | 1.0 | 0.97229 |
| 12 | 0.87 | 1.0 | 0.93984 |
| 13 | 0.58 | 0.98 | 0.74424 |
| 14 | 0.75 | 0.98 | 0.85946 |
| 15 | 0.77 | 1.0 | 0.87572 |
| 16 | 0.54 | 0.93 | 0.73653 |
| 17 | 0.0 | 0.79 | 0.42637 |
| 18 | 0.76 | 1.0 | 0.86361 |
| 19 | 0.51 | 1.0 | 0.72173 |
| 20 | 0.0 | 0.89 | 0.40575 |
| 21 | 0.34 | 1.0 | 0.63675 |
| 22 | 0.97 | 1.0 | 0.98332 |
| 23 | 0.95 | 1.0 | 0.97183 |
| 24 | 0.51 | 0.97 | 0.71475 |
| 25 | 0.19 | 0.9 | 0.53744 |
| 26 | 0.74 | 0.98 | 0.85649 |
| 27 | 0.47 | 0.95 | 0.69854 |
| 28 | 0.98 | 1.0 | 0.9874 |
| 29 | 0.46 | 0.95 | 0.69807 |
| 30 | 0.84 | 0.99 | 0.91555 |
| 31 | 0.76 | 1.0 | 0.87161 |
| 32 | 0.0 | 0.92 | 0.43817 |
| 33 | 0.17 | 0.94 | 0.51964 |
| 34 | 0.26 | 0.97 | 0.57787 |
| 35 | 0.0 | 0.98 | 0.41146 |
| 36 | 0.51 | 0.94 | 0.71073 |
| 37 | 0.53 | 0.99 | 0.7301 |
| 38 | 0.71 | 0.96 | 0.83734 |
| 39 | 0.62 | 0.94 | 0.77565 |
| 40 | 0.0 | 0.82 | 0.42639 |
| 41 | 0.94 | 1.0 | 0.96297 |
| 42 | 0.88 | 1.0 | 0.93942 |
| 43 | 0.0 | 0.92 | 0.44462 |
| 44 | 0.0 | 0.9 | 0.42206 |
| 45 | 0.0 | 0.88 | 0.43675 |
| 46 | 0.45 | 0.96 | 0.67961 |
| 47 | 0.59 | 0.95 | 0.78192 |
| 48 | 0.46 | 0.98 | 0.69809 |
| 49 | 0.47 | 0.96 | 0.71049 |
| 50 | 0.62 | 0.99 | 0.78636 |
|  |  |  |  |
| 10 |  |  |  |

Table A.16: Percentage of test suites that kill the mutants (Set2 Part I).

| FSM <br> $\#$ | Min. | Max. | Average |
| ---: | :--- | :--- | :--- |
| 51 | 0.66 | 0.99 | 0.80505 |
| 52 | 0.4 | 0.97 | 0.65833 |
| 53 | 0.86 | 1.0 | 0.92803 |
| 54 | 0.49 | 0.91 | 0.71166 |
| 55 | 0.59 | 1.0 | 0.79225 |
| 56 | 0.2 | 0.97 | 0.5383 |
| 57 | 0.48 | 0.94 | 0.69313 |
| 58 | 0.65 | 1.0 | 0.80878 |
| 59 | 0.78 | 0.99 | 0.87713 |
| 60 | 0.64 | 0.96 | 0.79091 |
| 61 | 0.85 | 1.0 | 0.93616 |
| 62 | 0.42 | 0.94 | 0.68205 |
| 63 | 0.9 | 1.0 | 0.94805 |
| 64 | 0.64 | 0.98 | 0.80052 |
| 65 | 0.35 | 0.96 | 0.63074 |
| 66 | 0.08 | 0.94 | 0.48562 |
| 67 | 0.26 | 0.86 | 0.6002 |
| 68 | 0.47 | 0.95 | 0.71338 |
| 69 | 0.37 | 0.96 | 0.69181 |
| 70 | 0.34 | 0.93 | 0.61436 |
| 71 | 0.17 | 0.91 | 0.5281 |
| 72 | 0.62 | 0.94 | 0.77926 |
| 73 | 0.0 | 0.89 | 0.45093 |
| 74 | 0.92 | 1.0 | 0.95179 |
| 75 | 0.24 | 0.85 | 0.53192 |
| 76 | 0.79 | 0.98 | 0.87988 |
| 77 | 0.92 | 1.0 | 0.96011 |
| 78 | 0.78 | 1.0 | 0.8672 |
| 79 | 0.25 | 0.92 | 0.56085 |
| 80 | 0.92 | 1.0 | 0.95496 |
| 81 | 0.48 | 0.98 | 0.70715 |
| 82 | 0.57 | 0.98 | 0.76196 |
| 83 | 0.75 | 0.98 | 0.8651 |
| 84 | 0.45 | 0.99 | 0.70628 |
| 85 | 0.77 | 1.0 | 0.89163 |
| 86 | 0.76 | 0.98 | 0.86909 |
| 87 | 0.0 | 0.9 | 0.44222 |
| 88 | 0.58 | 0.95 | 0.75736 |
| 89 | 0.61 | 0.96 | 0.77888 |
| 90 | 0.32 | 0.91 | 0.59404 |
| 91 | 0.81 | 0.99 | 0.88447 |
| 92 | 0.41 | 0.95 | 0.66994 |
| 93 | 0.51 | 0.95 | 0.74146 |
| 94 | 0.15 | 0.91 | 0.52903 |
| 95 | 0.3 | 0.94 | 0.60817 |
| 96 | 0.63 | 0.95 | 0.79545 |
| 97 | 0.74 | 0.98 | 0.84585 |
| 98 | 0.65 | 0.95 | 0.79298 |
| 99 | 0.3 | 0.94 | 0.606 |
| 100 | 0.58 | 0.96 | 0.77294 |
|  |  |  |  |
| 6 |  |  |  |

Table A.17: Percentage of test suites that kill the mutants (Set2 Part II).

| FSM <br> $\#$ | Max. | Average |
| ---: | :--- | :--- |
| 1 | 0.91 | 0.44829 |
| 2 | 0.9 | 0.44203 |
| 3 | 0.86 | 0.43297 |
| 4 | 0.87 | 0.44348 |
| 5 | 0.88 | 0.41344 |
| 6 | 0.95 | 0.43757 |
| 7 | 0.93 | 0.43475 |
| 8 | 0.89 | 0.40389 |
| 9 | 0.96 | 0.43645 |
| 10 | 0.84 | 0.42938 |
| 11 | 0.91 | 0.42769 |
| 12 | 0.94 | 0.45951 |
| 13 | 0.86 | 0.43165 |
| 14 | 0.83 | 0.42816 |
| 15 | 0.92 | 0.4193 |
| 16 | 0.83 | 0.44864 |
| 17 | 0.89 | 0.48418 |
| 18 | 0.88 | 0.43903 |
| 19 | 0.95 | 0.43351 |
| 20 | 0.92 | 0.4278 |
| 21 | 0.92 | 0.41964 |
| 22 | 0.9 | 0.44669 |
| 23 | 0.84 | 0.42021 |
| 24 | 0.83 | 0.43035 |
| 25 | 0.87 | 0.41209 |
| 26 | 0.91 | 0.42674 |
| 27 | 0.84 | 0.45367 |
| 28 | 0.96 | 0.40972 |
| 29 | 0.89 | 0.41803 |
| 30 | 0.96 | 0.43839 |
| 31 | 0.89 | 0.4641 |
| 32 | 0.97 | 0.46382 |
| 33 | 0.9 | 0.44115 |
| 34 | 0.91 | 0.44495 |
| 35 | 0.91 | 0.43584 |
| 36 | 0.8 | 0.4282 |
| 37 | 0.92 | 0.44832 |
| 38 | 0.9 | 0.44736 |
| 39 | 0.91 | 0.45373 |
| 40 | 0.88 | 0.40431 |
| 41 | 0.87 | 0.41552 |
| 42 | 0.95 | 0.43048 |
| 43 | 0.8 | 0.41188 |
| 44 | 0.88 | 0.47413 |
| 45 | 0.96 | 0.43364 |
| 46 | 0.91 | 0.41166 |
| 47 | 0.9 | 0.45991 |
| 48 | 0.94 | 0.45115 |
| 49 | 0.97 | 0.39983 |
| 50 | 0.92 | 0.45365 |
|  |  |  |
| 1 |  |  |

Table A.18: Percentage of test suites that kill the mutants (Set3 Part I). Minimum is always 0 .

| FSM <br> $\#$ | Max. | Average |
| ---: | :--- | :--- |
| 51 | 0.96 | 0.44439 |
| 52 | 0.84 | 0.39549 |
| 53 | 0.96 | 0.43365 |
| 54 | 0.97 | 0.42208 |
| 55 | 0.95 | 0.46957 |
| 56 | 0.96 | 0.4291 |
| 57 | 0.94 | 0.42368 |
| 58 | 0.9 | 0.41643 |
| 59 | 0.85 | 0.45532 |
| 60 | 0.88 | 0.44115 |
| 61 | 0.92 | 0.43872 |
| 62 | 0.95 | 0.44664 |
| 63 | 0.88 | 0.48217 |
| 64 | 0.87 | 0.45015 |
| 65 | 0.93 | 0.42311 |
| 66 | 0.88 | 0.44841 |
| 67 | 0.93 | 0.44696 |
| 68 | 0.91 | 0.42443 |
| 69 | 0.83 | 0.44163 |
| 70 | 0.82 | 0.41825 |
| 71 | 0.88 | 0.44828 |
| 72 | 0.9 | 0.43722 |
| 73 | 0.96 | 0.43312 |
| 74 | 0.85 | 0.4523 |
| 75 | 0.85 | 0.4469 |
| 76 | 0.84 | 0.41888 |
| 77 | 0.87 | 0.43075 |
| 78 | 0.93 | 0.42524 |
| 79 | 0.98 | 0.41455 |
| 80 | 0.92 | 0.40092 |
| 81 | 0.99 | 0.43639 |
| 82 | 0.9 | 0.44402 |
| 83 | 0.92 | 0.45994 |
| 84 | 0.89 | 0.44517 |
| 85 | 0.97 | 0.46387 |
| 86 | 0.87 | 0.41392 |
| 87 | 0.9 | 0.43428 |
| 88 | 0.99 | 0.4524 |
| 89 | 0.9 | 0.41782 |
| 90 | 0.87 | 0.4276 |
| 91 | 0.94 | 0.44664 |
| 92 | 0.87 | 0.42702 |
| 93 | 0.95 | 0.40269 |
| 94 | 0.84 | 0.42797 |
| 95 | 0.89 | 0.46605 |
| 96 | 0.91 | 0.48529 |
| 97 | 0.91 | 0.43881 |
| 98 | 0.92 | 0.43231 |
| 99 | 0.88 | 0.44156 |
| 100 | 0.86 | 0.43291 |
|  |  |  |
| 6 |  |  |
| 6 |  |  |

Table A.19: Percentage of test suites that kill the mutants (Set3 Part II). Minimum is always 0 .

| $\begin{gathered} \text { FSM } \\ \# \end{gathered}$ | State coverage | Transition coverage | PMATC |
| :---: | :---: | :---: | :---: |
| 1 | 0.7452 | 0.390893 | 0.6567 |
| 2 | 0.7672 | 0.404909 | 0.6681 |
| 3 | 0.766 | 0.38388 | 0.7025 |
| 4 | 0.7568 | 0.399706 | 0.6795 |
| 5 | 0.7912 | 0.409429 | 0.716499 |
| 6 | 0.7974 | 0.412286 | 0.721499 |
| 7 | 0.761 | 0.408863 | 0.682801 |
| 8 | 0.7236 | 0.402134 | 0.6595 |
| 9 | 0.7736 | 0.408647 | 0.6947 |
| 10 | 0.7458 | 0.377457 | 0.653 |
| 11 | 0.788 | 0.420706 | 0.7152 |
| 12 | 0.763 | 0.405353 | 0.6891 |
| 13 | 0.7338 | 0.382743 | 0.6698 |
| 14 | 0.803 | 0.404309 | 0.7318 |
| 15 | 0.7208 | 0.403291 | 0.6372 |
| 16 | 0.79 | 0.409829 | 0.717199 |
| 17 | 0.7866 | 0.399945 | 0.727899 |
| 18 | 0.7304 | 0.421753 | 0.649499 |
| 19 | 0.724 | 0.398503 | 0.665501 |
| 20 | 0.8022 | 0.375026 | 0.7238 |
| 21 | 0.7558 | 0.405522 | 0.661 |
| 22 | 0.7714 | 0.390471 | 0.6638 |
| 23 | 0.7632 | 0.385706 | 0.6827 |
| 24 | 0.7878 | 0.4148 | 0.725899 |
| 25 | 0.7706 | 0.410542 | 0.6815 |
| 26 | 0.814 | 0.388229 | 0.745401 |
| 27 | 0.7474 | 0.382102 | 0.6725 |
| 28 | 0.7958 | 0.402944 | 0.725299 |
| 29 | 0.775 | 0.409415 | 0.700101 |
| 30 | 0.794 | 0.399011 | 0.726199 |
| 31 | 0.8078 | 0.427134 | 0.7005 |
| 32 | 0.7938 | 0.427824 | 0.7273 |
| 33 | 0.7868 | 0.392528 | 0.698699 |
| 34 | 0.7786 | 0.403121 | 0.6974 |
| 35 | 0.7692 | 0.401861 | 0.691201 |
| 36 | 0.7616 | 0.390387 | 0.7066 |
| 37 | 0.7714 | 0.401221 | 0.690101 |
| 38 | 0.7874 | 0.431205 | 0.7158 |
| 39 | 0.7882 | 0.394365 | 0.7138 |
| 40 | 0.7884 | 0.406514 | 0.7114 |
| 41 | 0.7444 | 0.378352 | 0.688599 |
| 42 | 0.763 | 0.401198 | 0.670001 |
| 43 | 0.7324 | 0.403187 | 0.6451 |
| 44 | 0.7898 | 0.396448 | 0.7255 |
| 45 | 0.796 | 0.399034 | 0.7023 |
| 46 | 0.8 | 0.394837 | 0.7265 |
| 47 | 0.7954 | 0.415176 | 0.7058 |
| 48 | 0.762 | 0.406871 | 0.6632 |
| 49 | 0.7852 | 0.4345 | 0.6952 |
| 50 | 0.7738 | 0.40681 | 0.6631 |

Table A.20: Test suite coverage evaluation results in percentages (Set2 Part I). We include Percentages with respect to Maximal Achievable Transition Coverage.

| $\begin{gathered} \text { FSM } \\ \# \end{gathered}$ | State coverage | Transition coverage | PMATC |
| :---: | :---: | :---: | :---: |
| 51 | 0.7616 | 0.400526 | 0.684901 |
| 52 | 0.7772 | 0.418788 | 0.691 |
| 53 | 0.7418 | 0.388171 | 0.679299 |
| 54 | 0.805 | 0.418439 | 0.7239 |
| 55 | 0.7834 | 0.392286 | 0.686499 |
| 56 | 0.7932 | 0.389945 | 0.7136 |
| 57 | 0.7956 | 0.403218 | 0.701599 |
| 58 | 0.7328 | 0.364674 | 0.671 |
| 59 | 0.7758 | 0.404768 | 0.696201 |
| 60 | 0.7766 | 0.396033 | 0.7287 |
| 61 | 0.7652 | 0.396171 | 0.693299 |
| 62 | 0.7596 | 0.403095 | 0.6772 |
| 63 | 0.7674 | 0.398343 | 0.6732 |
| 64 | 0.7868 | 0.409882 | 0.6927 |
| 65 | 0.7922 | 0.408363 | 0.698301 |
| 66 | 0.7748 | 0.411797 | 0.687701 |
| 67 | 0.8096 | 0.436348 | 0.728701 |
| 68 | 0.8042 | 0.431151 | 0.711399 |
| 69 | 0.7686 | 0.388187 | 0.706499 |
| 70 | 0.7644 | 0.388022 | 0.706199 |
| 71 | 0.8192 | 0.395769 | 0.720299 |
| 72 | 0.8152 | 0.406966 | 0.724399 |
| 73 | 0.81 | 0.425 | 0.714 |
| 74 | 0.7542 | 0.381768 | 0.691 |
| 75 | 0.7552 | 0.378737 | 0.7196 |
| 76 | 0.7622 | 0.417665 | 0.697501 |
| 77 | 0.7768 | 0.408855 | 0.6787 |
| 78 | 0.7262 | 0.386509 | 0.6532 |
| 79 | 0.7854 | 0.388989 | 0.7313 |
| 80 | 0.7648 | 0.423418 | 0.669001 |
| 81 | 0.7426 | 0.400248 | 0.6444 |
| 82 | 0.7654 | 0.415305 | 0.6811 |
| 83 | 0.7908 | 0.430307 | 0.7014 |
| 84 | 0.7984 | 0.435901 | 0.7018 |
| 85 | 0.7668 | 0.400059 | 0.6761 |
| 86 | 0.7816 | 0.40092 | 0.6976 |
| 87 | 0.8054 | 0.437143 | 0.7038 |
| 88 | 0.7792 | 0.406994 | 0.7041 |
| 89 | 0.7882 | 0.411345 | 0.703401 |
| 90 | 0.756 | 0.387598 | 0.6938 |
| 91 | 0.7746 | 0.390945 | 0.7037 |
| 92 | 0.765 | 0.407651 | 0.6767 |
| 93 | 0.8102 | 0.434573 | 0.7127 |
| 94 | 0.7446 | 0.415938 | 0.6655 |
| 95 | 0.7514 | 0.419063 | 0.6705 |
| 96 | 0.7968 | 0.411136 | 0.7236 |
| 97 | 0.7452 | 0.376667 | 0.6893 |
| 98 | 0.7638 | 0.405907 | 0.694101 |
| 99 | 0.7834 | 0.413392 | 0.706901 |
| 100 | 0.7802 | 0.405989 | 0.698301 |

Table A.21: Test suite coverage evaluation results in percentages (Set2 Part II). We include Percentages with respect to Maximal Achievable Transition Coverage.

| $\begin{gathered} \mathrm{FSM} \\ \# \end{gathered}$ | State coverage | Transition coverage | PMATC |
| :---: | :---: | :---: | :---: |
| 1 | 0.7778 | 0.415671 | 0.6817 |
| 2 | 0.7662 | 0.405353 | 0.6891 |
| 3 | 0.7938 | 0.413977 | 0.707901 |
| 4 | 0.7974 | 0.424458 | 0.7046 |
| 5 | 0.7744 | 0.399435 | 0.707 |
| 6 | 0.8006 | 0.415407 | 0.714501 |
| 7 | 0.788 | 0.405029 | 0.7007 |
| 8 | 0.7914 | 0.404413 | 0.7239 |
| 9 | 0.7674 | 0.423727 | 0.6822 |
| 10 | 0.7926 | 0.403295 | 0.7098 |
| 11 | 0.7738 | 0.393779 | 0.677301 |
| 12 | 0.8128 | 0.411916 | 0.687901 |
| 13 | 0.78 | 0.404128 | 0.695101 |
| 14 | 0.7956 | 0.422083 | 0.7091 |
| 15 | 0.7538 | 0.397337 | 0.6715 |
| 16 | 0.7974 | 0.393757 | 0.7127 |
| 17 | 0.8096 | 0.425154 | 0.693 |
| 18 | 0.7804 | 0.411183 | 0.6949 |
| 19 | 0.7802 | 0.403489 | 0.694001 |
| 20 | 0.7968 | 0.405114 | 0.713 |
| 21 | 0.7718 | 0.418235 | 0.711 |
| 22 | 0.7718 | 0.432911 | 0.684 |
| 23 | 0.7926 | 0.408864 | 0.7196 |
| 24 | 0.8026 | 0.424551 | 0.709001 |
| 25 | 0.7774 | 0.409538 | 0.7085 |
| 26 | 0.7462 | 0.391737 | 0.654201 |
| 27 | 0.7988 | 0.419461 | 0.700501 |
| 28 | 0.773 | 0.3925 | 0.7222 |
| 29 | 0.7804 | 0.399385 | 0.7149 |
| 30 | 0.7782 | 0.388506 | 0.675999 |
| 31 | 0.8176 | 0.419581 | 0.700701 |
| 32 | 0.7576 | 0.424494 | 0.6707 |
| 33 | 0.797 | 0.413684 | 0.707401 |
| 34 | 0.7876 | 0.411579 | 0.7038 |
| 35 | 0.799 | 0.399375 | 0.7029 |
| 36 | 0.801 | 0.405967 | 0.7348 |
| 37 | 0.8006 | 0.439062 | 0.7025 |
| 38 | 0.7938 | 0.408855 | 0.6787 |
| 39 | 0.799 | 0.40578 | 0.702 |
| 40 | 0.7884 | 0.387263 | 0.7358 |
| 41 | 0.7696 | 0.393559 | 0.6966 |
| 42 | 0.7598 | 0.390284 | 0.6869 |
| 43 | 0.7528 | 0.406023 | 0.694301 |
| 44 | 0.7468 | 0.422581 | 0.655 |
| 45 | 0.7734 | 0.41 | 0.6724 |
| 46 | 0.7776 | 0.392198 | 0.713799 |
| 47 | 0.815 | 0.421006 | 0.7115 |
| 48 | 0.7652 | 0.408963 | 0.6707 |
| 49 | 0.781 | 0.396497 | 0.7018 |
| 50 | 0.7974 | 0.42018 | 0.701701 |

Table A.22: Test suite coverage evaluation results in percentages (Set3 Part I). We include Percentages with respect to Maximal Achievable Transition Coverage.

| $\begin{gathered} \mathrm{FSM} \\ \# \end{gathered}$ | State coverage | Transition coverage | PMATC |
| :---: | :---: | :---: | :---: |
| 51 | 0.77 | 0.410424 | 0.6772 |
| 52 | 0.7694 | 0.403932 | 0.718999 |
| 53 | 0.7644 | 0.429814 | 0.692 |
| 54 | 0.7758 | 0.40386 | 0.690601 |
| 55 | 0.7988 | 0.438853 | 0.689 |
| 56 | 0.7748 | 0.388258 | 0.691099 |
| 57 | 0.8038 | 0.408324 | 0.7309 |
| 58 | 0.7874 | 0.395281 | 0.703599 |
| 59 | 0.782 | 0.436346 | 0.6807 |
| 60 | 0.7952 | 0.405402 | 0.705399 |
| 61 | 0.8026 | 0.439752 | 0.708 |
| 62 | 0.7938 | 0.427048 | 0.7089 |
| 63 | 0.7782 | 0.431503 | 0.6602 |
| 64 | 0.8098 | 0.435151 | 0.717999 |
| 65 | 0.7708 | 0.401395 | 0.690401 |
| 66 | 0.8094 | 0.447 | 0.7152 |
| 67 | 0.7968 | 0.418537 | 0.6864 |
| 68 | 0.7756 | 0.399535 | 0.687201 |
| 69 | 0.7998 | 0.42 | 0.714 |
| 70 | 0.7984 | 0.411573 | 0.732599 |
| 71 | 0.8216 | 0.424269 | 0.725501 |
| 72 | 0.8052 | 0.409714 | 0.716999 |
| 73 | 0.7742 | 0.422638 | 0.6889 |
| 74 | 0.8286 | 0.441212 | 0.727999 |
| 75 | 0.799 | 0.416667 | 0.7125 |
| 76 | 0.7854 | 0.382989 | 0.7047 |
| 77 | 0.7798 | 0.413721 | 0.711601 |
| 78 | 0.7704 | 0.409177 | 0.6956 |
| 79 | 0.7348 | 0.397831 | 0.6604 |
| 80 | 0.7762 | 0.398962 | 0.7301 |
| 81 | 0.7524 | 0.412468 | 0.6517 |
| 82 | 0.7512 | 0.42075 | 0.6732 |
| 83 | 0.7704 | 0.414479 | 0.6756 |
| 84 | 0.8016 | 0.412486 | 0.7136 |
| 85 | 0.7934 | 0.420311 | 0.6767 |
| 86 | 0.7848 | 0.401808 | 0.7112 |
| 87 | 0.8016 | 0.401932 | 0.7074 |
| 88 | 0.7922 | 0.40503 | 0.6845 |
| 89 | 0.7618 | 0.405497 | 0.693401 |
| 90 | 0.807 | 0.390909 | 0.731001 |
| 91 | 0.733 | 0.397469 | 0.6439 |
| 92 | 0.7916 | 0.428036 | 0.7191 |
| 93 | 0.7738 | 0.39676 | 0.7102 |
| 94 | 0.7826 | 0.412126 | 0.7171 |
| 95 | 0.8102 | 0.415882 | 0.707 |
| 96 | 0.807 | 0.452467 | 0.6787 |
| 97 | 0.79 | 0.425864 | 0.6899 |
| 98 | 0.794 | 0.395304 | 0.7155 |
| 99 | 0.8116 | 0.427679 | 0.7185 |
| 100 | 0.7898 | 0.415385 | 0.702 |

Table A.23: Test suite coverage evaluation results in percentages (Set3 Part II). We include Percentages with respect to Maximal Achievable Transition Coverage.
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[^1]:    ${ }^{1}$ The number of tests needed to exhaustively test even the simplest systems is exorbitant. For example, exhaustive testing of a black-box implementation of a method adding two numbers on a 32 -bit machine needs around $8 \cdot 10^{28}$ tests.

[^2]:    ${ }^{2}$ https://github.com/agbs-uni-bremen/fsmlib-cpp

[^3]:    ${ }^{3} \mathrm{~A}$ distinguishing sequence is an input sequence that produces different output sequences from the different states of the FSM.
    ${ }^{4}$ It also requires the specification to be minimal but any deterministic, completely-specified FSM can be converted into an equivalent minimal deterministic, completely-specified FSM.

[^4]:    ${ }^{5} \mathrm{~A}$ test suite kills a mutant if the test suite contains a test case such that the specification and mutant produce different outputs in response to this test case.
    ${ }^{6}$ In Section 5.5 we describe how TSDm has been used in test selection.

[^5]:    ${ }^{7}$ In each selection, we have a binomial distribution (50\% probability of choosing the better test suite), and the repetition of this binomial distribution produces a Poisson distribution of $\lambda=50$.
    ${ }^{8}$ https://github.com/txt/ase16/blob/master/doc/stats.md

[^6]:    ${ }^{9}$ A mutant is killed if an input action is received in a state where it is not defined or the wrong output action is observed.

[^7]:    ${ }^{10}$ The experiments were run on a GNU/Linux machine with an AMD® Ryzen threadripper 1920 X at $3.50 \mathrm{GHz} \times 12$ cores and with 32 GB of RAM (although only one core was running at a time and we did not use more than 4 Gb of RAM).

