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Reducing data requirements when selecting  

Key Performance Indicators for Supply Chain Management: 

The case of a multinational automotive component manufacturer 

 

Abstract  

The recent trend towards collecting large amounts of data potentially allows organisations to 

identify previously unknown data patterns that can lead to significant improvements in their 

performance across the whole supply chain.  However, carrying on collecting this data over time 

and across numerous locations is expensive.  Consequently, when monitoring performance, 

organisations can be faced with a dichotomy between continuing to collect large amounts of data 

or whether to use a much reduced set of data.  This is a particular problem with Key Performance 

Indicators (KPIs).  Additionally, too many indicators can lead to difficulty in data interpretation 

and significant overlaps between the indicators, making the understanding and managing of 

changes in performance more difficult.  In this paper, a novel statistical approach is introduced 

based on the use of Principal Component Analysis (PCA) to reduce the number of KPIs, followed 

by using TOPSIS (Technique for Order Performance by Similarity to Ideal Solution) for validating 

the results. It is applied to the case of a multinational automotive component manufacturer where 

28 KPIs were reduced to 8. The performance of the original set of 28 KPIs was compared with 

that of the reduced set of 8 KPIs. The peaks of the two TOPSIS time-series coincided, and there 

was a high correlation between them.  Therefore, having the extra 20 indicators provided little 

extra precision for the considered time interval.  Hence, the approach is a valuable tool in helping 

to reduce a large number of KPIs down to a more practical and usable number.   
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1. Introduction 

A major direction in Operations and Supply Chain Management over the last few years has been 

the collection and analysis of increasing amounts of data. The hope has been that collecting 

evermore data and then employing data analytics, would provide organisations with insights that 

would be commercially advantageous.  However, when monitoring an organisation’s performance, 

the potential benefits from gathering large amounts of data, need to be offset against the difficulty 

for managers to interpret the high dimensional results.  This conflict is well established in the 
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literature (see below), and is a particular problem for Key Performance Indicators (KPIs) as 

assessing an organisation’s success is a multi-dimensional and subjective matter.  Consequently, 

we propose and analyse an approach that allows organisations to manage the conflicting objectives 

of fully utilising the big data that they can now capture, and the need to be able to incorporate 

management understanding into any subsequent analysis.   

Most large organisations use KPIs as a decision-aiding tool in order to manage their business and 

their supply chains, with management strategy connecting the KPIs to the organisational goals 

(Okoshi et al., 2019).  However, selecting good indicators can be difficult as their effects on 

ultimate business goals (such as profits) are often indirect and not easily quantifiable (Franceschini 

et al., 2007).  Choosing too few indicators can lead to important factors being overlooked.  On the 

other hand, choosing too many indicators has the disadvantage of diverting attention away from 

the factors that actually make a difference to the company’s performance while incurring additional 

costs due to the extra data collection (Almeida and Calistru, 2013).  Consequently, (Brown, 1996) 

noted that when constructing performance measurement systems: 

“The most common mistake organizations make is measuring too many variables.  The next most common 

mistake is measuring too few.”  

This is echoed by Chae (2009) who notes that contrary to the common belief that an increase in 

the volume of information is better, when it comes to KPIs “the less is better”, keeping the 

information used for control and monitoring to that which is necessary.  Hawkins (2004) notes 

that having too many predictors affects, amongst other things, the portability of the model.  

Although the problem of having too many performance indicators in supply chain management 

has been recognised as a significant issue for over 20 years (e.g. Brown, 1996), very little has been 

reported on practical applications of statistical and multi-criteria decision-making approaches for 

reducing a large set of indicators to a more manageable subset.   

This problem will continue to grow as there are several reasons for the continued increase in the 

amount of performance data that is collected. For instance, the increasing relevance of the 

sustainability discourse in Supply Chain Management, along with the emergence of the Circular 

Economy paradigm (Genovese et al., 2017a), requires organisations to monitor their performance 

across an even wider range of measures (mainly environmental and social ones) (Genovese et al., 

2017b). For this reason, several large industrial organisations are launching Big Data programmes. 

Due to the quantity of data within such projects, knowing what is most valuable to the firm can 

drive the success of the massive data acquisition and processing efforts. According to Fanning 

(2016), the effectiveness of such programmes can be enhanced by the careful selection of a set of 
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KPIs, which can provide a useful way to prioritise organisational values and goals in a Big Data 

environment.  

The approach proposed in this paper is based on the subsequent use of (i) an objective statistical 

approach using Principal Component Analysis (PCA) for selecting the most efficient and effective 

subset of KPIs and of (ii) the TOPSIS (Technique for Order Performance by Similarity to Ideal 

Solution) method for validating the selection process, by comparing the performances of the initial 

and the reduced set of KPIs.  In particular, PCA is employed to find the main latent variables 

present in the full set of KPIs.  Performance indicators that are strongly correlated to these 

principal latent variables are then identified and form the reduced set of KPIs (selection step). As the 

full and reduced sets of KPI are not normally aggregated into a single score as they are time series, 

it is not possible to directly compare the performances of the two sets of indicators to validate the 

selection process.  For this reason, alternative approaches are needed.  Our proposal consists in 

employing TOPSIS to assess how well the reduced set of indicators mirrors the performance 

predicted by the full set.  While TOPSIS has been used in conjunction with KPIs (see, e.g. 

Tavassoli, 2020), to the best of our knowledge, it has never been used to compare the information 

contained in the full set of KPIs with the information in a reduced set of KPIs created by using 

PCA.  Its employment in this sort of validation step represents a key, novel feature of the approach 

and it is particularly useful when indicators are not aggregated in to a single score and cannot be 

directly compared.  

The proposed methodology is applied to the case of a large multinational company from the 

automotive sector, specialising in the manufacture of high complexity aluminium components.  

The highly resource intensive nature of the automotive manufacturing industry (Amrina and Yusof, 

2011) means that good access to prompt and accurate KPIs is an important factor for successful 

business operations (Chae, 2009).  One of the regional areas of the company developed an 

extensive set of supply chain related indicators in the form of a scorecard.  This supply chain 

scorecard was conceived as a regional solution, but its perceived success led to a desire to adopt 

the scorecard for its use in global performance comparison, evaluation and decision making.  

However, the large, unwieldy number of indicators included in the scorecard was an obstacle to 

this international roll out.  Consequently, the objective behind the methodology was to reduce the 

number of indicators to the best possible set .  

The remainder of this paper is organised as follows: the next section provides a literature review 

on the usage of KPIs for benchmarking supply chains, followed by the description of the 

methodological details of the approach proposed for selecting the KPIs. The case study is then 
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described, before the presentation and the discussion of the results obtained from the application 

of the methodology. Finally, some conclusions are drawn. 

 

2. KPIs for Supply Chains 

Although the principles underlying the construction and usage of KPIs are universal, the choice 

of indicators is specific to different management areas, and within these areas, it is specific to 

different industrial sectors (Christopher and Towill, 2002). The measurement of supply chain 

performance has been receiving increasing attention in the past decades because it plays a vital role 

in business related activities, manufacturing and services industries, in increasing their efficiency, 

effectiveness and overall profitability (Cai et al., 2009; Katiyar et al., 2015; Taticchi et al., 2015).  

Performance metrics or KPIs offer an overall visibility of the supply chain, helping to asses its 

performance and revealing potential opportunities (Chae, 2009). Gunasekaran et al. (2001) provide 

a list of potential performance measures that can be used to assess Supply Chains, while 

Gunasekaran et al. (2004) present an overview on the different levels of measurements involved 

in Supply Chain Management.  Strategic level measurements mainly influence the top management 

decision-making, offering a wider overlook of the company policies and corporate plans; tactical 

measurements manage resource allocation to achieve company targets, whereas the operational level 

metrics include the assessment of accurate data for decision-making by lower management that 

lead to the accomplishment of the tactical objectives.  Moreover, Angerhofer and Angelides (2006) 

highlight the importance of collaboration among the different levels of metrics, in such a way to 

increase the benefits and alignments of the different managerial decisions involved in the supply 

chain to achieve the business objectives.  The drivers for success in a Supply Chain Management 

performance measuring system are the commitment of the top management, consistency whithin 

the objectives and an effective information system (Charan et al., 2008).  A key challenge is the 

effective identification and selection of KPIs to accomplish the latter two tasks (Cai et al., 2009).   

Turning to the automotive sector, major companies co-operate with hundreds of different 

suppliers around the globe ranging from consumables to key components, meaning that the 

automotive supply chain is highly complex when compared with most other production networks 

(Scannell et al., 2000, Olugu et al., 2011).  Therefore, there is a need for well chosen performance 

metrics facilitating more open and transparent interactions among the supply chain members 

(Schmitz and Platts, 2004; Gunasekaran and Kobu, 2007).  In particular, increased understanding 

between the partners enables more flexibility in the supply chain which can be particularly 

advantageous in the technologically complex automotive supply chains (Martinez Sanchez and 
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Perrez Perez, 2005).  Hence, the KPIs need to be simple to aid this understanding (Krakovics et 

al., 2008).   

Katiyar et al. (2015) summarise in twenty different factors the main KPIs from the literature and 

adapt them to the automotive industry.  These range from “hard” factors such as quality or product 

cost to “soft” ones like buyer-supplier relationship or flexibility. Nevertheless, there is no unique 

set of KPIs that successfully presents in a single picture the performance of the different axes of 

the supply chain.   

Estampe et al. (2013) summarise different available performance evaluation models, such as the 

Balanced Scorecard and Supply Chain Operation Reference (SCOR), identifying their similarities 

and scopes, and providing a table for guidance on which ones are appropriate for which situations.  

However, a common problem for all of them is how to choose, prioritise and weight performance 

indicators. Various issues can arise; for example, having an extensive variety of individual 

measurements for a supply chain context may be desirable but it is likely to be difficult to obtain 

values for the different member of the supply chain participants.  Another problem is the difficulty 

in identifying cause-effect patterns due to the interactions and overlaps among the indicators (Cai 

et al., 2009). Saad and Patel (2006) found that the performance indicators were focused on 

technical and tangible factors whereas measuring and improving relationships was not regarded as 

a high priority. Gunasekaran and Kobu (2007) concluded that an effective performance 

management system should be reliable, practical and compatible with the existing information 

systems with easy measurements at a low cost.  Moreover, performance measures need to be 

periodically reviewed to check for their continued relevance (Bourne et al., 2000), and so their 

number needs to be small enough so that their contribution can be assessed.   

Stricker et al. (2017) clearly state that the main challenge in designing KPIs consists in carefully 

selecting measures: on the one hand, enough KPIs must be selected for a sufficiently high 

information content; on the other hand, the cognitive abilities of users should not to be 

overstrained by selecting too many KPIs. They noted, though, that in corporate practice, the 

selection of KPIs is often undertaken emphasising historical usage and the implicit knowledge of 

decision-makers, rather than on the basis of transparent mechanisms clearly outlining benefits to 

users. Hence, objective scientific approaches supporting the selection process of KPIs are 

beneficial for managerial practice, both in an ex-ante (in the phase of construction of a performance 

measurement system) and in an ex-post (once it already exists and needs appropriate revisions) 

fashion. In order to deepen the literature related to the approaches for reducing the number of 

KPIs, a Scopus search was carried out. The search criterion was “Key Performance Indicator” and 

one of {“Reduc*”, “Select*”}. The abstracts of the 2,271 papers meeting the criterion were 
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analysed. A large majority of the papers were not relevant as the reduction or the selection was not 

referring to the set of KPIs, but to their use, e.g. in reducing cost.  The papers that considered 

reducing the number of KPIs were predominantly focused on Multi-Criteria Decision-Making 

approaches, such as Analytic Hierarchy Process (and its variants) (Carlucci, 2010; Podgórski, 2015; 

Kumar and Garg, 2017), Delphi (Li et al., 2020) and ELECTRE (Gonçalves et al., 2015).  Some 

contributions based on linear programming (Liebetruth and Otto, 2006) were found. However, 

such approaches do not address the issue of interdependences and redundancies among KPIs, but 

rely on expert judgement to drive the selection and the structuring of KPI systems.  A rare 

exception to these approaches was Sanchez-Marquez et al. (2020) where PCA was used to select a 

subset of the KPIs.  However, the appropriateness of the reduction was viewed in terms of the 

PCA measures rather than an independent measure of the information that the full and reduced 

KPI sets contain. As mentioned by Stricker et al. (2017), the literature does not seem to consider 

the need to balance a sufficiently large information content and the mental overload of decision-

makers; this issue is mainly addressed at a qualitative and discursive level. Furthermore, studies 

seem not to mention in an explicit manner problems arising when there is a need to analyse and 

streamline existing sets of KPIs. 

In this work, we aim to fill this gap by proposing an approach that, with the reference to an initial 

set of KPIs, allows the extraction of the most effective subset of KPIs that are able to retain the 

informative level initially captured (time period by time period variation) while reducing at the 

same time the interdependencies and redundancies between the KPIs.  This involves two stages, 

firstly using PCA to reduce the KPIs, and secondly checking the performance of the reduced 

number of KPIs using TOPSIS. Therefore, how TOPSIS has been applied in analogous situations 

was investigated by Scopus searches on “TOPSIS” and “Key Performance Indicator” (giving 21 

records), “TOPSIS” and “Principal Component Analysis” (giving 111 records), and “TOPSIS” 

and either “dimension reduction” or “size reduction” (giving 4 records).  Nothing matching the 

motivating company problem highlighted in the Introduction was found.  Generally, TOPSIS was 

used to rank alternatives, e.g. projects, so that the highest ranking ones could be chosen, see for 

example Mohammed et al. (2019).  The closest matches to the approach described in Section 3 

were provided by the work of Jiang (2013) and Forghani et al. (2018), where TOPSIS was 

employed for ranking alternatives after a set of reduced criteria had been obtained through the 

application of PCA. However, the use of TOPSIS as a way to evaluate the appropriateness of the 

data reduction effort deriving from the application of PCA, is a novelty. A key feature of the 

problem is that unlike, for example, using TOPSIS to rank a set of companies at a point in time 

based on their performance measures as in Hsu (2013), the KPIs are time series.  Hence TOPSIS 
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is used to assess how the reduced data set has captured the main fluctuations present in these time 

series.  

The next section illustrates the proposed methods for achieving the objectives of the paper. 

3. Methodology  

There are two stages to the approach.  Firstly, PCA is used to reduce the full set of KPIs to a 

smaller set of the most important ones.  Secondly, how well the time series information provided 

by the full set of KPIs is captured by this smaller set of KPIs, is assessed using TOPSIS. 

3.1 Reducing the Volume of Data: Principal Components Analysis 

The main aim of the procedure presented in this study is to reduce the volume of existing data 

related to performance indicators, so as to obtain a more manageable set of measures.  

Principal Components Analysis (PCA) is a multivariate technique.  Starting from a set of correlated 

variables C={c1, c2, .., cn}, PCA seeks to build a new set of uncorrelated artificial variables U={u1, 

u2, .., un}. These artificial variables, known as principal components, are obtained as linear 

combinations of the original variables, with the objective of obtaining a limited subset of 

components that are capable of explaining a large quota of the variance of the original dataset. 

This is useful for identifying redundant variables that can be removed, therefore reducing the level 

of complexity. For this reason, PCA seems particularly suitable to the research aims of this study. 

PCA will transform the original correlated indicators into a set of new uncorrelated and orthogonal 

variables, preserving the maximum possible proportion of variation in the data set.  

Considering the set C of n indicators, the n principal components uk (k=1, .., n) can be defined as: 

uk = bk1c1 + … + bkjcj + … + bkncn  

The generic weight bkj represents the influence of indicator j on the component k. In particular, 

weights bkj are “optimally” calculated through appropriate algorithms in order to maximise the 

amount of variance explained through a limited number of components and minimise the 

correlation within the component themselves (Kim and Mueller, 1978). The objective is to produce 

the set of components that can better describe the observed variables, for the given set of data 

(for a more detailed explanation, see Stevens, 2002). Extracted components can be then ranked in 

descending order, according to the amount of the total variance explained (Bruno et al., 2010). 

In order to choose a significant subset U’ of the principal components uk, many rules can be used. 

Various methods have been put forward (and are used) for deciding how many principal 

components should be retained in a model, see for example Jolliffe (1986) and Krzanowski and 

Marriott (1994).  Common ones are to use: a ‘scree plot’ of the eigenvalues looking for an ‘elbow’ 
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after which the graph drops much more slowly; the ‘eigenvalue criterion’, which requires that a 

component’s associated eigenvalue is at least 1; the ‘cumulative percentage’ threshold of the total 

variation from summing over the largest eigenvalues and to set a threshold of say 80% or 90% (for 

detailed explanations, see Jolliffe, 1986; OECD, 2008).  Although widely used, the element of 

subjectivity in the ‘scree plot’ and ‘cumulative percentage’ approaches, led to the ‘eigenvalue 

criterion’ being the primary approach adopted for choosing the principal components to retain in 

this research.  

It must be highlighted that, as principal components are linear combinations of the original 

indicators, they just represent artificial variables, which might lack physical meaning. As such, their 

usage does not represent, by itself, a practical reduction in terms of the number of physical 

indicators. For this reason, a correlation matrix R={rik} between each indicator 𝑖 (i=1 … n) and 

each selected component k (k=1 … p) is calculated.  Several alternatives for defining which of the 

variables comprise the most important ones in PCA, have been put forward (Jolliffe 1986).  The 

approach chosen was to “associate one variable with each of the first selected p Principal Components, namely 

the variable not already chosen, with the highest coefficient, in absolute value, in each successive Principal Component” 

(Jolliffe 1986, p. 108) as this was one of the methods that Jolliffe (1972 and 1973) found to give 

reasonable subsets most of the time.  In this way, we identify the subset of indicators with the 

highest values of rik for each k ∈ U’.  These indicators can be seen as “core” indicators, as their 

usage (opposed to the usage of the whole set of original variables) can still explain a very significant 

amount of variance. However, Krzanowski and Marriott (1994, page 84) note that “any subset that 

adequately represents the data and is easier to interpret than the principal components based on the full set, is worth 

considering”. 

3.2 Evaluating the Effectiveness of the Selected Subset 

The focus of this research is on the situation where the full set of performance measures have 

been chosen after an extensive internal consultation process by a company as being key measures 

of their Supply Chain Management performance. However, this process did not prescribe the 

combining of these measures into a single performance value, i.e. a number of important measures 

have been identified but not their inter-relationships. Consequently, determining how effectively 

the subset retains the key information contained in the full set of measures presents a very different 

challenge from cases in which there is a combined performance value, such as in Bruno et al. 

(2010). As such, the TOPSIS approach was selected to define an ideal solution as a combination of 

the full set of measures when they were each at their most positive extreme across the time horizon, 

and a non-ideal solution as the combination of the same full set of measures when they were each at 

their most negative extreme across the same period. For each time period, the distance of the score 
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of these measures from these two extremes was determined. A similar calculation was performed 

for each time period using the reduced set of measures.  Comparing these two time series showed 

how well the information in the reduced set of measures mirrored the information in the full set.  

A detailed description of this stage is given in the Appendix.   

 

Figure 1: The steps involved in selecting and assessing the subset of the KPIs 

 

4. Application of the method 

The company that motivated the development of the method (see the Introduction) is used to 

illustrate the approach.  

4.1 The Case Company and its objectives 

The case company is a global automotive industry company specialising in the manufacture of high 

complexity aluminium components such as cylinder heads, blocks, transmissions and structural 

Starting point: the full set of KPIs 

Principal Component Analysis 

Find the most important KPIs in these components 

Apply TOPSIS  
to the initial set of KPIs 

Compare the two time series 

Produce Closeness Index time series 

Apply TOPSIS  
to the reduced subset of KPIs 

Produce Closeness Index time series 
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parts for over fifty customers worldwide.  These are supplied by thirty-five manufacturing facilities 

in fifteen different countries spread across three continents.  As of 2015, the company employed 

over 21,000 people worldwide, generating revenues of US$4.5 billion. 

The company supply chain team has been working since 2010 on the development of a scorecard 

to analyse their performance.  After a favourable local reception, this was rolled-out globally in 

2015.  The scorecard includes an extensive set of twenty-eight base indicators such as purchasing 

volume, number of active suppliers, inventory value and delayed accounts payable, covering the 

four areas of purchasing, warehouse, logistics and finance.  These 28 indicators (shown in Table 

1) were collected at all of the locations. The scorecard is intended to offer a comprehensive set of 

up to date information from the components of the supply chain that have been identified as being 

relevant, and to be accessible through the internal Enterprise Resource Planning (ERP) system.  

The majority of the KPIs are calculated automatically from data extracted from the ERP, but there 

are a few that are computed from internal inputs by a designated authorised individual.  

One of the current goals of the company is the comparison of performances between locations.  

However, the relatively large number of indicators used in the scorecard means that it is hard to 

get a clear understanding of the overall relevance of the contribution from each one.   

Therefore, the company identified a need for 

“A reduced set of extremely relevant information that tells us how and what we do locally and regionally to allow 

immediate decisions to be taken that makes sense to global business”. 

Hence, the aim was to form a subset of the 28 performance measures that provided most of the 

information contained in the full set of 28 measures, i.e. the subset should be efficient and effective 

(Jollands et al. 2004, Bruno et al. 2010) – efficient as the performance information is represented 

without redundancy, and effective as the subset provides sufficient information for determining 

where the overall performance identifies that an intervention is needed.   
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Table 1: Original KPIs utilised by the case company.   

ID Indicator Description 
Example Value 
(monthly basis) 

c01 Purchasing volume  
Purchase volumes (excluding Inter Company 
purchases)  

$106,478,637 

c02 Invoice values Total Invoice values  $105,241,328 

c03 
Headcount of purchasing 
staff 

Number of employees working in the purchasing 
function 

33 

c04 
Purchasing volume per 
employee 

Average purchasing volume per employee 3,226,625 

c05 
Invoice value per 
employee 

Average invoicing volume per employee 3,189,131 

c06 Total Purchase Orders Quantity of Purchase Orders 7,243 

c07 
No. of total Purchase 
Orders per employee 

Average Purchase Orders per employee 220 

c08 No. of active suppliers No. of active supplier with positive invoice value 856 

c09 No. of coded parts 
No. of registered parts on the ERP system at the 
end of the current month  

23,289 

c10 Certified Savings 
Total amount of certified savings at the end of the 
current month 

1,220,433 

c11 
Certified Savings per 
Employee 

Certified Savings per employee (determined as KPI 
10 divided by KPI 03) 

$36,983 

c12 Framework contracts 
Percentage of purchases happening through 
Framework contracts over total purchases 

44.44% 

c13 Automatic Ordering 
Percentage of purchases happening through 
automatic ordering over total purchases 

32.71% 

c14 
Aging of open 
requisitions 

Average days of open requisitions not transformed 
in a Purchase Order 

6.64 

c15 Total Requisition items Total requisition items 6,851 

c16 
No. of emergency 
Purchase Orders 

Quantity of Purchase Orders classified as “urgent” 250 

c17 
No. of single source 
supplier 

No. of supplier being classified as unique source 
for specific category/material/services  

145 

c18 
Average days for payment 
to vendors 

Average days between purchase order and issuing 
of a payment to suppliers 

73.45 

c19 
Average days of delays in 
payments 

Average days of delays in payments to suppliers  35.34 

c20 Accounts payable 
Total amount of payable accounts (marked as “on 
time”) $193,125,267 

c21 Delayed accounts payable 
Total amount of payable accounts (marked as 
“delayed”) $46,338,484 

c22 Inventory Value 
Stock inventory value excluding raw materials, just 
including finished and semi-finished goods 

$23,859,859 

c23 
Non Moving Inventory 
Value 

Value of non-moving inventory (12 month without 
movement) 

$7,655,908 

c24 
Consignment Inventory 
Value 

Value of inventories under supplier’s property 
(consignment stock) 

$2,874,085 

c25 Inventory turnover rate 
Inventory turnover rate (obtained dividing 
Purchase volume / average inventory value) 

4.47 

c26 Fill Rate 
Purchase Order lines delivered with planned 
quantity (i.e., with all Purchase Order lines 
delivered) against total lines 

87.03% 

c27 On time delivery 
Purchase Order Lines that were delivered within 
the planned time. 

62.18% 

c28 
Longest Response  
time 

Delivery status (in days) of the longest overdue 
purchase order 

1,245 
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4.2 Selection step (PCA) 

The observations used to illustrate the approach for reducing the number of performance 

measures were the weekly values of the 28 measures for the forty-two months from January 2013 

to June 20161.  Figures 2.a and 2.b show the radar charts of the 28 variables for each of the 42 

months (considering aggregated monthly values).  Figure 2.a displays the yearly changes for January 

to June, while Figure 2.b covers the months July to December.  The lengths for each measure have 

been standardised to lie between 0 and 1 so as to make them visually comparable.  It is noticeable 

that the month to month patterns are more similar than those for the same month across the years; 

this seems to exclude cyclical and seasonal variations. The high level of variance over the 42 

months indicates that there are a number of factors being measured by the performance indicators.   

 
Figure 2.a: Radar charts of the 28 performance measures for each of the January to June months during 

the observation period 

                                                             
1 PCA was run by utilising weekly values in order to rely upon a number of observations (182 weeks related to the 
considered 42 months) much larger than the number of considered variables (28). For ease of reporting, though, in 
the rest of the paper, measures are considered on a monthly horizon. 
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Figure 2.b: Radar charts of the 28 performance measures for each of the July to December months 
during the observation period 

The results of the PCA are shown in Table 2.  The ‘eigenvalue criterion’ suggests using the first 8 

principle components as the reduced set.  Although there is no clear breakdown point when the 

values in Table 2 are plotted as a scree chart (Figure 3), the 90% cumulative percentage variance 

threshold falls between components 8 and 9, and there is a relatively large gap in going from the 

8th eigenvalue of 1.2 to the 9th eigenvalue of 0.7 (see also Figure 4).  Hence, both the ‘scree plot’ 

and the ‘cumulative percentage’ criteria also suggest using the first 8 principal components, and so 

these were used as the basis of the subset.  As such, the results from the PCA show that the 

complete set of information can be reduced from the initial twenty-eight indicators to eight 

components that explain over 88% of the variance.  

The next stage was to select the 8 performance measures that best model these 8 components.  

Following on from the discussion in the methodology section (3.1), the components were taken 

in order of importance and for each component, the measure with the highest absolute coefficient 

that had not already been selected, was selected.  The original set of indicators was correlated to 

the extracted eigenvectors of the components to formulate an interpretation based on the loadings, 

based on an approach similar to Kaiser’s (Jackson, 1993), where the highest factor loading from 

the extracted component better represents the respective correlated KPI. The results are shown 

in Table 3, where the selected KPIs have been shaded.  It can be noticed, for example, that the 

indicator c7 (“No. of total Purchase Orders per employee”), that appears in the reduced set of 8 

KPIs, is characterized by high interrelationships with c3 (“Headcount of purchasing staff”), c4 

(“Purchasing volume per employee”) and c5 (“Invoice value per employee”). This means that c7 is 



 

14 / 29 

 

able alone to capture the information provided by a larger set of indicators.  Similarly, the 

information from c6 (“Total Purchase Orders”) is largely captured by c7 and c13 (“Automatic 

Ordering”).   

 

Figure 3: Scree Plot of extracted components 

Table 2: The components identified by the PCA 

Component 

Initial Eigenvalues 

Total 
Variance 

(%) 

Cumulative 
Variance  

(%) 

u1 9.7 34.6 34.6 

u2 4.0 14.4 49.0 

u3 2.4 8.7 57.7 

u4 2.3 8.1 65.8 

u5 2.0 7.3 73.1 

u6 1.7 6.2 79.2 

u7 1.4 4.9 84.1 

u8 1.2 4.2 88.3 

u9 0.7 2.6 90.9 
u10 0.5 1.8 92.7 
u11 0.5 1.6 94.3 
u12 0.4 1.3 95.6 

…    
u26 0.0 0.0 100.0 
u27 0.0 0.0 100.0 
u28 0.0 0.0 100.0 

0

1

2

3

4

5

6

7

8

9

10

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28

E
ig

e
n

v
a

lu
e

Component



 

15 / 29 

 

 

Figure 4: The variance and cumulative variance explained by the extracted components 

 

Table 3: Factor loadings of original performance indicators on the eight extracted principal components.  

Indicator  
Principal Component 

u1 u2 u3 u4 u5 u6 u7 u8 

Purchasing volume  c01 -.065 .221 .768 -.398 .317 -.171 -.128 -.007 
Invoice values c02 -.411 .467 .315 .252 .178 .428 .001 .101 

Headcount of purchasing staff c03 -.934 -.117 .132 .175 .061 -.134 .101 .057 
Purchasing volume per employee c04 .921 -.031 .185 -.228 .161 .003 -.073 -.068 

Invoice value per employee c05 .954 -.053 -.078 -.047 .004 .179 -.109 -.073 
Total Purchase Orders c06 .617 -.100 .047 .062 .285 .266 .611 -.085 

No. of total Purchase Orders per employee c07 .962 -.136 -.087 -.048 .084 .102 .052 -.126 
No. of active suppliers c08 .790 -.448 -.020 .173 .093 .083 -.074 -.055 

No. of coded parts c09 -.289 .793 .129 .428 .040 -.108 .014 -.030 
Certified Savings c10 .577 .000 .073 .332 .055 -.461 .204 .529 

Certified Savings per Employee c11 .613 -.049 .051 .306 .056 -.477 .202 .499 
Framework contracts c12 -.034 .704 -.440 .190 -.081 -.141 -.125 -.113 
Automatic Ordering c13 -.072 .313 -.217 .001 .437 -.231 .645 -.350 

Aging of open requisitions c14 .210 -.327 -.043 -.092 -.647 -.087 .165 -.071 
Total Requisition items c15 .569 -.083 .193 .386 .147 .519 -.074 .128 

No. of emergency Purchase Orders c16 .034 .409 -.086 -.319 -.425 .447 .268 .393 
No. of single source supplier c17 -.597 -.366 .307 -.055 -.121 .297 .112 .336 

Average days for payment to vendors c18 -.210 -.226 -.507 -.292 .629 .138 -.103 .266 
Average days of delays in payments c19 -.261 -.050 -.571 -.228 .589 .137 -.118 .239 

Accounts payable c20 .470 .725 -.043 .095 .012 .156 -.274 .062 
Delayed accounts payable c21 .190 .808 -.233 -.188 -.085 -.194 -.179 .148 

Inventory Value c22 -.910 .030 .064 .267 .146 -.041 -.012 -.077 
Non Moving Inventory Value c23 -.938 .021 .061 .159 .089 .050 .029 -.012 
Consignment Inventory Value c24 -.483 -.535 -.285 -.196 -.134 -.239 -.199 .079 

Inventory turnover rate c25 .269 .186 .710 -.478 .278 -.171 -.097 .033 
Fill Rate c26 -.519 .398 -.066 -.340 -.196 .250 .306 .100 

On time delivery c27 -.089 -.269 .090 .758 .104 .169 -.177 -.014 
Longest Response time c28 .879 .315 -.154 .094 -.094 .049 -.044 -.017 
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4.3 Validation Step (TOPSIS) 

The TOPSIS approach has been applied to compare the performance time series of the reduced 

subset of 8 KPIs to the one of the full set of 28 indicators. In both cases, the weights adopted to 

compute the decision matrices have been considered identical as the company evaluates all the 

criteria as equally important. Hence, they have been fixed equal to 
1n, with n=28 and n=8 for the 

application to the initial and the reduced set of KPIs, respectively. Normalising the attribute weight 

based on the information entropy of the attribute has been suggested as an alternative to using 

equal weightings (Chen, 2019).  

Figure 5 shows the Closeness Indices for each of the 42 months for the initial and the reduced 

sets of KPIs. There are 4 peaks / troughs for the Closeness Index for the full set of 28 performance 

measures.  The first is the trough at April 2013.  This was driven by the low values of a few financial 

measures.  The peaks at June 2014 and December 2014 stemmed from maintenance periods for 

Original Equipment Manufacturers having a knock on effect.  Finally, the peak at February and 

March 2016 stemmed from generally higher values across many of the measures.   

For the subset of 8 performance measures, the normal level is about 0.1 below the normal level 

for the full set.  The subset’s Closeness Indices identify the peaks in the full set’s Closeness Indices 

at June 2014, December 2014 and February-March 2016.  The trough at April 2013 is missed and 

the drop from the February-March 2016 peak leads to a low value at April 2016.   

The reasons for choosing the 8 KPIs indicated in Table 3 as the reduced set of KPIs, were reported 

in Section 4.2.  As a further check on the efficacy of this set, a similar comparison to that of Figure 

5 was carried out for 10 KPIs by adding the appropriate KPIs from the 9th and 10th Principal 

Components.  These KPIs were the “Aging of open requisitions” and the “Invoice values”.  The 

results are shown in Figure 6.  The results were very similar with the main difference being the 

overestimation of the December 2014 peak rather than the previous underestimation of this peak.  

Similarly, the 8 KPIs were further reduced to the set of 5 KPIs indicated in the first 5 columns of 

Table 3, and the results are shown in Figure 7.  The fit of the reduced set of 5 KPIs is very poor.  

Finally, the correlation values for the Closeness Indices of these three reduced sets of KPIs when 

compared with the Closeness Indices from the full set of KPIs are given in Table 4.  Besides 

Pearson’s correlation coefficient, the non-parametric Kendall’s tau and Spearman’s rank 

correlation coefficients are also given.  The former was calculated as it is regarded favourably by a 

number of authors, such as Field (2014), and the latter because of its widespread popularity.  The 

8 KPI set gave good correlation values for all three measures, while the 10 KPI set had weak values 

for Kendall’s and Spearman’s coefficients.  The 5 KPI set gave poor correlation values for all three 

measures.  Figure 8 illustrates the Pearson’s correlation coefficient of 0.801 between the full KPI 
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set and the 8 KPI subset.  The main outlier at April 2013 is highlighted.  This is the trough in the 

full set’s index that is caused by a few financial measures.  The high value at December 2014 stems 

from the Original Equipment Manufacturers’ maintenance knock on effects, is also highlighted.  

The results of Figures 5 to 8 along with those in Table 4 support the choice of 8 KPIs as the 10 

KPI set gives little if any extra benefit, while the 5 KPI set is inadequate. 

 

Table 4: The correlation values between the Closeness Indices of the reduced sets of KPIs and 

the Closeness Indices of the full set of KPIs.  

 Pearson Kendall Spearman 

10 KPI set 0.687 0.243 0.358 

8 KPI set 0.801 0.645 0.767 

5 KPI set -0.001 0.273 0.321 

 

 

 

Figure 5: Comparing the Closeness Index for the full set of 28 performance indicators (the solid line) 
with the Closeness Index from the reduced set of 8 performance indicators (the dots). 
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Figure 6: Comparing the Closeness Index for the full set of 28 performance indicators (the solid line) 
with the Closeness Index from the reduced set of 10 performance indicators (the dots). 

 

Figure 7: Comparing the Closeness Index for the full set of 28 performance indicators (the solid line) 
with the Closeness Index from the reduced set of 5 performance indicators (the dots). 
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Figure 8: The Pearson correlation for the comparison of the Closeness Indices for the reduced set of 8 
KPIs with the Closeness Indices of the full set of KPIs.  The outlying trough at April 2013 and the high 

value at December 2014 are highlighted. 

 

5 Discussion and implications 

As has been described in the introductory sections of the paper, the problem faced by the case 

company is the number of KPIs employed in their initial implementation.  The lack of knowledge 

of the relevance of each KPI made the current Supply Chain Management Scorecard inefficient 

for either prompt decision-making or a quick overview of the multiple different stakeholders or 

locations.  This is supported by views from the Supply Chain Management literature, stating that 

metrics should be designed based on their relevance and importance to the decision-making 

process (Gunasekaran and Kobu, 2007), and in such a way to provide sufficiently high information 

content, while avoiding overstraining the cognitive abilities of decision-makers by selecting too 

many KPIs (Stricker et al., 2017). Additionally, rolling out the KPIs to countries outside of the 

initial implementation has the problems that different measures are recorded in different countries, 

and that the same measure could be recorded in different ways.  Hence, there was a need to 

compromise between having a large number of performance indicators to capture the full picture, 

and having a small enough number to allow their message to be understood. 

The key aspect of the case, that distinguishes it from the problems reported in the literature of 

Section 2, is that although the company believed that the 28 KPIs were important measures of 

performance, they lacked a detailed understanding of the redundancies stemming from their inter-

relationships.  Consequently, reduction methods such as AHP and Delphi that are based around 

expert opinions, were not appropriate.  
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Therefore, this paper has described and illustrated how an unwieldy number of KPIs can be 

reduced to a more practical number, and then how these can be checked to ensure that the resulting 

time series contain substantially the same information as the larger set’s time series.  Consequently, 

the approach reconciles the conflict between having a full picture of an organisation’s performance 

and the need for the data requirements to be manageable. 

The conducted analysis proved that a high degree of redundancy existed in the initial set of 

indicators, and that the adopted set of 28 KPIs was not effective in synthesising the needed 

information and in supporting prompt decision making. For example, the indicator c07 (included 

in the final set) captures a large amount of the information contained in indicators c03, c04, c05, 

c22 and c23, as testified by the loading factors shown in Table 3. As Figure 5 shows, the reduced 

set of 8 measures was able to successfully detect the peaks in the full set, but missed the trough at 

April 2013.  Coupled with the correlation coefficient values between the two sets of respectively 

0.80, 0.65 and 0.77 for Pearson’s, Kendall’s and Spearman’s, the approach can be considered as 

promising.  This is especially so considering the nature of the 42 months of data. As Figure 5 

shows, for most months the indices exhibited little change, and when there was a peak or a trough, 

it usually lasted just a single month.  Figure 6 shows that increasing the reduced set to 10 KPIs 

provides little extra information, while Figure 7 shows that reducing the number of 5 KPIs loses 

most of the information present in the full set of KPIs.   

The proposed approach has been evaluated as particularly useful by the company in order to better 

support decision makers at local level and to favour the roll out of KPIs globally, at the other 

locations. The new set of indicators has been accepted by the company and it has been adopted 

without encountering significant resistance from the top management of the company, as the 

approach made totally clear the redundancy contained in the initial set of indicators, the inter-

relationships among them and, above all, the capability of the new set of capturing all the needed 

information. The major benefit of this is that attention can be concentrated on understanding and 

managing changes in a small number of measures. As such, the company is able to allocate special 

attention to these indicators, to their respective results, drivers and enablers or disablers. A 

secondary benefit is the decrease in the data that needs to be collected. 

5.1 Managerial implications 

Nowadays supply chains involve high volumes of distributed resources, multiple partners and they 

face a high dynamicity and uncertainty of the market. In such a context, the evaluation of 

performance has become a complex but even more crucial issue to drive organizations towards 

the accomplishment of multiple, changing and conflicting objectives. While the data collection has 

become easier and less costly due to technological advancements and the progressive digitalization 
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of supply chains, the process of knowledge extraction from data has become more challenging for 

companies. Indeed, with the increasing availability of measures on an organisation’s performance 

and of details on a wider range of activities, it has become more difficult for managers to be able 

to totally understand and monitor these measures, capture their inter-relationships and to make 

appropriate decisions on a real-time basis. Consequently, the danger is that they end up with a 

large data set that is very hard to interpret.  As Okoshi et al. (2019) points out, management strategy 

is about using knowledge of the KPIs to achieve and maintain the organisation’s goals, and so the 

KPIs and their interrelationships need to be understood.   

In order to exploit the potential of data, companies need to employ automatic and semi-automatic 

approaches for knowledge extraction that support them in identifying crucial data, and then 

synthesising and visualizing them in the most appropriate way. From a scientific point of view, 

this has stimulated a flourishing literature on the development of methodologies and tools for 

knowledge extraction to support managerial decisions (i.e., machine and deep learning techniques, 

statistical approaches). The approach introduced in this work allows companies to select the most 

effective sets of KPIs for the specific scope of the analysis.  

The searches performed in Section 2 showed that the reported methods of KPI reduction are 

centred on managers making subjective judgements about the impact of individual KPIs.  The 

objective statistical approach described in this paper reduces the original set of KPIs to a more 

manageable number and then uses TOPSIS to check that there is no major loss of information 

resulting from this reduction.  Therefore, this two stage process provides a managers with a way 

of tackling the conflict between the large numbers of performance measures that information 

systems can provide and managers being able to understand the importance of individual KPIs so 

that their values can impact on management strategy.   

6 Conclusions 

A major direction in Operations and Supply Chain Management over the last few years has been 

the collection and analysis of increasing amounts of data.  The hope has been that collecting 

evermore data and then employing data analytics, would provide organisations with insights that 

would be commercially advantageous.  Several large industrial organisations have launched Big 

Data programmes to deal with the increasing complexity of global supply chains and the 

requirement to measure performance across a wider set of dimensions (such as the ones linked to 

environmental and social sustainability).  

However, when monitoring an organisation’s performance, the potential benefits from gathering 

large amounts of data need to be offset against the difficulty for managers to interpret the high 

dimensionality of the results.  Therefore, the effectiveness of the measurement efforts can be 
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enhanced by the careful selection of a set of KPIs, which can provide a useful way to prioritise 

organisational values and goals. 

In this paper, a procedure for reducing a set of KPIs into a much smaller subset has been described. 

In particular, PCA was performed on the complete set of primary information obtained from the 

case company in order to reduce the volume of existing data related to performance indicators, so 

as to obtain a more manageable set of measures. A novel approach using the aggregation method 

TOPSIS (Hwang and Yoon, 1981) was employed to compare the performances from the original 

and reduced set of indicators, and aiming to validate the solution from the PCA. The results not 

only confirm the validity and efficiency of the proposal, but also present a high level of correlation 

(Pearson’s, Kendall and Spearman’s) between both sets. This process validated the proposed 

solution and confirmed the hypothesis that a reduced set of indicators can provide enough 

information from an operational and strategic perspective. The approach is important as there is 

a dearth of work on how to automatically reduce the number of KPIs to a more manageable 

number when there is no formula to produce a single performance score.  This is despite the fact 

that the importance of having a more manageable number of performance indicators is widely 

accepted (Brown, 1996; Stricker et al., 2017).   

The contribution of the paper has been twofold. On the one hand, the combination of the methods 

used in the paper has allowed a better estimate of the effectiveness of the data reduction exercise; 

on the other hand, the paper has tested the approach on a real world example, which, in turn, 

provided the overarching motivation of the research. 

The main limitation of the work was its application to a single case company; further studies on 

other data sets would be valuable. In particular, comparative studies would allow the deriving of a 

set of core KPIs that could provide a useful benchmark within specific industrial sectors. Also, 

studies aimed at exploring the dynamic nature of KPIs, their evolution over time and their overall 

capability to signal detrimental time-varying phenomena happening in supply chains (i.e. bullwhip 

effect, ripple effect, and lumpy orders) could be performed. Specific studies could also be devoted 

to the evaluation of the sustainability performance of supply chains. 
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Appendix: The TOPSIS stage 

Given its natural suitability to such scenarios, the TOPSIS method was used as the basis for 

calculating the distance measure from the ideal and non-ideal solutions. Indeed, the basic concept 

of this method is that the selected alternative should have the shortest distance from the ideal 

solution and the farthest distance from the negative-ideal solution in a geometrical sense (Lai et al., 

1994). TOPSIS has become a highly utilised technique in multiple-criteria decision making 

problems (Behzadian (2012) reports 266 papers since 2000). Its steps can be summarised as follows. 

Assuming that xij is the score of option i, i.e. a time period, with respect to criterion j, i.e. a 

performance measure, then an mn matrix, X=(xij), is formed. J identifies the set of positive 

attributes or measures, i.e. the higher the values of these measures the better, while J' identifies the 

set of negative attributes or measures, i.e. the lower the values of these measures the better. 

- The first step consists in developing a normalised mn decision matrix D=(dij), in such a way 

that the sum of the squared normalised values for each measure is equal to one.  This step 

transforms various attribute dimensions into non-dimensional attributes, which allows 

comparisons across measures, according to the following formula: 𝑑𝑖𝑗 = 𝑥𝑖𝑗√∑ 𝑥𝑖𝑗2𝑖  ∀𝑖 = 1, … 𝑚, ∀𝑗 = 1, … 𝑛 

- Assuming a set of weights for each measure (wj for j = 1,…n), each column of the normalised 

decision matrix needs to be multiplied by its associated weight, in such a way to obtain a new 

matrix whose generic element is: vij  = wj dij 

- An Ideal Solution can be determined as: A*={ v1
*,…, vn

*}, where vj
*={maxi(vij) if jJ; mini(vij) if 

j  J'}. A Negative Ideal Solution can be determined as:  A'={ v1' , …, vn' }, where vj' ={mini(vij) 

if jJ; maxi(vij) if jJ'}.  The Ideal Solution vector is made up of the maximum values for 

measures that have a positive impact and the minimum values for measures that have a 

negative impact.  The Non-Ideal Solution vector is similarly defined but with the maximums 

and minimums the other way around.   

- The Euclidean metric is then used to find the distances the vector of normalised measures for 

a particular time period were away from the Ideal and Non-Ideal Solutions. In practice, the 

distance from the Ideal Solution can be computed as Si
*=[ j (vj

*– vij)2 ] ½  (for each i= 1,…, m); 

the distance from the Negative Ideal Solution as: S'i =[  j (vj' – vij)2 ] ½  (for each i = 1, …, m) 

- Finally, a Closeness Index can be computed as Ci
*
 = S'i / (Si

* +S'i), with 0  Ci
*
  1.  
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In the same way, the distance of the subset’s score from the subset’s extreme solutions was also 

determined for each time period.  Finally, Kendall’s and Spearman’s non-parametric correlation 

coefficients were calculated for the relationship between the full set’s and the subset’s distances.  

High correlation values indicate that the subset is providing a similar assessment to the full set. 
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