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Abstract: The analytic hierarchy process is a widely used multi-criteria decision-making method that 

involves the construction of pairwise comparison matrices. To infer a decision, a consistent or near 

consistent matrix is desired, and therefore several methods have been developed to control or improve 

the overall consistency of the matrix. However, controlling the overall consistency does not 

necessarily prevent having strong local inconsistencies. Local inconsistencies are local distortions 

which can lead to rank reversal when a new alternative is added or deleted. To address this problem, 

we propose an algorithm for controlling the inconsistency during the construction of the pairwise 

comparison matrix. The proposed algorithm assists decision makers whilst entering their judgments 

and does not allow strong local inconsistencies. This algorithm is based on the transitivity rule and has 

been verified through statistical simulations. Appropriate thresholds of acceptable evaluations have 

been inferred from these simulations. We demonstrate that the proposed algorithm is a helpful 

decision aid to decision makers when entering pairwise comparison judgments.  

Keywords: Decision making; Multi-criteria; AHP; Rank reversal; Consistency ratio 

1. Introduction 

The analytic hierarchy process (AHP) is a structured method to help people in making complex yet 

important decisions. It provides a comprehensive and rational framework to structure a problem, 

represent and quantify its elements, relate those elements to the overall goals, and finally evaluate and 

prioritise the available alternatives (Ishizaka, Labib 2011a; Saaty 1980). The AHP method has been 

extensively used for making strategic decisions in the presence of conflicting criteria (Sipahi, Timor 

2010; Subramanian, Ramanathan 2012). It has also been used for performance measurement and 
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efficiency analysis, either as a standalone method (Ishizaka, López 2019; Ishizaka, Labib 2011b) or in 

combination with data envelopment analysis (DEA) (Tone 2017; Veni et al. 2012; Keskin, Köksal 

2019). Besides the fact that it has been widely applied, it has been widely criticised in the academic 

community for the rank reversal problem. A rank reversal occurs whenever the relative ranking of 

two alternatives in the global ranking is reversed when a new alternative is added or removed. In fact, 

the rank reversal can be produced by two distinct and independent causes: the normalisation of the 

weights and strong locally inconsistent pairwise comparisons. The first cause has been largely debated 

(Maleki, Zahir 2012). One side has criticised the rank reversal (Schoner et al. 1992; Dyer 1990b, a; 

Holder 1990, 1991; Schoner, Wedley 1989; Triantaphyllou 2001) because, in a normative approach, it 

violates the axiom of independence: once it has been decided that A is better than B, this statement 

must remain true independent of the number of other alternatives that will be considered. Another part 

has legitimised it with the illustration of several real-life examples, where the introduction of a new 

alternative may lead to a rank reversal (Harker, Vargas 1987, 1990; Pérez 1995; Saaty, Takizawa 

1986; Saaty 1987, 1990; Saaty 1991, 2006; Saaty, Sagir 2008). As discussed in (Millet, Saaty 2000; 

Saaty, Sagir 2008), two different modes can be used to normalise the scores in AHP: the distributive 

mode and the ideal mode. The choice of which mode to use in a given situation depends on whether 

rank reversal is acceptable or not. The distributive mode, that does not preserve ranks, uses a 

normalisation by dividing the score of each alternative by the sum of all local priorities. The sum of 

the new local priorities will be one. The ideal mode that preserves ranks in rating alternatives, under 

the conditions that the best alternative is not deleted or a better alternative is not added, uses a 

normalisation by dividing the score of each alternative only by the score of the best alternative under 

each criterion.  

In this paper, we will first review the main results of this debate in Section 2. In Section 3, we will 

study the second cause of rank reversal that has not been yet investigated in the literature. We will 

present an algorithm which controls inconsistent pairwise comparisons and therefore avoids rank 

reversals due to strong local inconsistencies. These improvements to the method will render it more 
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reliable as a performance analysis tool. Section 4 verifies the algorithm with a statistical simulation, 

and finally Section 5 concludes the paper. 

2. Rank reversal due to normalisation of weights 

In multi-criteria problems, a normalisation is needed when criteria are measured on different scales, 

for example if one scale is in centimetre and the second is in metres, then a normalisation is needed to 

rescale 100 cm to 1 metre. The drawback is that a rank reversal due to the normalisation of the 

weights is a common problem of all multi-criteria decision methods based on the weighted sum 

model. For example, suppose that we have three criteria 𝐶𝑖,  𝑖 = 1,2,3 with equal weights (that is, 𝑤𝑖 = 13) and we have three alternatives 𝐴𝑗,  𝑖 = 1,2,3. We further assume that the scores have already 

been received for alternatives 𝐴𝑗 with respect to each criterion 𝐶𝑖. Let us assume that all these scores 

are on an absolute scale of 1 to 10, as given in Table 1. 

 𝐶1 𝐶2 𝐶3 𝐴1 1 9 8 𝐴2  9 1 9 𝐴3 1 1 1 

Table 1: Scores of alternatives with respect to each criterion 

Each of the columns in Table 1 can be normalised using the following standard formula: 

�̅�𝑖𝑗 = 𝑠𝑖𝑗∑ 𝑠𝑖𝑗𝑗  

If we normalise the scores using this approach and aggregate them using the weighted sum formula 

(i.e. 𝑣𝑗 =  ∑ 𝑤𝑖�̅�𝑖𝑗𝑖 ) , then we obtain the overall scores (𝑣𝑗) as given below: 

v1: 1/11 ·  1/3 + 9/11 ·  1/3 + 8/18 ·  1/3 = 0.45 

v2: 9/11 ·  1/3 + 1/11 ·  1/3 + 9/18 ·  1/3 = 0.47 

v3: 1/11 ·  1/3 + 1/11 ·  1/3 + 1/18 ·  1/3 = 0.08 
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which give the final ranking: v2 > v1 > v3. 

We now suppose that a new alternative A4, which is a copy of the alternative A2, is added for 

consideration (Table 2).  

 𝐶1 𝐶2 𝐶3 𝐴1 1 9 8 𝐴2 9 1 9 𝐴3 1 1 1 𝐴4 9 1 9 

Table 2: Scores of alternatives along with additional 𝐴4 with respect to each criterion 

If we now normalise the scores of each column to one and aggregate them again, we obtain: 

v1: 1/20 ·  1/3 + 9/12 ·  1/3 + 8/27 ·  1/3 = 0.37 

v2: 9/20 ·  1/3 + 1/12 ·  1/3 + 9/27 ·  1/3 = 0.29 

v3: 1/20 ·  1/3 + 1/12 ·  1/3 + 1/27 ·  1/3 = 0.06 

v4: 9/20 ·  1/3 + 1/12 ·  1/3 + 9/27 ·  1/3 = 0.29 

which give the final ranking: v1 > v2 = v4 > v3. 

The final ranking has been reversed with the introduction of a new alternative. Belton & Gear (1983) 

introduced a similar example, where the scores of Tables 1 and 2 were determined using pairwise 

comparisons (and not directly with an absolute measurement), as we have done. Other examples of 

rank reversals can also been found for TOPSIS (García-Cascales, Lamata 2012; Wang, Luo 2009) and 

the Borda-Kendall method (Wang, Luo 2009). 

The rank reversal is due to different normalisation outcomes of the values in Tables 1 and 2; 

therefore, it is not a specific problem of AHP. A different normalisation and a related rank reversal is 

also observable in the case of the suppression of an alternative (Troutt 1988) or the introduction of a 

new alternative which is not a copy of an existing one (Dyer 1990b). For the same reason, a rank 

reversal may occur when a wash criterion is deleted (Finan, Hurley 2002) or an indifferent criterion is 
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added (Perez et al. 2006). However, the exercise of adding or deleting criteria has also been criticised 

(Saaty,Vargas 2006).  

From a theoretical point of view, it is better to have a model whose results are normalisation-

independent as it would avoid a rank reversal. Therefore, it was suggested to use a normalisation “by 

dividing the score of each alternative only by the score of the best alternative under each criterion” 

(Belton, Gear 1983). Later in the literature, this normalisation is called B-G normalisation or ideal 

mode. A counterexample was provided in (Saaty, Vargas 1984) to show that the ideal mode is also 

subject to rank reversal. In this case, they introduce an alternative, which is a copy in only two of 

three criteria. In the last criterion, the new alternative has the largest value, which implies different 

normalisation and priority outcomes. Belton and Gear (1985) responded that if a new alternative is 

introduced, then the weight criteria should also be modified. This contradicts the AHP philosophy of 

independence of weights and alternatives. Finally, Vargas (1985) gave a simple example where 

known priorities can only be retrieved with the distributive mode.  

Later, another approach was proposed as the linking pin AHP (Schoner et al. 1993) wherein the local 

priorities of a specific alternative are normalised to unity. The rank is preserved because the 

normalisation is always the same. However, the final solution depends on which alternative is selected 

to link across criteria, and a rank reversal can still occur if the specific alternative used for the 

normalisation is removed. Recently, it has been proposed (Wang, Elhag 2006) to normalise by the 

sum of all priorities with the exception of the newly added one. This method is, of course, not 

applicable to a real case where the process of adding/deleting alternatives should be the same as if 

when starting anew. 

To avoid the normalisation problem, a multiplicative aggregation (later called the multiplicative 

analytic hierarchy process) has been proposed (Lootsma 1993; Barzilai, Lootsma 1997). A rescaling 

of any variable has no effect on the results because the overall product will be affected by the same 

factor for each alternative. For example, if all values of a particular criterion are divided by 100, this 

does not affect their relative ranking as the overall scores remain proportional to what they were 

previously. However, in a multiplicative aggregation, compromises are preferred over extremes 
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(Ishizaka et al. 2010). For example, if a person is indifferent to apples or pears, (s)he will prefer a bag 

A with 5 apples and 4 pears (total score 5•4 = 20) compared to a bag B with 15 apples and 1 pear 

(total score 15•1 = 15). This seems illogical as the recommended alternative A (9 fruits) has a far 

lower number of fruits than alternative B (16 fruits) has. In another example, Vargas (1997) 

demonstrates that the additive aggregation can retrieve the exact priorities, which is not the case of a 

multiplicative aggregation. Furthermore, Saaty,Vargas (2006) mention that in the case of weights 

lower than 1, the calculated ranking would not be correct. For example, we consider two criteria with 

weights 0.3 and 0.7, respectively, and an alternative with a score of 0.5. The weighted scores are 0.50.3 

> 0.50.7, which is a contradiction because an alternative has a larger weighted score under a lower 

priority score. 

The cause of a rank reversal is the variation of the normalisation when we add or delete an alternative. 

Therefore, we need a normalisation invariant to the number of alternatives. Such normalisation can 

only be given by an alternative that will not be deleted, for example a reference alternative, which is 

called an ideal alternative in the literature. However, sometimes a rank reversal due to the introduction 

or the deletion of an alternative is desired as it represents a real-world phenomenon. Rank reversals 

have been observed experimentally many times (a review can be found in (Tversky et al. 1990; 

Camerer 1995), and several practical examples are given in (Saaty, Sagir 2008). The most famous is 

borrowed from (Corbin, Marley 1974): “A lady in a small town wishes to buy a hat. She enters the 

only hat store in town, and finds two hats, a and b, that she likes equally well, and so might be 

considered equally likely to buy. However, now suppose that the sales clerk discovers a third hat b′, 

identical to b. Then, the lady may well choose hat a for sure (rather than risk the possibility of seeing 

someone wearing a hat just like hers).”  

Millet and Saaty (2000) and Forman and Gass (2001) gave some guidance on which normalisation to 

use.  

a) If we are in a closed system (i.e. no alternative will be added or removed), then the 

distributive mode should be used.  
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b) If we are in an open system (i.e. alternatives can be added or removed) and we allow our 

preferences for alternatives to be dependent on other alternatives (i.e. rank reversal 

phenomenon is accepted), then the distributive mode is indicated.  

c) If we are in an open system and you do not want other alternatives to affect the outcome, then 

the ideal mode is recommended.  

Both modes are implemented in Expert Choice and MakeItRational, the leading software packages 

supporting AHP. The final decision of which normalisation mode to use is left to the decision maker. 

Therefore, it is important that the decision maker clearly understands the normalisation process and its 

consequences as it can lead to different rankings. 

3. Rank reversal due to inconsistent pairwise comparisons 

3.1 Consistency 

In AHP, the assessment of preferences of 𝑛 decision elements (criteria or alternatives) is performed 

through pairwise comparisons. These pairwise comparisons are recorded in a reciprocal matrix, 𝑀 =(𝑎𝑖𝑗), i, j=1,..., n, where 𝑎𝑖𝑗  is a pairwise comparison comparing the ith decision element to the jth 

decision element. If all 𝑎𝑖𝑗 in the matrix M respect the transitivity rule (1), then M is said to be (fully) 

consistent. 

 aij = aik ·  akj (1) 

where i, j and k range from 1 to n, representing any decision element of the matrix. 

Another way to define a (fully) consistent matrix is when all comparisons aij between alternatives i, j 

are exactly the ratio of the priorities wi and wj of the compared alternatives i, j: 

 ai j = wi/wj  (2) 

As priorities make sense only if derived from consistent or near consistent matrices, a consistency 

check must be applied. For this task, Saaty (1977) proposed the consistency index (CI): 

 CI = 
1

max

−
−

n

n
, (3) 
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where  n  :  dimension of the matrix 

  λmax :  maximal eigenvalue 

Customarily, if the consistency ratio (CR), the ratio of CI and RCI (the average CI of 500 randomly 

filled matrices), is less than 10%, then the matrix can be considered as having an acceptable 

consistency. 

 CR = CI/RCI, (4) 

where  CR : consistency ratio 

  RCI  : random consistency index 

Other consistency indices exist as compiled in (Brunelli 2018). They share high similarity in their 

results (Brunelli et al. 2013). 

3.2 Rank reversal 

If a matrix is inconsistent, there can be a contradiction between the comparison of two alternatives 

and the derived ranking. This phenomenon is also visible in PROMOTHEE II (De Keyser, Peeters 

1996) and ELECTRE II and III (Wanga, Triantaphyllou 2008; Figueira, Roy 2009), where it is called 

pairwise rank reversal (Mareschal et al. 2008). The pairwise rank reversal in AHP was also observed 

in (Bana e Costa,Vansnick 2008), where it was declared that this phenomenon is unacceptable 

because it violates the condition of order preservation. Surprisingly, the authors missed the cause of 

the pairwise rank reversal and attribute it to the eigenvalue derivation method instead of the 

inconsistency in the comparison matrix (Wang et al. 2009). 

Let us now analyse the relation between a pairwise rank reversal and a rank reversal. If we consider 

an inconsistent matrix with a pairwise rank reversal, i.e. there are at least two alternatives a and b such 

that b is preferred to a, and a has a higher rank than b in the derived ranking of the comparison matrix. 

If we delete one alternative other than a and b, the final relative position of a and b can be swapped 

(see Example 1). 

Example 1: 
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Consider the comparison matrix of Table 3 with a consistency ratio of 0.07. This matrix has a 

pairwise rank reversal as the comparison cab = 1/2 but in the derived ranking a is on a higher rank than 

b. If we delete the alternative e (Table 4), we have a rank reversal as b is ranked higher than a.  

 a B c d e Priority Rank 

a 1 1/2 3 5 4 0.341 1 

b 2 1 2 4 1 0.313 2 

c 1/3 1/2 1 2 1 0.128 4 

d 1/5 1/4 1/2 1 1/2 0.066 5 

e 1/4 1 1 2 1 0.152 3 

Table 3: Slight inconsistent comparison matrix and the derived priorities, CR = 0.07 

 

  

Table 4: Comparison matrix without the alternative e, CR = 0.05 

A consistency ratio (4) below 10% is not a guarantee to avoid rank reversals because it measures an 

average inconsistency of the matrix and cannot detect local inconsistencies. For example, in the 

matrix of Table 3, the relation cab ·  cbe ≠ cae does not satisfy the transitive relation (1) in intensity and 

even in direction. In fact, cab ·  cbe = 1/2 ·  1 = 1/2, which has an opposite direction of cae = 4. We 

believe that it is improbable that such inconsistency exists in the mind of the decision maker. The 

transitivity in AHP means that a strict multiplication should be respected. But, we must respect the 

fact that if we have cab and cbe, then cae must be a value coherent with them. Intransitivity may occur 

due to the complexity of the problem; for example, the higher the number of items to be compared, 

the greater the chance to experience fluctuation in the attention of decision makers. In such cases, the 

items may differ by an amount which falls below the just noticeable difference, or simply the decision 

 a b c d Priority rank 

a 1 1/2 3 5 0.344 2 

b 2 1 2 4 0.421 1 

c 1/3 1/2 1 2 0.155 3 

d 1/5 1/4 1/2 1 0.080 4 
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maker becomes a bad judge (Kendall, Smith 1940). Whatever the reason may be, (s)he should at least 

be warned of this circumspect relation. In the next section, we will discuss how to detect such 

irregularities and improve the consistency. 

3.3 Methods to improve the consistency 

Methods were developed to improve the consistency once the full matrix has received all the 

comparisons (Saaty 2003; Ergu et al. 2011; Ergu et al. 2013). These methods search for the 

comparison which contributes the most to the inconsistency. They do not necessarily spot the same 

comparison. The decision maker may change this most inconsistent comparison or consider the next 

most inconsistent judgment. However (s)he has the freedom not to change the most inconsistent 

comparison and to consider successive comparisons. The decision maker may change it under the 

pressure of the software, which may therefore result to an unwanted ranking. Moreover, the decision 

maker does not receive any explanation of the reasons of the inconsistency. 

Heuristic approaches (Cao et al. 2008; Xu, Wei 1999; González-Pachón, Romero 2004) that auto-

generate a consistent matrix from an inconsistent matrix were introduced. However, these approaches 

must be used carefully as the decision maker has no control on the adjustment of comparisons. It has 

been shown in experiments (Linares 2009; Gaul, Gastes 2012) that subjects prefer the priorities 

calculated from the inconsistent matrix rather the priorities of the artificially fixed consistent matrix. 

Finally, interactive methods have been proposed. The simplest algorithm detects ordinally intransitive 

comparisons that can be overruled by the decision maker in case of disagreement with the suggested 

changes (Siraj et al. 2012; Kwiesielewicz, van Uden 2004). The next section presents an improvement 

of this work by interactively detecting cardinally intransitive comparisons. 

3.4 Interactive method for consistency control 

Unlike the existing method, where the algorithm to improve consistency is applied after acquiring the 

complete matrix, the interactive method intervenes during the process of constructing the matrix. In 

this way, if an evaluation is inconsistent with the previously given evaluations, suggestions on how to 

correct the inconsistency are provided. At the end of the construction process, we will have a 
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consistent or near consistent matrix. The first interactive method has been proposed in (Ishizaka, Lusti 

2004). When filling a comparison matrix, we distinguish two types of comparisons: the independent 

comparisons (right part of the relation (1)) and the transitive comparisons (left part of the relation (1)). 

The algorithm checking the inconsistency should first distinguish between these two types of 

comparisons. Independent comparisons do not require any further action. After entering a few entries, 

some constraints on further entries spontaneously emerge. These transitive comparisons are assessed 

based on their compatibility with the previously entered comparisons. The order in which the 

independent comparisons are chosen may matter. The overall outcome may well depend on which 

n−1 independent components are entered. This first algorithm was to impose the first diagonal to 

contain the independent evaluations. This can be tedious because a decision maker may not be 

familiar with these comparisons. Therefore, in this paper we develop a model where any comparison 

that cannot be derived from previously entered comparisons can be defined.  

In the previous interactive method (Ishizaka, Lusti 2004), a tolerance error was allowed in the 

transitivity rule (1). However, the threshold of this error was not defined. In this paper, we also define, 

with simulations, what could be an acceptable threshold.  

In the next sections, we describe the new improved interactive algorithm. 

3.4.1 Independent comparisons 

In a reciprocal n × n matrix there are exactly n−1 independent comparisons. These n−1 independent 

comparisons are the minimum non-redundant information required to calculate priorities. A 

comparison is independent if it contains new information which cannot be derived from other 

comparisons by the transitivity rule (1). This means that aij gives a judgment between two items, 

where least one has never been evaluated before. Practically for the user, a comparison must be added 

in a new column or row, where, with the exception of the principal diagonal, no independent 

comparison or reciprocal independent comparison has been made (Table 5).  

1 2 6 a14 

1/2 1 a23 a24 
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1/6  1 a34 

   1 

Table 5: In this matrix, the comparison a23 is not independent because row 2 and column 3 already 

contain a comparison. In fact, we can calculate a23 = a21 ·  a13. The last independent comparison is to 

be chosen in the last column between a14, a24 or a34. 

3.4.2 Transitive comparisons 

Transitive comparisons can be deduced from the independent comparisons. For example, in Table 6 

the transitive comparisons are 

 a14 = a12 ·  a24 = 2 ·  1/4 = 1/2 

 a23 = a21 ·  a13 = 1/2 · 6 = 3 

 a34 = a31 ·  a12 ·  a24 = 1/6 ·  2 ·  1/4 = 1/12 

1 2 6 a14 

1/2 1 a23 1/4 

1/6  1 a34 

 4  1 

Table 6: All the transitive comparisons a14, a23 and a34 can be deduced from the independent 

comparisons. 

As (2), we have to find a combination of independent comparisons providing this ratio of weights, 

like in example 2.  

Example 2: 

 aij = aix ·  ax. · … · a.z ·  azj = wi/wx ·  wx/… · … · …/wz ·  wz/wj = wi/wj (5) 

Practically, we start with a comparison having the same numerator as the denominator of the 

researched transitive comparison. Then, we search for another comparison which has the same 
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numerator as the denominator of the previous comparison. The process stops when we have a 

comparison with a denominator equal to the denominator of the transitive comparison.  

A tabu list (this is not related to the tabu seach algorithm) is written in order to avoid a recursive loop. 

It contains the used comparisons and their reciprocal values (see Example 3). They must not be reused 

because it would cause a recursive loop. The following algorithm describes how to find the value of 

aij. This can be easily programmed in Prolog because it has a backtrack functionality, which easily 

allows searches for other solutions. 

 

1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
 

Empty the tabu list  
Row[H|T] = row i of the matrix  
Initialise buffer =1 
column = 1   
SearchRow (Row[H|T]) { 
 IF Row[empty] THEN 
  Backtrack 
 ELSE IF Row[H]≠ 0 AND H is not in the tabu list THEN 
  buffer = buffer • H 
  IF column = j THEN 
   aij = buffer  
   EXIT 
  ELSE 
   Set H and its reciprocal in the tabu list 
   Row[H|T] = row column of the matrix 
   column = 1  
   SearchColumn(Row[H|T])) 
   END IF 
 ELSE 
  column ++   
  SearchRow(Row[T]) 
 END IF 
} 

 

Explanations: 

Lines Explanations 

1–3 Initialisations 
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2 All the elements of the row aij are copied in the list Row[H|T], where H is the head, i.e. 

first element, and T is the tail, i.e. the other elements; (missing comparisons are set to 0). 

3 buffer is a temporary variable for the partial result. 

4 column notes in which column we are searching. 

5 SearchRow(list) is a module to search in the row of the matrix. 

6–7 Impasse: no solution is found, and we backtrack to find an alternative. 

8 We search for the first entered comparison, which is not in the tabu list; if a backtrack is 

used in 7, a second comparison is searched from here. 

10–12 If the column of the newly found comparison is the same as the searched transitive 

comparison, then we have the result and we exit the algorithm. 

14–18 The found comparison is set in the tabu list; the module SearchColumn(list) is launched 

with, as argument, the row j corresponding to the column j of the found comparison aij. 

20–21 We do not have an independent comparison in this column. We search in the next column. 

 

Example 3: 

 The following matrix is given with the independent comparisons, and the transitive comparison a35 is 

required (Table 7): 

1 a12 = 5  a14 = 2  

a21 = 1/5 1 a23 = 1/2  a25 = 3 

 a32 = 2 1  a35 

a41 =1/2   1  

 a52 = 1/3   1 

Table 7: Comparison a35 is required in this matrix. 
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Step 
Independent 

comparison 
Tabu List Comments 

1 a32 - 
We search for the first independent comparison with w3 

as a numerator in the row 3. 

2 a21 a32; a23  

a32 and its reciprocal are set in the tabu list, and we 

search for an independent comparison with w2 as a 

numerator in the row 2. 

3 a14 a32; a23; a21; a12 

a21 and its reciprocal are set in the tabu list, and we 

search for an independent comparison with w1 as a 

numerator in the row 1. 

4 - 
a32; a23; a21; a12; 

a14 ; a41 

a14 and its reciprocal are set in the tabu list. No 

independent comparison has w4 as a numerator and is 

outside the tabu list; we backtrack to step 2. 

5 a25 - 
The denominator of a25 is equivalent to that of the 

transitive comparison, and the process stops. 

Table 8: Steps in the calculation of the comparison a35. 

The final result is: a35 = a32 ·  a25 = 2 ·  3 = 6 

The research tree corresponding to the five steps in Table 8 is given in Figure 1. 
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a32

a21 a25

a35

a14

backtrack

stop

1

2

3

4

5

 

Figure 1: Research tree for a35. The direction of the tree is numbered 1 to 5. 

3.4.3 Inconsistency tolerance 

For the construction of a fully consistent matrix, only the independent comparisons are required. The 

other comparisons can be deduced with the transitivity rule (1). The transitive comparisons can be 

used to assess the accuracy of the independent comparisons. However, our world is not always 

straight and consistent. A fully consistent matrix cannot be imposed. A degree of inconsistency should 

be allowed, but also a minimum of consistency should be imposed otherwise a decision could not be 

taken. Therefore, a tolerance (± aij ·  t) is introduced in the relation (5), which gives: 

aij ± aij ·  t = aix ·  ax. · … · a.z ·  azj (6) 

where t is a tolerance expressed in percentage. 

If the extended transitivity rule (6) is violated, the user is required to modify either the value entered 

(left part of (6)) or the independent comparisons (right part of (6)). Modifying the independent 

comparisons induces changes to the other previously entered transitive comparisons. The user is 

offered both matrices and can adopt the most appropriate (Example 4). 

 

Example 4: 
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We consider the matrix of Table 9. Suppose the user chooses a23 = 5 and an inconsistency tolerance of 

t = 20%. According to the transitivity rule, the user is supposed to enter a value a23 = a21 ·  a13 = 1/2 ·  6 

= 3. This falls outside the tolerance of 5 ± 5 ·  0.2 = [4, 6]. If the user maintains their entry, the user 

can modify the independent comparisons and see the effects on other transitive comparisons in a 

what-if analysis. Then, the user can either adopt the solution proposed by the program (Table 10) or 

proceed with their own matrix (Table 11). 

 1 2 6 a14 

1/2 1 a23 1/4 

1/6 a23 1 a34 

a41 4 a43 1 

Table 9: Comparison a23 is required in this matrix. 

 

 

 

 

 

Table 10: Matrix with the proposed 

comparison (a23 = 3). 

Table 11: Matrix after changing premises  

(a13 = 8).

4. Calculating acceptable inconsistency tolerance 

The interactive algorithm proposed in (Ishizaka, Lusti 2004) does not specify the acceptable 

inconsistency tolerance. In this paper, Monte Carlo simulations have been performed in order to 

estimate the level of tolerance that should be allowed for a decision maker whilst entering the 

transitive judgments. This is important in order to limit the CR within the acceptable level (i.e. CR < 

0.1). The experiments were performed in Java by repetitive random sampling using the uniform 

distribution. For each value of n ranging from 3 to 9, a different level of inconsistency tolerance has 

1 2 6 a14 

1/2 1 3 1/4 

1/6 1/3 1 a34 

a41 4 a43 1 

1 2 8 a14 

1/2 1 5 1/4 

1/2 1/5 1 a34 

a41 4 a43 1 
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been applied to reconstruct a positive symmetrically reciprocal matrix (PSRM) from each set of 

randomly generated independent judgments. PSRMs were constructed by generating a random set of 

independent judgments and then using Algorithm 1 described in Section 3.4.2 for the dependent 

judgments. The maximum level of tolerance in (6) was varied from 0% to 80%. For every n, 5,000 

PSRMs were generated for each level of tolerance. This makes a total of 31,500 PSRMs generated for 

this experiment. 

The values of tolerance and CR were recorded after each step, and they were used to extract 

descriptive statistical figures for each value of n. These results are shown in Figure 2 in the form of 

box plots, where boxes indicate the interquartile range (IQR), vertical lines indicate the range and the 

horizontal line is the median value. The average (mean) values are connected through a curve with the 

marker ‘x’ on each intersection.  

For all the randomly generated matrices of order n = 3, the values of CR remained below 0.1 when the 

transitive judgments were allowed the tolerance of 60% or less (Figure 2a). When the tolerance was 

increased to 70%, some of the matrices became unacceptably inconsistent (CR > 0.1). When raised to 

80%, the majority of the matrices became unacceptable in AHP terms. In case of n = 4, as shown in 

Figure 2b, the majority of the matrices became unacceptable at 70% tolerance allowed. So, the 

tolerance level decreased for n = 4. Going further, the level of tolerance keeps decreasing when we 

increase the value of n. For n = 9, the level of tolerance goes below 60%. In other words, as the 

number of stimuli that need to be compared is increased, the level of tolerance for inconsistent 

judgments is more likely to be reduced. 

It is therefore possible to derive the thresholds of tolerance from the level of inconsistencies found 

above. Figure 3 highlights the trends of how consistency gets reduced when the level of tolerance is 

increased. Each curve in the figure depicts Q3 (third quartile) values, implying that 75% of the 

generated matrices had CR values below this level. Similar results can be calculated with a stricter 

condition of choosing the highest CR value. 
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Figure 2: Box plots for the CR values against tolerance. The subplots (a) to (g) represent n from 3 to 
9. Lines depict the third quartiles. 
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Figure 3: Threshold of tolerance to keep CR below 0.1 

 

For example, looking at the trend for n = 5 (see the curve with the marker ‘x’ in Figure 3), the value 

of CR remains below 0.1 when the tolerance is restricted below 57.3%. As soon as the threshold of 

tolerance is relaxed above 57.3%, the generated comparisons develop a tendency to become 

unacceptable (CR > 0.1). Therefore, users may be assisted about the allowed tolerance level in an 

interactive manner when they enter the pairwise comparison judgments.  

Similarly, the values of these thresholds can be estimated for each n. The level of thresholds for n = 3 

to 9 are derived from these results and are given below (Table 12): 

n 3 4 5 6 7 8 9 

Tolerance  63.2% 59.3% 57.3% 56.3% 55.8% 55.7% 55.3% 

Table 12: Tolerance thresholds allowed for n = 3 to 9. 
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For example, according to Table 12, if the number of stimuli to be compared is 9, the decision maker 

should not be allowed to deviate more than 55.3% of the judgment value, estimated through the 

transitivity rule.  

It is also worthwhile to note that particular attention is to be given at comparisons of values 1 and 2, 

because a too high tolerance may induce an inconsistency in direction (i.e. ordinal inconsistency). For 

aij = 1, the preference equivalence will not be maintained when any level of tolerance is allowed. For 

aij = 2, a tolerance of 50% is the maximum value that prevents inconsistencies in direction: 2 ± 2 ·  0.5 

= [1, 3]. A higher tolerance would incorporate values lower than 1 and therefore inconsistent in 

direction. Therefore, it may be appropriate to limit the tolerance threshold to 50% at least for 

comparisons of value 2. Ordinal inconsistency is not explicitly handled by the consistency check of 

CR < 0.1 (Siraj et al. 2012), and, therefore, the issue of handling ordinal inconsistencies needs to be 

investigated separately.  

5. Conclusion 

AHP is often used to rank alternatives but also for performance measurement. If a pairwise 

comparison matrix is not consistent enough, then results may be invalid and  then the results may 

suffer from rank reversal and more importantly results may be invalid. In this paper, we have 

explained that the normalisation of weights and strong local inconsistency are two distinct causes that 

may produce a rank reversal in AHP. For both causes, we have described the way to avoid a rank 

reversal. The use of an alternative acting as a reference provides a normalisation of the weights, which 

is independent of the number of alternatives.  

The consistency ratio is not a sufficient test because it cannot detect strong local inconsistencies. In 

this paper, we have described an algorithm that intervenes after each pairwise comparison which 

contradicts the comparisons made so far, explains it and suggests consistent alternatives. It allows 

detection of local inconsistencies, which are the cause of rank reversals. This control on the fly is not 

possible with the other introduced consistency measures (Salo, Hamalainen 1997; Aguarón, Moreno-

Jiménez 2003; Golden, Wang 1989; Saaty 1977) because all of them force the decision maker to 
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provide all the comparisons before providing feedback. Consequently, suggestions of changes to 

resolve inconsistencies could only be discussed at this later point. This is a restriction that does not 

lend itself to a good interaction between the decision maker and the facilitator of the decision process 

(Monti, Carenini 1995).  

The proposed method has been tested through simulations in order to determine the maximum level of 

tolerance allowed for the decision maker whilst entering their transitive judgments. In future, the 

proposed method will be applied in practice, and empirical evidence will be collected in order to 

gauge the usefulness of this methodalgorithm. 

Appendix: Analytic hierarchy process 

In the analytic hierarchy process, a decision maker can model a given decision problem using a 

hierarchical structure. The overall goal is at the root of this hierarchy, and each node represents a 

criterion or sub-criterion that is important to consider in attaining the overall goal. Alternatives are 

placed at the lowest level of this hierarchy.  

For example, let us consider an imaginary performance analysis exercise of evaluating staff for an 

award in an organisation. The panel can use the analytic hierarchy process to make this analysis in a 

structured way. They sit together and create a hierarchy of criteria that are important for this 

performance analysis, and they come up with something as follows: 

o Choosing a candidate for best performance award 

▪ Efficiency 

• Discipline 

• Tardiness 

▪ Effectiveness 

• Contribution to Results 

• Service Length 

▪ Leadership 

• Communication 
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• Assertiveness 

• Equality 

After receiving the nominations, the reviewing panel has shortlisted three candidates to pick one from, 

and their names are: Alpine, Broomer, and Crick. The hierarchical representation of this problem can 

be demonstrated in the following diagram: 

 

The preferences of the decision maker are obtained through pairwise comparisons, that is, we ask the 

decision maker to compare each pair of options (or criteria) and tell which option (or criterion) is 

more preferred and how much. For example, a decision maker may say that the criterion of 

Effectiveness is twice as important as the criterion of Efficiency, and the criterion of Leadership is 

three times more important than Effectiveness. The decision maker might also add that the criterion of 

Leadership is six times more important than the Efficiency. These pairwise comparisons are then used 

to calculate the preference weights for each criterion and option. For example, in this case, we can 

elicit the preference weights of 60%, 30% and 10% for Leadership, Effectiveness and Efficiency, 

respectively. These percentages can also be represented in terms of fractions that add up to 1, that are, 

0.6, 0.3 and 0.1. The same exercise can be done for all criteria and alternatives in order to obtain these 

preference weights at each level of the hierarchy. An example is provided below in the diagram. 

Choosing best 

candidate 

Efficiency Effectiveness Leadership 

Discipline Tardiness Contribution 

to Results 
Service 

Length 

Communication Assertiveness Equality 

Alpine Broomer Crick 
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So far, we assumed that the pairwise comparison judgments are internally consistent with each other, 

that is, they follow the mathematical rule of transitivity. For example, if Effectiveness is 3 times more 

important than Efficiency, and Leadership is twice more important than Effectiveness, then 

mathematically, Leadership must be 6 times more important than Efficiency. However, in practice, 

this rule is not strictly followed by people (this is widely discussed and debated in the decision-

making literature). Eliciting weights from these inconsistent matrices is not a straightforward 

calculation. In such situations, the traditional method to calculate the preference weights is to use the 

principal eigenvector method, originally used by Saaty for the pairwise comparison matrices. The 

computation of the eigenvector involves algebraic equations. Another widely used approach is to 

calculate the geometric mean of all the elements (𝑎𝑖𝑗) in each row (represented by the notation 𝑖) of 

the matrix. The mathematical formulation is simpler than the eigenvector method, i.e. 

𝑟𝑖 = (∏ 𝑎𝑖𝑗𝑗 )1𝑛
 

From a usefulness perspective, the calculation of an eigenvector demands more effort in Microsoft 

Excel while the operation of the geometric mean is as simple as taking average of numbers.  

Choosing best 

candidate 

Efficiency Effectiveness Leadership 

Discipline Tardiness Contribution 

to Results  
Service 

Length 

Communication Assertiveness Equality 

Alpine Broomer Crick 

0.1 0.3 0.6 

0.4 0.6 0.6 0.4 
0.4 0.3 0.3 
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It is very important to assess the level of inconsistency in judgments, as inconsistent judgments might 

be misleading for eliciting preferences. If the level of inconsistency is too high, then the whole 

process of eliciting preferences may be questioned. Saaty, the inventor of AHP, proposed to use the 

maximal eigenvalue (a value that relates to the principal eigenvector) in order to assess the level of 

inconsistency. Based on this, he proposed a measure called the consistency ratio (or CR) along with a 

threshold value of 0.1 where any set of judgments becomes  unacceptableunreliable (or questionable) 

if the CR value exceeds this threshold. When the CR is less than 0.1, it is considered safe to elicit the 

preference weights. For example, the decision makers may obtain the following table of information 

containing individual scores obtained by each candidate in each criterion: 

 Efficiency 

10% 

Effectiveness 

30% 

Leadership 

60% 

 Discipline 

40% 

Tardiness 

60% 

Contribution 
to Results 

60% 

Service 
Length 

40% 

Communication 

40% 

Assertiveness 
30% 

Equality 

30% 

Alpine 0.4 0.4 0.3 0.2 0.3 0.1 0.2 

Broomer 0.3 0.2 0.3 0.4 0.4 0.6 0.4 

Crick 0.3 0.4 0.4 0.4 0.3 0.3 0.4 

 

Note that the column headers show the weight of importance for each criterion at each level of 

hierarchy as well. This whole table of information is sometimes referred to as the decision table. 

Once all the scores and preference weights are calculated (or estimated), the final score for each 

alternative is aggregated with the help of weighted sum approach. 

 Efficiency 

0.1 

Effectiveness 

0.3 

Leadership 

0.6 

 

 Discipline 

 

0.4*0.1 

Tardiness 

 

0.6*0.1 

Contribution 

to Results 

0.6*0.3 

Service 

Length 

0.4*0.3 

Communication 

 

0.4*0.6 

Assertiveness 

 

0.3*0.6 

Equality 

 

0.3*0.6 

Weighted 

Sum 

Alpine 0.4 0.4 0.3 0.2 0.3 0.1 0.2 0.244 
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Broomer 0.3 0.2 0.3 0.4 0.4 0.6 0.4 0.402 

Crick 0.3 0.4 0.4 0.4 0.3 0.3 0.4 0.354 

 

As we can see, the scores calculated using the weighted sum method suggest that the second candidate 

called Broomer has the highest overall score, followed by Crick who obtained 0.354, and the least 

favourite turns out to be Alpine with the score of 0.244. 

Although the AHP method assigns a quantitative score (or value) in the end, one must carefully 

interpret these scores as they are based on subjective judgments and elicitation methods that may 

involve inconsistent judgments. Therefore, it is usually good practice to check and discuss the 

robustness of these final scores by changing weights of criteria (and/or individual scores of 

alternatives). If the final scores do not change drastically when we make small changes in these 

weights, we can say that these scores are robust, and taking the decision based on this analysis might 

be justified. 
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