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a b s t r a c t

Subject-specific finite element models (FEMs) of the shoulder can be used to evaluate joint replacement

designs preclinically. However, to ensure accurate conclusions are drawn, experimental validation is crit-

ical. The objective of the current study was to evaluate the accuracy of strain predictions generated by

subject-specific scapula FEMs through comparisons against full-field experimental strains measured

using digital volume correlation (DVC). Three cadaveric scapulae were mechanically loaded using a

custom-hexapod robot within a micro-CT scanner. BoneDVC was used to quantify resultant experimental

full-field strains. Scapula FEMs were generated using three different density-modulus relationships to

assign material properties. Two types of boundary conditions (BCs) were simulated: DVC-

displacement-driven or applied-force-driven. Third principal strains were compared between the DVC

measurements and FEM predictions. With applied-force BCs, poor agreement was observed between

the predicted and measured strains (slope range: 0.16–0.19, r2 range: 0.04–0.30). Agreement was

improved with the use of DVC-displacement BCs (slope range: 0.54–0.59, r2 range: 0.73–0.75). Strain pre-

dictions were independent of the density-modulus relationship used for DVC-displacement BCs, but dif-

ferences were observed in the correlation coefficient and intercept for applied-force BCs. Overall, this

study utilized full-field DVC-derived experimental strains for comparison with FEM predicted strains

in models with varying material properties and BCs. It was found that fair agreement can be achieved

in localized strain measurements between DVC measurements and FEM predictions when DVC-

displacement BCs are used. However, performance suffered with use of applied-force BCs.

Crown Copyright � 2020 Published by Elsevier Ltd. This is an open access article under the CC BY license

(http://creativecommons.org/licenses/by/4.0/).

1. Introduction

Subject-specific finite element models (FEM) of the shoulder

offer the capability to evaluate the performance of joint replace-

ment designs prior to clinical adoption (Geraldes et al., 2017). As

these models can isolate and alter design variables in a cost-

effective and parametric fashion, they offer distinct advantages

over experimental bench-top testing. However, simplifying

assumptions can influence the predicted outcomes. For strain-

based outcomes, the assignment of material properties using

density-modulus relationships and simulated boundary conditions

are cited sources of variability (Helgason et al., 2016; Hussein et al.,

2018). Therefore, experimental validation should be performed

whenever possible to ensure the fidelity of the FEM.

In-vitro biomechanical testing has previously been conducted to

assess the accuracy of subject-specific shoulder FEMs in predicting

strain-based outcomes (Dahan et al., 2019, 2016). To quantify

strain, a common experimental method includes the use of a strain

gauge which is adhered to the surface of a cadaveric specimen

(Grassi and Isaksson, 2015). However, as strain gauges only pro-

vide a discrete surface measurement, they do not offer insight into

the mechanical strain distribution beneath the cortical shell.

Recently, mechanical testing combined with high-resolution com-

puted tomography (CT) and digital volume correlation (DVC) algo-

rithms have been used to measure full-field strains throughout the

structure of bone and has previously been applied to the shoulder

(Kusins et al., 2019; Zhou et al., 2020). DVC has also been applied to
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other bones such as the vertebra (Costa et al., 2017; Jackman et al.,

2016; Tozzi et al., 2016) and femur (Rapagna et al., 2019; Ridzwan

et al., 2017) and has previously been used as an experimental

benchmark for comparison to full-field predictions of whole bone

FEMs (Jackman et al., 2016; Kusins et al., 2020; Oliviero et al.,

2018).

The objective of the current study was to quantify the accuracy

of subject-specific FEMs of the scapula in predicting experimental

full-field strains obtained from an in-vitro mechanical testing pro-

tocol. Two factors in the generation of subject-specific FEMs were

evaluated: (1) three different density-modulus equations used for

material property assignment and (2) two types of simulated

boundary conditions.

2. Methods

2.1. Specimen acquisition and experimental testing

Three fresh-frozen cadaveric arms were used for experimental

testing (Table 1). Each arm was scanned using a clinical QCT-

scanner (GE Discovery CT750 HD, Milwaukee, WI, USA) at clinical

settings (pixel size: 0.625–0.668 mm, slice thickness: 0.625 mm,

120 kVp, 200 mA, BONEPLUS) with a dipotassium phosphate

(K2HPO4) calibration phantom as detailed in a previous study

(Knowles et al., 2019; Kusins et al., 2019). Following the scanning

protocol, the scapula was removed, denuded of all soft tissues, and

potted in polymethyl methacrylate (PMMA). The articular surface

of the glenoid was then resurfaced using a surgical shoulder

arthroplasty reamer to ensure a uniform surface for experimental

loading.

The experimental testing protocol used within the current

study has previously been detailed (Knowles et al., 2019; Kusins

et al., 2019) and is briefly discussed here. A CT-compatible loading

device was used to apply an external load to the cadaveric scapulae

(Fig. 1) measured by a load cell (Mini 45, ATI Industrial Automa-

tion, NC, USA). Experimental loading was performed on each spec-

imen within a cone-beam micro-CT scanner (Nikon XT H 225 ST,

Nikon Metrology, NV). A hemispherical platen (48 mm diameter,

Delrin�) transferred loads from the loading device to the articular

surface of the specimen. A pre-loaded micro-CT scan (33.5 mm iso-

tropic voxels, 95 kVp, 64 mA, 3141 projections, 1000 ms exposure)

was acquired with an applied pre-load of 10 N. A target 500 N com-

pressive load was then applied using the loading device within the

micro-CT scanner. For one cadaveric scapula, two pre-loaded scans

were acquired to quantify the accuracy and precision of the strain

measurements using a standard procedure that compares two

undeformed images and assumes a zero-strain condition

(Dall’Ara et al., 2014; Liu and Morgan, 2007). A settling time of

20 min was allowed for tissue relaxation prior to acquiring the

post-loaded micro-CT scan with similar imaging settings to the

pre-loaded scan.

2.2. Strain measurements

BoneDVC (https://bonedvc.insigneo.org/dvc/) was used to

quantify full-field local displacements and strains by registering

the micro-CT images of the pre- and post-loaded specimen

(Fig. 2). BoneDVC is a global DVC software based on a combina-

tion of elastic registration to compute the displacements and dif-

ferentiation with a finite element software for calculating the

strains. The underlying algorithms have previously been reported

in details (Dall’Ara et al., 2017, 2014). Prior to performing the

DVC registrations, pre-processing of the images was conducted.

A mask that contained only scapula bone was obtained through

segmentation of the micro-CT images. Any voxels outside of the

mask were set to a constant value. The images were then con-

verted to 8-bit binary for the DVC registrations. To determine

the optimal spatial resolution of BoneDVC, a standard procedure

of comparing two unloaded scans (known zero-strain case (Liu

and Morgan, 2007)) was performed to assess the accuracy and

precision of the resultant strain measurements. Based on these

results, a distance between two measurements of displacement

(nodal spacing) of 30 was found to provide the best compromise

between spatial resolution (� 1 mm) and experimental uncertain-

ties (strain accuracy equal to 220 mstrain and strain precision

equal to 366 mstrain).

Table 1

Specimen demographics.

Gender Age (Years)

Specimen 1 Male 73

Specimen 2 Female 62

Specimen 3 Female 52

(A)

(B)

(C)

Cadaveric 

Scapula 

Clamp

Loading  

Platen

Fig. 1. (A) Compressive loading was performed within a micro-CT scanner using a

custom-made CT-compatible loading device. The cadaveric scapula (B) was

denuded of all soft-tissue for simultaneous experimental loading and micro-CT

imaging (C).

Pre-Loaded Image 

Post-Loaded Image 

Full-Field Experimental Strains 

0 -15,000

Third Principal Strain [μstrain]
-7,500

Strain Resolu�on 

≈ 1 mm

Sec�on Plane

Fig. 2. Full-field experimental strains (resolution � 1 mm) between pre- and post-

loaded micro-CT images (33.5 mm) were calculated using BoneDVC.
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2.3. Finite element model generation

Scapula FEMs were generated for each specimen using the pre-

viously acquired clinical QCT scans. The rationale of using QCT

scans to generate the FEMs was to use a clinically feasible imaging

technique for model generation and to be consistent with previous

scapula FE modelling approaches (Zheng et al., 2017). For each sca-

pula, the geometry was extracted using a global threshold segmen-

tation and filled using Mimics software (Mimics v.20.0, Materialise,

Leuven, BE). To identify bone that was removed during specimen

preparation, a hand-held surface scanner (Spider, Artec 3D, Luxem-

bourg) was used to generate STL surface models of the scapulae.

The models were co-registered using an iterative closest point reg-

istration (3-matic v.12.0, Materialise, Leuven, BE) and any bone

removed during specimen preparation was virtually removed via

Boolean subtraction.

To assign material properties to the FEMs, a quadratic tetrahe-

dral (edge length = 1 mm) mesh was generated using Abaqus

(v.6.14, Simulia, Providence, RI). Three separate FEMs with varying

material properties were created using specimen-specific densio-

metric calibrations and three different density-modulus relation-

ships (Table 2).

Two types of boundary conditions (BCs) were simulated: DVC-

displacement-driven and applied-force-driven. DVC-displacement

BCs consisted of applying local DVC experimental displacements

to the articular surface and medial surface of the scapula FEM

(Fig. 3) (Chen et al., 2017; Kusins et al., 2019). A custom-code (Mat-

lab v.R2019a, Natick, MA) was used to tri-linear interpolate local

displacements in the Cartesian directions from the DVC results to

the nodes of the FEM. Applied-force BCs consisted of applying

the experimentally measured force to a virtual loading platen.

The virtual loading platen was meshed with hexahedral elements

(E = 3100 MPa, m = 0.35) and contact between the loading platen

and virtual scapula was simulated (Kusins et al., 2019). To isolate

the load transfer at the platen-scapula interface, DVC-

displacements were assigned to the medial aspect of the virtual

scapula (Fig. 3).

2.4. Statistical analysis

To compare third principal strains predicted by the scapula FEM

to the experimental strains measured by DVC, regions of interest

(ROI) throughout the glenoid vault were defined. Four depth ROIs

were created, divided into four volumes of equal depth (1 mm

thick). The first depth ROI (depth 1) was located 1.5 mm below

the articular surface of the glenoid. Each depth ROI was further

subdivided into four concentric rings centered about the reamed

pilot hole (diameter = 8 mm). The inner diameter of the most cen-

tral ring (radius 1) was equal to the outer diameter of the pilot hole

and the remaining rings were spaced peripherally by 2.5 mm but

constrained by the geometry of the scapula. In total, 16 ROIs were

included within the glenoid vault. The average value of third prin-

cipal strain within each ROI of the FE models were compared with

the DVC results using linear regression analyses. Slope and inter-

cept of the regressions were compared using an analysis of covari-

ance (ANCOVA) with a = 0.05. Within each ROI, root-mean-square

error (RMSE) was also calculated by comparing region-averaged

FEM strains to corresponding DVC experimental strain measure-

ments. RMSE% was calculated by dividing the RMSE by the maxi-

mum experimental strain measurement for each specimen.

3. Results

The accuracy of strains predicted by the FEM was impacted by

the BC simulated. For the pooled results, DVC-displacement BCs

(slope range: 0.54–0.59, r2 range: 0.73–0.75) was found to improve

strain predictions compared to applied-force BCs (slope range:

Fig. 3. Finite element models of the scapula were generated from clinical QCT scans. Three separate density-modulus equations were used to assign material properties to the

finite element model. Two separate boundary conditions (DVC-displacement and applied-force) were simulated.

Table 2

Density-modulus equations used for FEM material assignment.

Equation Density-modulus relationship

1 aE¼ 32790 � qqct
2:307

2 bE¼ 15000 �
qapp

1:8

� �2

3 Density range Density-modulus elationship

qapp < 1:54g/cm3 cEtrab ¼ 60þ 900 � qapp
2

qapp � 1:54g/cm3 dEcort ¼ 90 � qapp
7:4

Density-modulus relationships are from:
a Knowles et al. (2019b).
b Büchler et al. (2002).
c Schaffler and Burr (1988).
d Rice et al. (1988). E in [MPa], qqct in [gK2HPO4/cm

3] and qappin [g/cm3].
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0.16–0.19, r2 range: 0.04–0.30) (Fig. 4) with differences in slope

(p < 0.001) for all three density-modulus equations. For models

with DVC-displacement BCs, varying the density-modulus equa-

tion did not alter the agreement with the experimental measure-

ments (no significant differences for slope or intercept were

present between the models (p > 0.05)). Colour maps of each spec-

imen depicting the experimental DVC strains and the FEM pre-

dicted strains with density-modulus equation three and both

types of BCs are shown in Fig. 5. For each specimen, coefficient of

correlation was improved with the use of DVC-displacement BCs

(r2 range: 0.63–0.79) compared to applied-force BCs (r2 range:

0.50–0.66) (Table 3).

Highest errors associated with strain predictions of the FEM

were found within the ROI closest to the loading platen (depth 1,

radius 1) and this was consistent for all FEMs (Fig. 6). Within this

ROI, higher errors were observed with the use of applied-force

BCs (RMSE% of 31.9–33.1%) compared to DVC-displacement BCs

(RMSE% of 19.3–21.3%). When considering all ROIs together, lower

DVC-Displacement Boundary Condi�ons

Applied-Force Boundary Condi�ons

Experimental Third Principal Strain 

( strain) 

Experimental Third Principal Strain 

( strain) 

Equa�on 2Equa�on 1

P
red

icted
 T

h
ird

 P
rin

cip
al S

train
 (

strain
) 

Equa�on 3

Specimen 1

Specimen 2

Specimen 3

Experimental Third Principal Strain 

( strain) 

Fig. 4. Pooled linear correlation results comparing experimental strains measured using DVC to predicted FEM strains. The results of the FEM with three separate density-

modulus equations are shown. As well, two types of boundary conditions were simulated for each FEM: applied-force (grey) and DVC-displacement (black).

Fig. 5. Colour maps of experimental third principal strain fields as measured by DVC compared to FEM predicted strains using density-modulus equation 3 with applied-force

or DVC-displacement BCs. All ROIs (depth and radius) are included within the colour maps.
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errors were present in FEMs with DVC-displacement BCs (RMSE%

between 10.1% and 11.3%) compared to applied-force BCs (RMSE

% between 13.3% and 17.0%).

4. Discussion

The objective of this study was to evaluate the accuracy of

full-field strains predicted by scapula FEMs compared to experi-

mentally measured DVC strains. The strains predicted by the

FEMs were found to be sensitive to the BC simulated. Within this

study, DVC-displacement-driven BCs (r2 between 0.73 and 0.75)

was found to improve the accuracy of full-field strains predicted

by the FEM compared to applied-force-driven BCs (r2 between

0.04 and 0.30). This result highlights the importance of reproduc-

ing accurately the FEM’s BCs in validation studies as reported also

for micro-FEMs of trabecular bone (Chen et al., 2017). For DVC-

displacement BCs, the FEMs generally underpredicted the experi-

mental strains as indicated by a slope less than 1. Highest errors

for each FEM occurred within the ROI closest to the loading pla-

ten. Within this region, high experimental strains were also mea-

sured (>10,000 mstrain) which may indicate that local

experimental plastic deformation of the trabecular bone occurred

(Bayraktar et al., 2004). Material non-linearity was not accounted

for within the FEMs as material properties were assumed to be

linear isotropic (Zheng et al., 2017) and this may have affected

the accuracy of strains predicted within this study. As strains

are often used as a surrogate measure for bone remodeling algo-

rithms to assess implant longevity (Comenda et al., 2019), imple-

menting local yielding criteria for scapula FEMs warrants further

investigation.

A validated FEM with force-controlled BCs is desirable as it can

be extrapolated outside the experimental conditions. The applied-

force BCs simulated within the current study resulted in poor

agreement regardless of the material property equation used.

Although the placement of the loading platen was extracted from

the microCT images, the FEMs’ strain patterns observed with

applied-force BCs disagreed with the experimental results. This

may be attributed to the contact constraints imposed within the

FEMs but also the material properties that were assigned to the

scapula FEMs. We found that the agreement between the predicted

and experimental strains of the pooled results improved with the

use of either density-modulus relationship 1 or 2 compared to rela-

tionship 3; however, overall poor agreement was observed regard-

less of the relationship used (r2 less than 0.35) when using applied-

force BCs. Evidently, further refinement is required before the

model can be considered experimentally validated. However, this

finding demonstrates the strength of using DVC as an experimental

validation tool, as it provides the capability to quantify internal

strains throughout the glenoid vault and allows for a full-field val-

idation assessment that would not be possible with traditional

surface-based strain measurement tools (Grassi and Isaksson,

2015).

There were limitations with this study. First, a low sample size

(n = 3) of specimens was tested. As well, strains were compared

within volumetric ROIs rather than a full-field point by point vali-

dation. It should be noted that by region-averaging strains, the

pooled linear regression results within the current study are more

indicative of whether the FEM can replicate the overall pattern of

strain rather than predictions at discrete continuous locations

throughout the trabecular structure. This in turn limits the overall

strain spatial resolution of our validation procedure. In order to

resolve strains at the trabecular level, combining mechanical load-

ing techniques with volumetric imaging at the nano scale would be

required (Comini et al., 2019; Kersh, 2020).

Table 3

Linear regression results comparing experimental DVC and predicted FEM strains.

Specimen

#

DVC-displacement BCs Applied-force BCs

Slope

(m)

Coefficient of

Correlation (r2)

Slope

(m)

Coefficient of

Correlation (r2)

1 0.72 0.79 0.40 0.50

2 0.49 0.76 0.14 0.66

3 0.75 0.63 1.39 0.59

Predicted strains compared from FEMs were simulated using density-modulus

relationship 3.

Equa�on 1 Equa�on 2 Equa�on 3 Equa�on 1 Equa�on 2 Equa�on 3

DVC-displacement BCs Applied-force BCs

Depth 1

Depth 2

Depth 4

Depth 3

Radius 1

Radius 2

Radius 4

Radius 3

Regions of Interest

Fig. 6. Average RMSE% (n = 3) for predicted FEM strains as a function of density-modulus equations and boundary conditions (BCs).
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Overall, this study builds upon previous work in validating full-

field displacements and global reaction forces obtained for scapula

FEMs (Knowles et al., 2019; Kusins et al., 2019). Consistent with

previous work, the use of DVC-displacement-driven BCs was found

to improve the full-field predictions of scapula FEMs. Continual

development of modelling approaches in conjunction with DVC

should continue to improve the clinical translatability of FEMs of

the scapula.
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