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Abstract

A novel Computational Fluid Dynamics-enabled multi-objective optimisation methodology
for Polymerase Chain Reaction flow systems is proposed and used to explore the effect of
geometry, material and flow variables on the temperature uniformity, pressure drop and
heating power requirements, in a prototype three-zone thermal flow system. A conjugate
heat transfer model for the three-dimensional flow and heat transfer is developed and solved
numerically using COMSOL Multiphysics R© and the solutions obtained demonstrate how the
design variables affect each of the three performance parameters. These show that choosing
a substrate with high conductivity and small thickness, together with a small channel area,
generally improves the temperature uniformity in each zone, while channel area and substrate
conductivity have the key influences on pressure drop and heating power respectively. The
multi-objective optimisation methodology employs accurate surrogate modelling facilitated
by Machine Learning via fully-connected Neural Networks to create Pareto curves which
demonstrate clearly the compromises that can be struck between temperature uniformity
throughout the three zones and the pressure drop and heating power required.
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Optimisation.
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Nomenclature

A area (m2)
Bi biot number
Cp constant-pressure specific heat
Dh hydraulic diameter (mm)
H microchannel height (mm)
h Heat transfer coefficient [W/m2.K]
k thermal conductivity (W/m.K)
L length (mm)
ṁ mass flow rate (kg/s)
Nu Nusselt number
P microchannel perimeter (mm)
∆p pressure drop (Pa)
Pe Peclet number , VchDh/α
Pr Prandtl number
q wall heat flux (W/m2)
Q total power generated by PCR chip (W )
Rth conduction thermal resistance (K/W )
Re Reynolds number , Re = ρVchDh/µ
S spacing between heaters (mm)
T temperature (K)
V velocity (mm/s)
V̇ volumetric flow rate (m3/s)
W width

Subscripts

avg average
b substrate
c channel
CFD computational fluid dynamics
dev deviation
FEM finite element method
f fluid
h heater
in inlet
max maximum
min minimum
out outlet
RMSE root-mean-square error
s solid
w wall

Greek symbols

α thermal diffusivity
∆ drop
ρ density (kg/m3)
µ dynamic viscosity (Pa.s)
ν kinematic viscosity (m2/s)
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1. Introduction

Precise thermal control during the processing of small volumes of liquid in arrays of
fluidic channels is a key enabling technology for numerous important applications. These
include chemical reactors, fuel and solar cells, pharmaceuticals and droplet freezing systems5

to determine environmental pollution levels [1, 2]. In the context of electronics cooling,
the increasing densities of integrated circuits (up to 10kW/cm2 by 2020 [3]) have inspired
significant recent research interest in single phase liquid flows in fluidic channels as a viable
and practical method for cooling high heat flux densities encountered e.g. in Radio Frequency
and microwave applications [4]. Single-phase flow in serpentine channels has recently been10

shown to be particularly well-suited to providing uniform processor temperatures for high
density electronics cooling applications [5].

This paper is concerned with the thermo-flow design and optimisation of fluidic channels
used in Polymerase Chain Reaction (PCR) systems. Since their introduction, PCR systems
have revolutionised biological research [6]. They have found widespread application in rapid15

diagnostic systems for bacterial species leading to e.g. infectious diseases, or for the rapid
and accurate detection of bacterial species causing micro-biologically induced corrosion in oil
and gas production systems [7, 8]. PCR systems perform a thermal cycling procedure which
incorporates three distinct stages of denaturation (melting of the double-stranded DNA at
∼ 95◦C), annealing (binding of the specific primers of the thermo-stable DNA polymerase20

between 40◦C ∼ 50◦C) and extension (extending the primers within the thermo-stable DNA
at 60◦C ∼ 70◦C) [9].

Early PCR systems used time-consuming devices involving wells where the whole chip
is heated up and cooled down during each thermal stage [10, 11]. These were superseded by
Continuous Flow PCR (CFPCR) devices, introduced first by [12], based on single phase flow25

in a serpentine fluidic channel of rectangular cross-section with three temperature stages
in a glass substrate supported by three independent copper block heaters, see Figure 1.
Several studies show that, when used in a serpentine arrangement, CFPCR offers reduced
reagent consumption and rapid heat transfer, enabling PCR processing times to be reduced
dramatically compared to well-based systems. Due to their potential to provide an isolated30

environment with lower thermal mass than single-phase systems, there are now intensive
efforts to create droplet-based PCR systems [6, 10]. However, currently most practical
systems use CFPCR based on single-phase flow and these are the focus of the present
study. Previous studies of these have shown that the most influential parameters include
the substrate’s thermal conductivity and the system’s thermal resistance, and that fluidic35

channel sizes and spacing, carrier heat capacity and flow rate and, crucially, the heating
arrangement chosen are also all very influential [13].

Controlling the residence times in the denaturation, annealing and extension zones is
crucial since insufficient dwell times in each thermal state can seriously degrade DNA am-
plification efficiency[14]. Residence times in each zone can be optimised by controlling flow40

rate and channel geometry [15]. Cao et al. [16] explored the role of absolute and relative res-
idence times on DNA amplification efficiency using a combined experimental and numerical
approach. The latter employed a Lagrangian modelling approach to predict the temperature
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histories of individual DNA molecules flowing through CFPCR devices. Their methodology
enabled design times for CFPCR devices to be reduced significantly. A number of other45

studies have shown that it is also important to control the interference and transition times
between the thermal zones, which may require the use of active heating and cooling between
the zones, since ordering and interactions between the PCR thermal zones affects PCR yield
significantly. These considerations complicate the drive towards CFPCR device miniatur-
isation, to develop portable devices for diagnostic and testing purposes, since minimising50

thermal interference between neighbouring serpentine channels tends to lead to wider fluidic
devices [14].

The geometry of the serpentine channels is very important and a number of studies have
attempted to improve PCR yield by providing a more uniform thermo-flow environment
within the PCR zones. Reference [17], for example, used spiral microchannels to reduce55

reaction times, while other studies have explored the benefits of employing radial [18], spiral
[19] and straight channels [20, 21]. Duryodhan et al [22] showed how diverging fluidic
channels can create more uniform wall temperatures as a first step to improving the overall
temperature uniformity of fluid flowing within the PCR zones. Improved flow uniformity
was also achieved through use of electro-kinetic flow to create a plug-like velocity profile to60

reduce sample dispersion and increase flow-rate control within PCR channels [23].
Selecting appropriate thermal properties which are biologically compatible with the PCR

liquid [24], is also very important for CFPCR device optimisation [25], and the goal of
minimising the heating power required [26]. Tsuda et al. [27] demonstrated the ability
of 3D printing to produce bespoke fluidic reactors with complete control of the 3D fluidic65

network, a finding which motivated a recent exploration of the potential of using 3D printed
serpentine fluidic channels for CFPCR [9]. The flexibility of 3D printing allowed them to
explore a number of alternative heating arrangements with heaters located under each of the
three temperature zones. They noted that the low thermal conductivity of the 3D printable
materials is an important factor limiting their application in CFPCR devices that require70

rapid heating and cooling.
The above review demonstrates that there remains ample scope for CFPCR device op-

timisation. The present study proposes a novel Computational Fluid Dynamics (CFD)-
enabled optimisation methodology which enables the trade-offs between competing objec-
tives of temperature uniformity, pressure drop and heating power consumption to be ex-75

plored. This allows designers to maximise the proportion of PCR liquid that experiences
the target temperature range for the required time period in each zone, to preserve the
structural integrity of the CFPCR chip or to minimise the time taken or overall power
consumption (heating and hydraulic) throughout thermal cycling.

The paper is organised as follows. Section 2 describes the numerical methods and the80

specification of the conjugate heat transfer problem. Section 3 presents the validation of the
numerical model and a series of numerical results which demonstrate the dependence of the
thermal flow systems on key parameters. Section 4 presents a multi-objective optimisation
formulation for PCR flows and a series of CFD and optimisation results which demonstrate
the potential to manipulate designs to achieve the competing objectives. Finally, conclusions85

are drawn in Section 5.
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Figure 1: Serpentine PCR systems.

2. Numerical Methods

The problem of the microfluidic channel and heating arrangements, together with mod-
elling and numerical methods are described in this section.

2.1. Problem Description and Configuration90

The serpentine microfluidic channel, shown in Figure 1, passing through denaturation
(95◦C), annealing (56◦C) and extension (72◦C) zones is used as a prototypical CFPCR
thermal flow problem. This is based on those considered previously by [14, 17, 28] but
with a glass, rather than a PDMS, substrate material to increase thermal conductivity and
temperature uniformity. In addition, the cover material (Hp ) used here is PMMA, which can95

provide good thermal insulation as well as the practical advantages of good optical access
and a low cost. A schematic diagram of the microfluidic channel geometry is presented in
Figure 2 where Wc, Hc, Ww, Hb and L are the microchannel width, height, wall thickness
(the space between the channels), the bottom height and the total length respectively.

There are three individual copper blocks with cartridge heaters placed underneath the100

glass chip with a constant distance between them of S = 1mm, the length of the heaters
being 9mm underneath the denaturation and annealing zones and 40mm underneath the
extension zone. The height and length of each heater are Hh = 2mm and Lh=9mm. The
length of the denaturation, annealing and extension zones are chosen to achieve the typical
residence time ratios of 1 : 1 : 4 respectively [28].105

2.2. Conjugate Heat Transfer Model

A conjugate heat transfer model of the steady, single-phase, laminar flow problem shown
in Figure 2 was developed using the following simplifying assumptions employed by previous
studies [28–31]. The liquid is water, with temperature-dependent density and viscosity,
and the effects of radiation and buoyancy are neglected within the computational domain.110

However, the upper surface of the domain includes the effect of natural convection via a heat
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Figure 2: A schematic diagram of the microfluidic channel and heating arrangements in each of the CFPCR zones: a) the
thermal boundary conditions applied in each zone and b) the cross-section of the microfluidic channel.

transfer coefficient of 15W/ (m2 ·K) [28, 32]. All other surfaces are taken to be adiabatic
except at the channel bottom (where the heat flux or wall temperature boundary conditions
are applied). There is no internal heat generation.

The Reynolds number (Re), is given by:

Re =
ρfVchDh

µf

, (1)

where ρf and µf are the density and viscosity of the fluid respectively, Vch is the channel
inlet velocity and Dh the channel hydraulic diameter defined by:

Dh =
2WcHc

Wc +Hc

. (2)

For CFPCR flows, Vch ∼ 1mm/s, Dh ∼ 10−4 m and a water density of 103kg/m3 and115

dynamic viscosity 10−3Pa · s, leads to Re ∼ O(10−1), i.e. laminar flow conditions.
This is modelled using the governing continuity and Navier–Stokes equations:

∇ · (ρfu) = 0, (3)
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and

ρf (T ) (u · ∇)u+∇ ·

[

µf (T )
(

∇u+∇Tu
)

− pI−
2

3
µf (T )∇ · uI

]

= 0, (4)

where u and p are respectively the fluid velocity vector and pressure. The energy equations
for the heat transfer in the fluid and solid can be expressed respectively as:

ρf (Tf )Cpf (Tf )u · ∇Tf = ∇ · (kf∇Tf ) + Q̇gen, (5)

and
∇ · (ks∇Ts) = 0, (6)

where Cpf , kf and ks represent the specific heat and thermal conductivities of the fluid and
solid respectively. Q̇gen denotes the internal heat generation (W/m3) which is taken to be
0.

2.3. Boundary Conditions120

The computational domain and boundary conditions are shown in Figure 2. At the
walls, no-slip velocity boundary conditions u = us = 0 and wall temperatures Tf = Ts

are imposed, where Tf and Ts are respectively the interface temperature for the fluid and
the solid. At fluid-solid boundaries heat flux continuity is imposed. The inlet velocity Vch

was set to achieve a typical Reynolds number of 0.7 and the inlet temperature was fixed at125

Tf,in = 20◦C, with an ambient pressure condition, p = p0, imposed at the outlet.
All the outer surface boundary conditions are considered to be adiabatic except at the

bottom of the copper heaters where temperatures are set to 96.7◦C, 73◦C and 55.7◦C respec-
tively for the denaturation, extension and annealing zones. The thermo-physical properties
of the water (ρf , µf , Cpf and kf ) depend on the temperature and are given by [33]:

ρf = 838.466 + 1.4T − 0.003T 2 + 3.72× 10−7T 3, (7)

µf =1.38− 0.0212T − 1.36× 10−4T 2 − 4.64× 10−7T 3

+ 8.9× 10−10T 4 − 9.08−13T 5 + 3.846× 10−16T 6,
(8)

Cpf = 12010.147− 80.407T + 0.3099T 2 − 5.382× 10−4T 3 + 3.625× 10−7T 4, (9)

kf = −0.869 + 0.00895T − 1.584× 10−4T 2 − 7.975× 10−9T 3, (10)

where T is in Kelvin. The thermal conductivity of copper is ks = 400W/(m ·K) and the
target temperatures in the denaturation, annealing and extension zones are (95◦C, 55◦C and
72◦C) respectively. The governing equations are solved subject to the boundary conditions
using COMSOL Multiphysics 5.4. The temperature uniformity in the zones is calculated by
quantifying deviations from the target temperature, Ttarget, via

Tdev =

√

∫∫∫ (

Tfi,j,k − Ttarget

)2
dV

∫∫∫

dV
. (11)

7



The hydraulic performance is measured by calculating the pressure difference along the
channel

∆p = pin − pout. (12)

Heating power, Q, in each zone Qd, Qeand Qa was obtained at the bottom of the heater
surfaces using n · (k∇T ) = q/Ah where n denotes the outward normal vector of the domain
and Ah is the surface area of the heater. The total heat power is calculated by:

Qt = Qd +Qa +Qe, (13)

where Qt, Qd, Qa and Qe represent the total heat power in watts (W ), heat transfer to
denaturation zone, and heat extracted from annealing zone and heat transfer to the extension
zone respectively.

3. Numerical Results130

3.1. Numerical Validation

The effect of grid density is examined by obtaining numerical solutions on a series of
structured Finite Element grids of increasing refinement, on a desktop PC with Microsoft
Windows 10 and 32GB physical RAM. Table 1 shows the number of degrees of freedom
(DOF), physical memory (PM), Virtual Memory (VM), execution time and calculated Tdev135

and ∆p for each grid. There is only a small change < 0.2% in the obtained results if
the number of mesh elements is increased above 877552. Accordingly, numerical results
presented below have been obtained on the mesh with 877552 elements as an appropriate
compromise between computational expense and accuracy.

NO. of elements DOF (×105) PM (GB) VM (GB) Time ∆p(Pa) Tdev

93024 2.52 2.71 3.28 119 51.31 27.98

216096 5.1679 3.17 3.92 303 51.00 27.81

380480 8.3090 3.89 4.67 553 50.64 27.70

448686 14.485 4.47 5.26 677 50.58 27.58

877552 17.763 6.56 7.42 1839 50.48 27.57

1026602 20.373 8.23 9.52 3849 50.45 27.50

1171632 23.329 7.93 8.92 4050 50.43 27.52

Table 1: Effect of grid density for the case of Re = 0.7, Tf = 20◦C, Hc = 150µm, Wc = 500µm,
Ww = 150µm and Hb = 850µm.

The numerical model is first compared with the experimental results of [22] for thermal140

flow in diverging channels. Figure 3 shows that the agreement between the experimental
and numerical results is generally very good. The next comparison is with the numerical
results of [28] where Hc = 150µm, Wc = 50µm, S = 1mm, Vch = 6mm/s and Tf,in = 72◦C.
Once again the numerical predictions of the temperature profile along the three temperature
zones, shown in Figure 4, are in very good agreement with the published results.145
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Figure 3: Comparison of surface temperature variation along
flow direction in a diverging microchannel at q = 4W .

Figure 4: Comparison of fluid average temperature profile
along the centreline of CFPCR zones.

3.2. One-dimensional (1-D) thermal modelling

Several previous studies of heat transfer in micro-channel structures have employed sim-
plified analyses successfully. For small channels with Dh ∼ 50µm, convective heat transfer
can often be neglected [23] and for flows which are fully developed thermally, 1-D models
may also be useful. The thermal entrance length for laminar flow can be estimated by [34]150

Lth = 0.05RePrDh (14)

where Pr is the Prandtl number given by

Pr =
Cpµ

k
. (15)

For the cases considered here Lth ∼ 20µm so the thermal entrance length can be neglected.
By applying the energy balance approach described in [33, 35] the average flow temperature,
Tf,avg, for the constant wall temperature, Tw, is given by

Tf,avg(x) = Tw − (Tw − Tin)× exp(−h.P.x/ṁCpf ) (16)

where x is the distance along the channel, Tin is the fluid inlet temperature, ṁ is the mass
flow rate, h is the heat transfer coefficient, P is the perimeter of the microchannel and Cpf

is the fluid heat capacity.
Predictions of the 1-D model (16) are compared with those of the 3-D conjugate heat

transfer model in Figure 5, for the thermal conditions specified in the denaturation zone.155

Figure 5(a) shows that for the case with Vch=4mm/s and zero substrate thickness,Hb = 0µm,
the agreement is excellent. However for cases with larger values of Hb, the discrepancy
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between the models is much more significant due to the thermal resistance of the substrate.
More generally, it is found that the 1-D model works well provided the conductive thermal
resistance, defined by Rth = Hb/ks, is small. This cannot be neglected for cases considered160

below, with larger substrate thicknesses, and for which full 3-D simulations are required.

Figure 5: Comparison of 1-D and CFD predictions of centreline temperature in the CFPCR denaturation zone with (a)
Vch=4mm/s, Hb=0 µm; (b) Vch=4mm/s, Hb=200µm; (c) Vch=1mm/s, Hb=200µm; (d) Vch=1mm/s, Hb=850µm

3.3. Effect of substrate material

The effect of the substrate material on the temperature profile is considered next, for
flow in a channel with dimensions: Hc = 150µm, Wc = 500µm, Hb = 850µm, Ww =
50µm, Hh = 2000µm, HPMMA = 1500µm and S = 1mm. Figure 6 shows the effect of165

the material on the fluid temperature profile at the low inlet flow velocity Vch = 0.1mm/s.
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The fluid temperatures in these cases are reasonably uniform for all materials, with the
fluid temperature for glass and silicone chips being closest to the target temperatures in
the zones while that for the polyimide chip is furthest from the target profile. The size
of the deviations from the target temperature profiles generally decreases as the thermal170

conductivity of the chip material increases due to the smaller thermal resistance between
the heated substrate and the flowing liquid. As noted by Chen et al. [14], this can however
lead to greater thermal interference between zones.

Figure 6: Temperature profile along the centerline of
CFPCR zones at Vch = 0.1mm/s.

Figure 7: Temperature profile along the centerline of
CFPCR zones at Vch = 1mm/s.

Figure 7 shows the effect of increasing the inlet velocity to Vch = 1mm/s. This leads
to greater discrepancies from the target temperatures in each zone, since convective heat175

transfer becomes more significant at the higher speed. Once again, the deviations from the
target temperature profile decrease as thermal conductivity increases. Figure 8 summarises
the effect of material and inlet flow velocity on the deviations from the target temperatures,
and quantifies the monotonic increases in Tdev as Vch increases and thermal conductivity
decreases, due to the increased convection and thermal resistance respectively.180

It is instructive to calculate two dimensionless parameters for the present problems.
The first, the Peclet number, quantifies the relative importance of convection compared to
conduction in the liquid and is defined by Lin et al. [36]:

Pe = Vch.Dh/α (17)

where α is the thermal diffusivity of the liquid. The second assesses the importance of axial
conduction compared to convection in micro-scale systems and is defined by Maranzana et
al. [37]:

M = qcond/qconv = (ks.Hb)/(ρf .Cpf .Hc.Vch) (18)
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Material Tdev (◦C) Pe M
Vch1 Vch2 Vch3 Vch1 Vch2 Vch3 Vch1 Vch2 Vch3

Polyimide 44.522 73.888 94.613 1.442 8.850 14.978 0.0034 5.81×10−4 3.49×10−4

PMMA 40.336 63.988 84.747 1.439 8.794 14.858 0.0044 7.35×10−4 4.41×10−4

PDMS 39.448 62.881 82.573 1.439 8.783 14.834 0.00463 7.74×10−4 5.36×10−4

Polyethylene 29.665 57.753 61.778 1.434 8.679 14.583 0.0088 0.00148 8.82×10−4

Glass 19.366 38.309 47.790 1.430 8.597 14.359 0.0324 0.0054 0.0032
Silicon 18.152 20.799 22.922 1.428 8.575 14.295 3.0129 0.502 0.301

Table 2: The effect of chip material and inlet velocity on Tdev, Pe and M for Vch1 = 1mm/s,
Vch2 = 6mm/s, Vch3 = 10mm/s, for Hb = 850µm.

Values are given in Table 2 for examples of the cases considered here.
Since Pe > 1 convection is influential in all cases and temperature variations along the

channel result from the competition between convection, which acts to increase them, and
conduction, which acts to reduce them. Lower axial conduction for the particular case of
PMMA at Vch=1mm/s may explain why its Tdev = 40.336 is greater than Tdev = 38.309 for185

glass at the much higher velocity Vch=6mm/s.
In view of its good thermal and optical properties, all results below use glass as the

substrate material. Figure 9 and Table 2 show how the temperature variation Tdev in glass
chips is affected by channel inlet velocity Vch and demonstrates clearly how the temperature
profile throughout the three PCR zones is very different from the target profile at the higher190

speeds.

Material Qt(W )
ks(W/m.K) Vch1 Vch2 Vch3 Vch4

Polyimide 0.15 0.054 0.105 0.146 0.183
PMMA 0.19 0.058 0.109 0.157 0.203
PDMS 0.2 0.059 0.111 0.160 0.207

Polyethylene 0.38 0.071 0.164 0.195 0.246
Glass 1.4 0.122 0.283 0.393 0.475
Silicon 130 5.293 5.384 5.476 5.607

Table 3: The effect of chip material on heating power required for Vch1 = 1mm/s, Vch2 = 6mm/s,
Vch3 = 10mm/s, Vch4 = 15mm/s.

The effect on heating power is considered next. Figure 10 and Table 3 show that the
heating power consumption increases as the velocity increases and that the comparatively
high thermal conductivity of silicon leads to at least an order of magnitude larger heating
power requirement.195

The results show that Tdev is influenced by the competition between convection and axial
conduction that results from the material type, flow rate and channel size. In practice, there
are other competing objectives which need to be considered, such as the need to minimise
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Figure 8: The effect of material type on the PCR
performance responses in terms of Tdev at different inlet

velocity Vch = (1− 20)mm/s.

Figure 9: Temperature profile along the centerline of
CFPCR zones at different velocities using a glass substrate.

the pressure drop and heating power consumption. The next section extends the analysis
to formulate and solve multi-objective optimisation problems relevant to PCR systems.200

4. Multi-Objective Optimisation

4.1. Problem Formulation

The prototype three-zone PCR system is optimised according to the competing objec-
tives of minimising each of the temperature deviation, Tdev, pressure drop, ∆p, and heating
power, Qt. The influence of the four design variablesWc, Hc, Hb andWw is explored at a con-
stant Reynolds number Re = 0.7, and with constant Tf,in = 20◦C, S = 1mm, Hh = 2mm,
Hp = 1.5mm and L = 60mm. Temperatures at the bottom of the copper heaters over the
denaturation, extension and annealing zones are set at 96.7◦C, 73◦C and 55.76◦C respec-
tively. The multi-objective optimisation problem considered here is the minimisation of each
of {Tdev,∆p,Qt} within the design space:

150µm ≤ Wc ≤ 500µm, 50µm ≤ Hc ≤ 150µm, 400µm ≤ Hb ≤ 1000µm, 70µm ≤ Ww ≤ 1000µm.

4.2. Effect of channel size

Table 4 shows typical results of varying the channel dimensions, Wc and Hc, on the pres-
sure drop ∆p and temperature deviation Tdev. Pressure drop ∆p is effectively independent205

of Hb and Ww and depends only on the Wc and Hc through a strong dependence on channel
cross-sectional area, Wc × Hc. In contrast, Tdev also depends on Hb through its influence
on the substrate thermal resistance. As Hb increases, conduction into the liquid decreases
leading to larger temperature variations.
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Figure 10: The effect of material type and inlet velocity Vch on the heating power requirement.

Case no. Wc(mm) Hc (mm) Hb(mm) ∆p(Pa) Tdev(K)

1 0.5 0.15 0.8 50.27 26.04

2 0.5 0.05 0.8 993.62 22.52

3 0.15 0.15 0.8 147.59 25.74

4 0.15 0.05 0.8 1416.10 20.44

5 0.5 0.15 0.4 49.92 19.71

6 0.5 0.05 0.4 986.33 16.66

7 0.15 0.15 0.4 146.67 19.34

8 0.15 0.05 0.4 1413.30 15.30

Table 4: Effect of channel size on Tdev and ∆p for the case of Re = 0.7, Tf = 20◦C, Ww = 0.07mm.

4.3. Surrogate Modelling210

Design of Experiments (DoE) using an Optimal Latin Hyper-cube sampling technique
[38], and CFD simulations run at these design points was used to generate the y = (Tdev,∆p,Qt)
data set for use within surrogate models. Two surrogate modelling approaches are used. The
first is based on cubic Radial Basis Functions (RBFs) where the surrogate model yk (k

th com-
ponent of y with k = 1, 2, 3) for the output variable y at a design point x = (Wc, Hc, Hb,Ww)
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is given by

yk(x) =
N
∑

i=1

λiφ (‖x− xi‖) , φ (‖x− xi‖) = β‖x− xi‖
3, (19)

with xi being the ith DoE point (1 ≤ i ≤ N), taken from N = 560 CFD simulations. ‖ · ‖
denotes the l2 norm, λi are RBF parameters. β is a calibration parameter for the cubic RBF
function. For each surrogate model β is determined using a relatively simple Leave-One-Out
(LOO) calibration, where each sample point is left out of the RBF function and then used
to predict the value at the omitted DoE point. The Root Mean Square Error (RMSE) of the215

discrepancies between the predicted and actual DoE points is then minimised with respect
to the β parameter over a suitable interval [39].

The second approach uses fully connected Neural Networks (NNs) available within Tensor
Flow, usingNtrain=176 of these randomly selected for the training data set and the remaining
Ntests=50 used as the test data set. A Stochastic Gradient Descent (SGD) method is used
to minimise the cost function:

cost =

Ntrain
∑

i=1

‖ypredict
i − ȳtrain

i ‖/Ntrain. (20)

The calculations are terminated after 5× 104 iterations to avoid over-fitting when the error

err =

Ntrain
∑

i=1

‖ypredict
i − ȳtest

i ‖/Ntest (21)

does not decrease as shown in Figure 11.
In (20) and (21), ȳ is the normalised data set given by

ȳk =
yk − yk,min

yk,max − yk,min

, (k = 1, 2, 3) (22)

with yk being the k
th component of y, and yk,min (yk,max) being the minimum (maximum)

of all the N data points for the kth component.220

The training procedure random process is performed 10 times for the same NN before
the effect of using different topologies is explored. The three best NNs that can reduce the
error in the testing dataset to around 0.3% are shown in Figure 12.

A reliable method of determining the best NN is to let them predict another unseen
data set. Therefore these three NNs are tested on 50 additional CFD data points, and the225

relative error is shown in Table 5. From these we can conclude that the one-layer NN with
100 neurons is the most accurate, and will be used in all NN results presented below.

4.4. Multi-Objective Pareto Analysis

The RBF and NN methods were used to create Pareto curves of non-dominated so-
lutions for ∆p vs Tdev, ∆p vs Qt and Tdev vs Qt. The RBF method uses the Multi-230

Objective Genetic Algorithm (MOGA) solver in MATLAB, whereas the NN methods use
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Figure 11: Convergence of the cost function evaluated on the training data and error measured on the test data set.

Figure 12: Final error of running the same NN 100 times, which is initialized randomly.

One-layer NN one-layer NN Two-layer NN
with 80 neurons with 100 neurons with 10× 10 neurons

3.5773×10−3 2.0128×10−3 2.4820×10−3

Table 5: Error testing on 50 additional data points.

the SciPy.optimization module in Python based on a simple weighting between the com-
peting objectives. The Pareto curves from the RBF and NN meta-modelling are all very
similar to each other - the Pareto curves for ∆p vs Tdev are shown in Figure 13 and provide
a basis for finding an appropriate balance between these competing objectives. It shows, for235

example, that reducing Tdev from 14 to 13 would require a four-fold increase of ∆p, from
250 to 1000Pa, while reducing ∆p below 100Pa comes at the price of a sharp rise in Tdev.

Figure 14 compares the temperature profile from a design point on the Pareto curve
(Hc = 50µm, Wc = 152µm, Hb = 403µm, Ww = 667µm, Hh = 2000µm, HPMMA = 1500µm
and S = 1mm) with that from a non-optimised Design of Experiments point (Hc = 150µm,240

Wc = 500µm, Hb = 800µm, Ww = 70µm, Hh = 2000µm, HPMMA = 1500µm and S =
1mm). It can be seen that the temperature profile from the optimised solution is much
closer to the target temperature profile than for the non-optimised one.
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Figure 13: Pareto curves of ∆p vs Tdev , obtained using RBF and NN meta-modelling.

Figure 14: A comparison of temperature profiles in PCR fluidic channel from an optimised and a non-optimised solution.

Figure 15 shows the other two-dimensional Pareto curves for the competing objectives
∆p vs Qt and Tdev vs Qt, obtained using the one-layer NN with 100 neurons available in245
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TensorFlow, combined with the SciPy.optimization module. Figure 15(a) shows that Qt can
be reduced significantly without a major pressure drop penalty, but that reducing it below
0.06 does require a significantly larger ∆p. Figure 15(b) shows that there is a reasonably
linear, negative correlation between Tdev vs Qt for Tdev > 13 but that Qt increases sharply
for lower values of Tdev.

(a) ∆p vs Qt. (b) Tdev vs Qt.

Figure 15: Pareto curves of the competing objectives.

250

5. Conclusion

This paper proposes the first CFD-enabled optimisation methodology for thermal flow
in PCR systems, accounting for temperature uniformity, pressure losses and heating power
requirements. Results have shown that temperature variations in the PCR liquid along
zones is determined by the competition between convection and conduction in the vertical255

and axial directions, with the former acting to exacerbate temperature variations and the
latter to reduce them. The temperature variations are a nonlinear function of flow rate,
channel size, substrate material thermal properties and substrate dimensions. Generally,
reducing both the flow rate, which reduces convection, and substrate thermal resistance,
Rth = Hb/ks, which increases conduction into the liquid, decreases temperature deviations260

along a channel. The values of the Peclet and axial conduction numbers can provide further,
valuable insight into the relative importance of convection and conduction and their influence
on temperature uniformity. The dependence of pressure drop and heating power on design
variables is much simpler. The former only depends on the channel sizes, Wc and Hc, and
increases rapidly as channel cross-sectional area Wc ×Hc decreases, whereas heating power265

requirements depend mainly on the substrate thermal conductivity, with results showing
those for silicon being an order of magnitude larger than for the other materials considered.

If obtaining high levels of temperature uniformity is the key consideration then it is
possible to choose a substrate with high conductivity, small substrate thickness and small
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channel area. However since there are often important structural constraints on the pres-270

sure drop that can be supported by a PCR chip, then it would be necessary to choose a
larger channel area to reduce pressure drop. This paper has shown that a multi-objective
optimisation methodology can provide the information designers need to make these deci-
sions in a scientifically-rigorous manner. Pareto curves from the multi-objective optimisation
methodology demonstrate clearly the compromises that can be struck between temperature275

uniformity, pressure drop and heating power throughout the three zones. For example, these
have quantified the price that must be paid in terms of increased pressure drop and heating
power in order to get high temperature uniformity in the zones. The proposed optimisation
framework is generic and can be extended to account for other practical objectives, such as
the DNA amplification achieved throughout the PCR zones.280
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