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Abstract

In-band full-duplex (IBFD) underwater acoustic (UWA) communication can significantly improve the throughput

of UWA communication networks. In this paper, we focus on the self-interference (SI) channel modeling which

is essential for SI cancellation in an IBFD modem. The SI consists of direct self-loop interference (SLI) and

self multi-path interference (SMI) due to reflections from water surface and bottom. Therefore, we first propose a

simplified finite element model for SLI in an IBFD UWA modem. Then we model the underwater vertical channel

to obtain the SMI path loss and propagation delays. Simulation results show that the SLI signal is composed of

diffraction and scattering components, and it is greatly affected by the modem housing material and shape. The SLI

channel has a long (several tens of ms) impulse response. To verify the proposed model, based on the IBFD UWA

communication modem developed by our team, we conducted a lake experiment in December 2019 at Qiandao Lake

in Hangzhou, China. The simulated results match well with the experimental results in time/frequency features and

transmission loss. This study reveals the complexity of SI channel in IBFD UWA communication.

Keywords: Channel model, Full-duplex, Self-loop interference, Self-interference, Underwater acoustic

communication.

1. Introduction1

Underwater acoustic (UWA) communication2

technology has been widely studied and applied in3

many fields, such as underwater sensor networks,4

observation of marine environment, oceanographic5

engineering construction, etc. [1, 2]. Due to the6

narrow available frequency bandwidth and complex7

UWA propagation, the spectral efficiency of UWA8

communication systems is limited [3–5]. Full-duplex9

(FD) communication technology was introduced to10

improve the spectral efficiency of radio communication11

systems [6–8], and it can also be used for UWA12

communication systems.13
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A series of research work has been devoted to 14

exploring the feasibility of FD technology in UWA 15

communication systems [9, 10], especially the in-band 16

full-duplex (IBFD) technology as it can double the 17

utilization of frequency band and greatly improve the 18

performance of UWA communication networks [11– 19

16]. In general, the research has been focused on 20

self-interference (SI) cancellation, which is the basis 21

and major challenge of FD communications, and can 22

be implemented as analog SI cancellation and digital 23

SI cancellation. The performance of SI cancellation 24

can be improved with more accurate estimates of the SI 25

channel [11–13]. Therefore, it is of great significance to 26

study the SI signal and SI propagation channel. In [13], 27

a sparse adaptive constraint algorithm for estimation of 28

the SI channel and power amplifier (PA) nonlinearity 29

is proposed. An improved maximum likelihood (ML) 30

algorithm for the SI channel estimation is proposed in 31

[14], which introduces a penalty that favors sparsity 32

in the cost function to obtain better SI channel 33

Preprint submitted to Elsevier July 26, 2020



estimates. In [11], the SI channel estimates are obtained34

by using the recursive least-squares (RLS) algorithm35

with dichotomous coordinate descent (DCD) iterations,36

which achieves 69 dB SI cancellation performance with37

the PA output being used as the regressor in the adaptive38

filter to deal with the non-linear distortions.39

It should be noted that the SI signal between40

transducer and receiver is composed of self-loop41

interference (SLI) and other self-multi-path interference42

(SMI). The SLI component propagated through the43

modem housing is much stronger than the SMI44

component caused by reflections from the seabed45

and sea surface. A hybrid design proposed in [12]46

includes analog, digital cancellation and directional47

transmission. It can be used for the SLI cancellation in48

the deep ocean environment. Real sea measurements of49

SI for FD UWA communication systems are presented50

in [17], which demonstrate that the SMI can last more51

than 1 second in shallow water environments.52

In practice, the SI cancellation algorithms will run53

in a communication modem like the one described54

in [9], so it is essential to consider the influence of55

the equipment (housing) on the SLI signal. The SMI56

channel can be modeled by combining some empirical57

formulas and models [3, 18]. In contrast, it is hard58

to describe and model the SLI channel realistically at59

sound propagation distances of only tens of centimeters.60

Furthermore, the SLI acoustic channel is different61

from the SLI in IBFD radio channel [19, 20]. The62

scattering component [21] caused by the IBFD UWA63

modem housing vibration will also be received by the64

near-end receiver in the form of interference. With65

a high transmission power, the far-end signal can not66

fit within the limited dynamic range of analog to67

digital converter (ADC). This requires an analog SI68

interference cancellation to enable the ADC to convert69

the far-end signal and further cancel the residual SI by70

a digital SI canceler [22]. Meanwhile, if some prior71

information about the SLI channel can be obtained,72

the complexity of analog interference cancellation can73

be reduced by digitally assisted analog interference74

cancellation [23]. Therefore, it is very important to75

model the SI channel, especially the SLI channel to76

obtain the prior information.77

Hence, in order to better understand the SI channel in78

practice, especially characteristics of the SLI channel,79

such as the channel impulse response (CIR), in this80

work, we develop models for the SLI and SMI channels.81

First, to focus only on the SLI characteristics and82

channel modeling, the short distance sound propagation83

is simulated in infinite space without any interference84

from multipath components caused by boundaries. We85

establish a simplified finite element model of an IBFD 86

UWA modem to simulate the sound propagation from 87

the transmitter to the near-end receiver. Then we model 88

the underwater vertical channel to obtain the SMI path 89

loss and arrival time. The simulation results are verified 90

in a lake experiment. 91

This paper is structured as follows: In section 2, 92

we describe the modeling of SLI and SMI, the finite 93

element model and parameter configuration. Analysis 94

of the SLI signal is given in section 3. In section 4, the 95

simulation results are verified by experiments. Finally, 96

some conclusions and discussions concerning the use 97

of IBFD UWA communication systems in practice are 98

provided in section 5. 99

2. Modeling Method and Parameter Configuration 100

Normally, the conventional UWA communication 101

modem can be roughly divided into two parts: the 102

transceiver transducer and the housing. However, 103

for the IBFD UWA communication modem, in order 104

to transmit and receive signals at the same time, it 105

is composed of three parts: transmitting transducer, 106

receiving transducer and housing as shown in the left 107

side of Fig. 1. The housing contains the digital, 108

analog circuit boards and battery packs. The housing 109

between the transmitting end and the receiving end 110

will block the sound propagation path. Due to the 111

complexity of the SLI propagation, it is difficult to 112

obtain an analytical expression of the SLI channel 113

model. Therefore, we use the finite element model 114

of the IBFD UWA communication modem to simulate 115

the propagation process. On this basis, we obtain 116

characteristics of the SLI channel. For the SMI channel, 117

we mainly calculate the arrival delay and attenuation of 118

each path based on the spreading loss, absorption loss 119

and reflection loss. 120

2.1. Simplified model of IBFD UWA communication 121

modem 122

When the IBFD UWA communication modem 123

transmits a signal through a transducer, the emitted 124

sound wave will first interact with the housing. This 125

interaction will produce an echo reflected by the 126

housing and make the housing enter the vibration state 127

causing the coupled vibrio-acoustics phenomenon. The 128

housing under vibration will radiate elastic waves, 129

which will be scattered into surrounding water and 130

received by a receiving transducer. 131
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Figure 1: The simplified structure of IBFD UWA communication testing modem and its finite element model.

The above process can be represented as [24, 25]

1

ρwc2

∂2 pt

∂t2
−
∇2 pt

ρw

=
4π

ρwc
S (δ(x)), (1)

ρs

∂2u

∂t2
= ∇ ·Cau + Fv, (2)

where pt is the total acoustic pressure, ρw and ρs are132

the density of the water and the housing respectively,133

c is the sound speed in water, S is the amplitude of134

monopole source, δ(x − x0) is the unit-impulse function135

at coordinate x0 , Cau is the Cauchy stress, u is the136

displacement vector as the inertia item and Fv is the137

volume force vector.138

The numerical simulation of the coupling between139

acoustic wave and the housing is conducted by140

using a time-dependent solver in two-dimensional141

axisymmetric model. We use the coupling model142

of multi physical fields software COMSOL [26] to143

establish the boundary of acoustic-housing. As the144

perfect matching layer cannot completely eliminate the145

influence of the simulation space boundary, we simulate146

the vibro-acoustics coupling phenomenon in infinite147

space by setting the simulation space range far greater148

than the housing size, so as to ensure that there is no149

influence of the simulation boundary echo during the150

observation time. In this way, the simulation result in151

the observation time only contains the SLI, and there is152

no other interference.153

In the finite element calculation, especially for 154

the propagation problem in transient time, high 155

time resolution is needed. Hence, we use the 156

Courant-Friedrichs-Lewy (CFL) [27] and mesh size to 157

calculate the time-step for controlling the simulation 158

error. As we want to observe the short-range 159

propagation, a smaller CFL is needed as it describes 160

how many mesh elements can propagate per time-step. 161

The specific calculation process is as follows 162

∆t =
CFL·h

c
, (3)

where ∆t is the time-step size, c is the sound velocity, 163

and h is the mesh size. In this study, the frequency 164

range of transmitted signal is 6-12 kHz, and CFL is 165

set to 0.2. To ensure the accuracy of simulation, the 166

maximum size of mesh elements of water and the 167

housing-structure interface were about one-sixth and 168

one-sixtieth of the minimum wavelength of transmitted 169

signal, respectively. Due to the irregular shape of the 170

housing, the model uses free triangle elements to deal 171

with the irregular shape as shown on the right side of 172

Fig. 1. The specific values of other parameters are 173

shown in Table 1. The distance between the point sound 174

source and the shell is 5 cm, while the distance between 175

the receiving end and the shell is 10 cm as shown in fig. 176

1. 177

We use the broadband short-pulse transmitting signal 178

in simulation. A window function is applied to 179
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Table 1: Parameters of the simulation model.

Parameter Value

Material Aluminum 6063-T83

Transmitted signal Broadband short-pulse signal S(t)

Water Density 1000 kg/m3

Sound velocity in water 1500 m/s

Rod 105 mm

Rid 74 mm

Red 80 mm

Hc 530 mm

Hci 500 mm

reduce the energy leakage and make it easier to180

identify the diffraction and scattering components in the181

experimental and simulation results [28].182

The transmitted signal is given by

S (t) = A cos

[

2π flt +
π( fh − fl)t

2

TB

]

·WH(t), (0 ≤ t < TB),

(4)

where A is the amplitude of the transmitted signal,183

WH(t) is the Hamming window, TB=0.5ms is the signal184

duration, fl = 6kHz and fh = 12kHz . The transmitted185

signal and its spectrum before and after the windowing186

are shown in Fig. 2.187

In this simplified model, we used a point source188

instead of the transducer transmitting sound waves.189

We also used a basic electroacoustic transducer model,190

but the results are almost the same. To reduce the191

computational complexity of the model further, we192

ignore the internal equipment of the housing and deal193

with it as air. Due to the large difference between194

the acoustic impedance of the air and housing, the air195

part can be further omitted. Note that it is difficult196

to extract the scattering waves and diffraction waves197

independently due to their heavy overlap in time.198

Therefore, to obtain the diffraction wave we set the199

housing to be absolutely rigid in an auxiliary simulation.200

In this auxiliary simulation, the configuration of other201

parameters was completely consistent with the above202

simulation parameters.203

2.2. Simplified model of vertical acoustic channel204

When the modem is working underwater, the205

near-end receiver will receive not only the SLI, but also206

the SMI. Compared with the far-end expected signal,207

this interference component cannot be ignored. To208

fully understand characteristics of the SMI channel,209

we consider arrival delay, spreading loss, absorption210

(a)

(b)

Figure 2: Comparison of signal before and after

windowing: (a) Time domain; (b) Frequency domain.

loss and reflection loss to make a simple modeling of 211

a vertical channel. For this model, the layout of the 212

modem is shown in Fig. 3. 213

The modeling is based on a scenario in which the 214

modem is placed vertically underwater. Considering 215

two kinds of reflection, the blue line indicates that the 216

first reflection is from the sea surface, and the red line 217

indicates that the first reflection is from the sea bottom. 218

The distances from the transducer and the receiver to 219

sea surface are represented by Dt and Dr .The depth of 220

the sea is expressed by Dp . 221

The arrival delay of reflections can be approximately 222

computed as 223
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Figure 3: Reflections in a vertical channel.

Tsn =
Dt + 2Dp ·

⌊

n
2

⌋

+ Dr · [2 · (n mod 2) − 1]

c
, (5)

Tbn =
−Dt + 2Dp ·

⌊

n+1
2

⌋

− Dr · [2 · (n mod 2) − 1]

c
,

(6)

where Tsn is the arrival time after n reflections (for paths224

with the first reflection from the surface), Tbn is the225

arrival time after n reflections (for paths with the first226

reflection from the bottom), and c is the speed of sound.227

The spreading loss will increase with distance and can228

be obtained by the following formula [3]229

S prd = k · 10 · log10(ld), (7)

where S prd is the spreading loss, k is the spreading230

factor taken to be 1.5 in this study, and ld is the distance231

of propagation.232

The absorption loss is a frequency-dependent233

function. Combined with the spreading loss, it can be234

expressed by the following formula [29]235

A(ld, f ) = Arld
ka( f )ld , (8)

where Ar is a scale constant, a( f ) is the absorption236

factor, and it can be calculated by using the Thorps237

empirical formula [30]238

a( f ) = 0.11
f 2

1 + f 2
+ 44

f 2

4100 + f 2
+ 2.75 × 10−4 f 2 + 0.003,

(9)

where f represents the transmitting signal frequency (in 239

kHz). 240

For the reflection loss, we assume that the sea surface 241

is flat and it can be modeled by a reflection coefficient 242

γs = −1 , and the bottom reflection loss R f b and the 243

bottom reflection coefficient γb can be expressed by [31] 244

R f b = −20log10

∣

∣

∣

∣

∣

pr

pi

∣

∣

∣

∣

∣

= −20log10 |γb| , (10)

where pr and pi are the reflected and incident sound 245

pressure amplitude, respectively. In this study, γb = 246

−0.97 is adopted. Therefore, the overall path loss of 247

the SMI can be represented in decibels by 248

PLall = 10log10A(ld, f ) + ηR f b. (11)

where η represents the number of times the path has 249

reflected off the seafloor. 250

It should be noted that when the sea surface is calm, 251

the coherence time of vertical acoustic channel is quite 252

long. However, when the sea surface fluctuates due 253

to wind and waves, the arrival time Tsn and Tbn in 254

Eq.(5) and Eq.(6) will change with Dr, Dt and Dp. 255

At the same time, due to the change of propagation 256

time, the propagation distance ld of each path will also 257

change under the assumption of constant sound velocity. 258

According to Eq.(7) and Eq.(8), the spreading loss 259

and the absorption loss will also change. In addition, 260

the sea surface fluctuations also affects the sea surface 261

reflection coefficient γs, which will affect the overall 262

path loss of the SMI. Therefore, the coherence time of 263

shallow water acoustic vertical channel will be shorter. 264

In practical applications, it is necessary to use the 265

algorithm with certain adaptive processing ability to 266

track the time-varying CIR of the SMI. 267

3. Analysis of simulation results 268

In this section, we use the simplified finite element 269

model to simulate the sound propagation process and 270

obtain the SLI at the near-end receiver. To investigate 271

the influence of the housing on the SLI signal, we 272

also simulate the short-range propagation without the 273

housing for comparison. 274

3.1. Waveform analysis 275

Fig. 4 shows simulation results for the SLI signal in 276

time and frequency domains. It can be seen in Fig. 4a 277

and Fig. 4b that the received SLI waveform is quite 278

different in the cases with and without the housing. 279
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(a) (b) (c)

(d) (e) (f)

Figure 4: The SLI components. (a) Time domain. (b) Time domain (without housing). (c) Time domain (housing

without diffraction). (d) Frequency domain. (e) WVD of the SLI signal. (f) WVD of the SLI signal without diffraction.

Amplitude with housing is significantly higher than that280

without it. This is due to the housing vibration and281

re-radiation. The complex form of the SLI signal is282

caused by the superposition of scattering and diffracted283

sound waves at the receiving point.284

In addition, the peak amplitude of sound pressure285

before removing the housing is about twice that after286

removing the housing, that is to say, the existence of287

the housing increases the SLI by almost 6dB. The SLI288

signal without the diffraction is shown in Fig.4c. Fig.4d289

shows the SLI signal in the frequency domain. There290

are seen resonance peaks at about 9 kHz, 10 kHz and291

11 kHz, which are defined by the housing material and292

its thickness. The SLI signal is equivalent to passing293

the transmitted signal through a frequency-selective294

channel, which needs to be considered in the SI295

cancellation process.296

Fig.4e and Fig.4f show the time-frequency297

representations of the SLI signal before and after298

removal of the diffraction component. Here, we use the299

Wigner-Ville distribution (WVD) [32]. The difference300

between them is small, which shows that the main301

component of the SLI signal is the housing scattering302

component. In order to describe this process more303

Figure 5: Snapshots of the propagation process: (a)

0.2604 ms; (b) 0.6354 ms; (c) 1.156 ms; (d) 1.552 ms.
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(a) (b) (c)

Figure 6: Channel simulation results. (a) The SLI channel within the first 6 ms. (b) The SLI channel estimate in

logarithmic scale. (c) Path loss and arrival time of SMI channel taps.

clearly, Fig.5 shows snapshots of the SLI signal in304

space at different time instants.305

As shown in Fig.5a that shortly after the acoustic306

signal is emitted from the transmitting transducer, the307

sound pressure changes at the near-end receiver, and308

the diffraction component has not yet reached there. At309

initial time period, the fluctuation of the sound pressure310

is caused by the sound scattering of the housing.311

At 0.6354 ms (see Fig.5b), the diffracted component312

arrives at the near-end receiver and overlaps with the313

scattering component. After the arrival of the diffraction314

component, the housing vibrates and radiates waves into315

the surrounding water. Fig.5d shows the subsequent316

scattering process, and only the scattering components317

remain in the simulation space.318

3.2. CIR between the transducer and hydrophone319

From the above analysis, it can be concluded that the320

SLI signal received by the near-end receiver contains321

diffraction and scattering components. We obtain the322

channel estimate in the process of the SLI propagation323

by using the recursive least-squares (RLS) algorithm.324

For the RLS algorithm, the forgetting factor is set to325

0.998. The adaptive filter taps are the SLI channel326

estimate. The SLI CIR is shown in Fig.6a and Fig.6b,327

with different observation times. Fig.6a shows the328

complexity of the SLI channel for the first 6 ms, and329

it cannot be described as a sparse channel. From the330

simulation results, it can be seen that it is difficult331

to cancel the SLI by conventional SI interference332

cancellation just in analog domain, as the number of333

taps is too high. In Fig.6b, the 20 ms channel estimate334

is expressed in logarithmic scale. If we want to achieve335

certain interference cancellation effect, especially when336

it is more than 60dB, it means that the magnitudes of337

the adaptive filter taps that affect the SI performance338

could be as low as 10−3 to 10−4 with respect to the 339

CIR maximum. Therefore, in practice, for the SI 340

cancellation, the filter length should be set longer than 341

20ms. 342

3.3. SMI channel 343

We set here the simulation parameters similar to the 344

one observed in the lake experiment. The distances 345

from the transducer and the receiver to the sea surface 346

are set to Dt = 14.7 m and Dr = 14 m. The water 347

depth is set to Dp = 38 m and the frequency is set to 348

be 9 kHz as the center frequency of the test signal. The 349

overall path loss and arrival time of the SMI are shown 350

in Fig.6c. It can be seen that after multiple reflections, at 351

200ms, the energy of the SMI decreases by about 50dB, 352

which is still very strong for the expected far-end signal. 353

Such a long channel would be a substantial problem for 354

the SI canceller. 355

Figure 7: The lake experimental setup.
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(a) (b) (c)

(d) (e) (f)

Figure 8: Comparison of simulation and measurement results. (a) Time domain. (b) Frequency domain. (c) Frequency

domain comparison of the first 1.2 ms of the SLI signal. (d) Impulse response estimate with the measurement results.

(e) Channel tap amplitude comparison. (f) The fitting of SMI channel model with the measurement results.

4. Lake experiment356

The lake experimental setup is shown in Fig. 7. It357

was conducted in the Qiandao Lake, Hangzhou China.358

It was carried out on a large floating platform more359

than 100m away from the shore. The depth of the lake360

water is about 38 m. In order to verify the SLI and361

SMI channel, we put the hydrophone at a depth of 14362

meters, so that the receiving end was not affected by363

the reflection of lake surface and bottom in a certain364

observation time (about 18 ms which is much longer365

than the duration of the transmitted signal).366

4.1. Comparison of experimental and simulation367

The test transmitting signal is the same as in the368

simulation. The comparison between the SLI signal369

received in the experiment and in the simulation is370

given in Fig. 8. It can be seen from Fig. 8a that the371

simulation of the first 1.2 ms is in good agreement with372

the measurement results, but after 1.2 ms, the scattering373

component of the SLI signal decays more rapidly374

in the practical measurement. The cross-correlation375

coefficient between the two signals was 0.94 for the first 376

1.2 ms and 0.79 for the first 6 ms. 377

The reason is that during the measurement, the 378

housing was pulled by the rope, which is different from 379

the state of the housing in the simulation. Under the 380

action of the tensile force, the vibration of the housing 381

decreases faster. Due to the lack of backscattering 382

components, the fit of the SLI obtained by simulation 383

and experiment is not high in frequency domain as 384

shown in Fig. 8b. In contrast, as shown in Fig. 8c, the 385

SLI of the first 1.2 ms has a better fit in the frequency 386

domain, but there are still some differences due to the 387

influence of the frequency responses of the transducer 388

and the hydrophone. In Fig. 8d, the result of the SLI 389

channel estimation in the lake experiment is plotted. 390

Compared with the simulation result, it has faster decay 391

but is also complex as shown in Fig. 8e. This may 392

be due to the fact that in the actual measurement, 393

due to the existence of the gravity of the housing and 394

the tension on the tension rope, the vibration of the 395

housing is restrained to a certain degree, which weakens 396

the scattering process. These multi-path components 397

cannot be ignored when compared to the expected 398

8



far-end signal and need to be eliminated. The fit399

between the SMI channel model and the measurement400

is shown in Fig. 8f. Due to the difference between the401

bottom reflection coefficient setting and the real one,402

and other effects like non-frequency-flat transducer and403

hydrophone responses, there are several dB discrepancy404

between the simulation and measured values, but the405

overall trend is the same. In addition, it can be observed406

that there are a large number of small taps following407

the first path as shown in the enlarged figure in Fig.408

8f, which is caused by the reflection of some housing409

scattering components from the surface to the near-end410

receiver. Therefore, the existence of the housing can411

also affect the SMI channel. In terms of the complexity412

of the SLI and SMI channel, in practice, we need to413

consider how to reduce the SLI component, e.g. by414

properly positioning the transducers.415

5. Conclusions and discussions416

In this study, we used a simplified finite element417

model of the IBFD UWA communication modem to418

simulate the influence of the housing on the SI at419

near-end receiver. The simulation results show that the420

SLI signal received by the near-end receiver contains421

diffraction component and scattering component, and422

the scattering component is more intensive. We also423

modeled the SMI channel and obtained the path loss and424

arrival time of different taps. The simulation results are425

verified in the lake experiment by using an IBFD UWA426

communication testing modem in December 2019. The427

experimental and simulation results showing the SLI428

waveform, its frequency spectrum and CIR of the429

SLI channel and the influence of housing on the SMI430

channel are given for the first time. It should be noted431

that when the IBFD UWA communication modem432

interacts with other nodes underwater, the duration of433

communication signal will be longer than the test signal434

used in this experiment. It means that the scattering435

components continuously generated by the housing will436

always be superposed with the transmitted signal at the437

near-end receiver. These effects make it difficult for SI438

cancellation.439

In view of the simulation and experimental results,440

some discussions for the implementation of the IBFD441

UWA communication are given as follows:442

- Compared with the case without the housing,443

the housing amplifies the SLI. Considering the good444

agreement between the simulation and experimental445

results, it can be inferred that in practice, the SLI446

will also increase under the influence of the housing.447

This makes us need to cancel a stronger SLI in the 448

interference cancellation stage. 449

- Before the realization of the equipment, it is 450

necessary to simulate the sound propagation process 451

based on the housing structure and materials. We can 452

reduce the influence of the scattering component on the 453

SLI by changing the housing material and structure. 454

For example, materials whose resonant frequencies do 455

not coincide with the same frequency band may be 456

selected for the housing. After the same excitation, 457

housing materials with weak scattering components can 458

be selected. 459

- More generally, the proposed SLI model can be 460

useful for designing the modem housing and positioning 461

the transducers with reduced self-interference. 462
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