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Core Electrons and Specific Heat Capacity in the Fast Electron Heating of

Solids.
A.P.L.Robinson1, a) and J.Pasley2
1)Central Laser Facility, STFC Rutherford-Appleton Laboratory, Didcot, OX11 0QX,

United Kingdom
2)York Plasma Institute, University of York, York, YO10 5DD, United Kingdom

(Dated: 29 May 2020)

The accuracy with which the Thomas-Fermi (TF) model can provide electronic specific heat capacities for
use in calculations relevant to fast electron transport in laser-irradiated solids is examined. It is argued
that the TF model, since it neglects quantum shell structure, is likely to be significantly inaccurate for
low- and intermediate-Z materials. This argument is supported by examining the results of calculations
using more sophisticated methods that account for both degeneracy, quantum shell structure, and other non-
ideal corrections. It is further shown that the specific heat capacity curve generated by this more advanced
treatment leads to substantial (factor of two) changes in fast electron transport simulations relative to similar
modelling based upon the TF model.

I. INTRODUCTION

In this paper the role of the specific heat capacity in
the fast electron heating of solids is interrogated. It is
well known that multi-MeV suprathermal electrons are
generated when ultra-intense (Iλ2 > 10 18 Wcm −2µm2)
ps-duration lasers irradiate solids1–4. These interactions
produce current densities in excess of 1015 Am −2 , which
results in violent heating, driven by the return current,
on a sub-picosecond timescale. The ability to heat high-
density materials with lasers in this fashion has sparked
considerable interest in using such a heat source in ad-
vanced inertial fusion concepts5–8. This heating mecha-
nism is also of interest as regards investigating the prop-
erties of both warm9–11 and hot dense matter12,13.

Using existing high-energy, high-intensity, laser sys-
tems, the peak temperatures that are achieved in a solid-
density material via hot-electron driven return current
heating, is in the range ∼ 300 eV to ∼ 1keV, dependant
upon the laser and target parameters14. The temper-
atures produced are however significantly non-uniform,
due to the strong spreading of the beam due to intrinsic
angular spread15–19, meaning that a broad temperature
distribution is generated rather than efficient heating of a
volumetrically limited region, such as would be ideal from
the standpoint of fusion and other applications. There
have been a number of theoretical and experimental ef-
forts to improve the guiding of fast electrons20–25. These
studies suggest that, using such guiding techniques, it
is possible to heat a target in a more controlled fash-
ion. This may be done either with the aim of achieving
a higher peak temperature or of raising a larger volume
to temperatures that were already achievable, depending
on what is required in a given application.

For most low- to intermediate-Z solids this means that
the hottest regions consist of He-like or even H-like ions.

a)Electronic mail: alex.robinson@stfc.ac.uk (corresponding author)

Since the ionization energies of the innermost shells ex-
ceed 100eV for most of these elements, care has to be
taken into accounting for the effect of ionization on the
energy balance of the background plasma. This suggests
that there is the potential to create substantial errors in
the electronic specific heat capacity, and therefore that
some care needs to be taken in choosing a specific heat
capacity model for a given problem.
Here we consider a popular model, used in many

numerical simulations of fast electron transport: the
Thomas-Fermi (TF) model. We compare this to both
classical and non-ideal Saha models for the specific case
of solid carbon. This comparison indicates that there
are probably issues with the Thomas-Fermi model in the
relatively high temperature regime due to the TF model
neglecting quantum shell structure (Section II). We ar-
gue that a better treatment of the limitations put on
heating by ionization may be achieved by using a thermo-
dynamic approach to calculate the specific heat capacity
(Section III). The consequences of this for modelling fast
electron propagation in solids irradiated by ultra-intense
laser pulses are then examined. It is shown that using the
TF model can lead to a peak magnetic flux density being
calculated that is as much as two times smaller than the
flux densities predicted by the same code using a more
sophisticated model for the specific heat capacity.

II. THEORY

In a weakly-coupled plasma, the composition can be
calculated from the Saha equation26. This gives a set
of coupled equations at a given temperature. Since the
assumption of weak coupling implies an ideal Equation of
State (EOS) for the free particles, the results of solving
the Saha equations can be used to determine the internal
energy, pressure, and the specific heat capacity.
In laser-plasma studies, plasmas will not, in general,

be weakly coupled. Inter-particle interactions and corre-
lations will lead to a non-Ideal EOS and plasma compo-
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2

sition. The Ionization Potential Depression (IPD) can be
a strong effect27. The electrons can also be degenerate.

For these reasons, the Thomas-Fermi (TF) model28 has
been a particularly popular model for laser-plasma mod-
elling, including in fast electron transport. The model
incorporates both degeneracy and plasma correlation ef-
fects, but is best described as ”semi-classical”. The main
weakness of the TF model is that it does not properly ac-
count for a number of quantum mechanical effects such
as atomic shell structure and energy quantization, and
this weakness has been problematic, particularly in re-
gards to calculating EOS29–33. To be clear : electron-ion
attraction is incorporated into the TF model26,28, but
shell structure is not reproduced by the model.

Firstly the relevance of these effects across the tem-
perature range of interest is examined. This is done for
carbon at 2 g/cc.

FIG. 1. Plot of the degeneracy parameter, Θ, in solid density
carbon.

Fig. 1 shows the degeneracy parameter, Θ = kBT/EF

plotted for carbon from 1 to 400eV using the electron
density determined by both classical Saha and the TF
model. From this it is apparent that for T > 75eV, the
plasma is essentially non-degenerate.

FIG. 2. Coupling parameters in solid density carbon.

Fig. 2 shows the electron-electron, electron-ion, and
the ion-ion coupling parameters calculated using values
of Z⋆ determined by the TF model. This shows that
above 75eV, the electron-electron and electron-ion cou-
pling is either moderate or weak. Overall, based on these
considerations, the parameters suggest that strong cou-
pling and degeneracy are important below about 75eV,
but should become increasingly weak as one moves above
this temperature, and thus using the Saha model as a
point of comparison above this temperature should not
be grossly misleading. A reminder of the classical Saha
formulae is given in Appendix A.

Now we shall examine the differences between the TF
and classical Saha models themselves. For the Saha
model we have solved the Saha system numerically us-
ing a multivariate Newton-Raphson method. For the TF
model we have used More’s fitting formula for Z⋆26, and
Bell’s fitting formula for the Specific Heat Capacity. Fig.
3 shows Z⋆ as determined by each model.
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FIG. 3. Plot of Z⋆ in TF and Saha model (see text).

In both models the SHC can be expressed as ∂U/∂T =
Ceni, and thus the behaviour of the SHC is completely
expressed by C alone. In an ideal, fully ionized plasma
we expect C = 3Z/2, and thus C should asymptotically
approach this limit in both models. In fig. 4 we show the
SHC as determined by each model expressed in terms of
C alone.

FIG. 4. Plot of the Specific Heat Capacity in terms of C as
predicted by the TF model and Saha model for solid density
carbon.

While the differences in Z⋆ are not dramatic, the dif-
ferences in the SHC are clearly significant. The largest
differences manifest at moderate to high temperatures (
> 50eV), in the region where the SHC predicted by the
classical Saha model is maximised. Given that the differ-
ences in SHC between the two models range up to 55%,
there are reasons to be concerned about the accuracy of
the TF model in the case of solid carbon. Although the
Saha model cannot be expected to be a ’good’ model for

the ionization, there are two factors to consider. Firstly
the behaviour of the Saha model at high temperature
will be controlled by the last ionization stages of carbon.
Since the TF model is known to neglect quantum shell
structure, large discrepancies between the two models in
this temperature range are most likely symptomatic of
this, leading the TF to be inaccurate in this problem.
Secondly, in the high temperature range, Θ > 4, the lack
of quantum statistics does not present a difficulty for the
Saha model.
It is therefore reasonable to ask if the Saha model

could be brought into agreement with the TF model
by incorporating Ionization Potential Depression (IPD).
The largest IPD that we might reasonably expect in this
regime is that predicted by the Ion Sphere model28,

∆IIS =
3

2

ze2

4πε0rs
(1)

where rs is the ion sphere radius, and z is the charge
state of a specific ion. For z = 6, this yields ∆IIS =97eV.
Suppose that this is applied *uniformly* to the Saha
equation, i.e. all ionization receive this IPD, and ion-
ization states are eliminated if the ionization energy is
reduced to zero or less.

FIG. 5. Plot of the Specific Heat Capacity in terms of C as
predicted by the Saha model with uniform application of the
Ion Sphere IPD.

The resulting SHC curve is plotted in fig. 5. Since a
uniform IPD of 97eV eliminates the first *four* ioniza-
tion states, this only models the ionization of the two 1s
electrons of carbon. Nonetheless, it is clear that the large
maximum present in the full classical Saha model is due
to these two innermost electrons. The position and mag-
nitude of this maximum is a function of the ionization
energies of the two innermost electrons.
The extent to which we trust the accuracy of the TF

model, at least above 50eV, therefore appears to primar-
ily depend on what we conclude about the 1s electrons
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in this solid-density carbon plasma. Since the Ion Sphere
model predicts a maximum IPD that is only a fraction of
the isolated atom ionization energies (392 and 490eV re-
spectively), we have to conclude that these states will still
exist, and only be lowered by 97eV at most. This means
that the magenta curve (Saha with Maximum IPD) in fig.
5 represents the most minimal effect of the 1s electrons
that we can reasonably justify. The role of the 1s states
can be verified by recalcuating the Saha SHC curve, but
by artificially setting the ionization energies of the 1s
electrons to very low values. In fig. 6 the curve resulting
from setting these ionization energies to 25 and 50eV is
shown. In fig. 6 we see that the magenta curve is now
in good agreement with the TF curve for temperatures
above 50eV.

FIG. 6. Plot of the Specific Heat Capacity in terms of C as
predicted by the Saha model with only the final two ionization
stages with ionization energies set to 25 and 50eV.

So the TF and Saha models can be brought into rough
agreement, but this requires that the 1s electrons expe-
rience an IPD which is very much greater than can be
justified by the basic models of IPD. This problem exists
at temperatures where quantum statistical issues should
not have a significant impact on the SHC, so it must
therefore be concluded that there are serious questions
about the reliability of the TF SHC.

III. THERMODYNAMIC MODEL FOR THE SHC

In order to try and resolve the questions raised by the
analysis presented in the preceding section we have devel-
oped an alternative method for calculating the electronic
SHC. This is heavily based on the ‘Partially Ionized
Plasma’ (PIP) model of Redmer34,35 and similar ‘ther-
modynamic’ models for EOS that have been developed
by other researchers36–38. Central to these approaches is
using theoretical models for the contributions to the free

energy to calculate the total free energy of the system.
Once this is done, the required thermodynamic parame-
ter, e.g. pressure, internal energy, or entropy, can then
be determined using the appropriate thermodynamic dif-
ferential relation.

Since we are principally interested in the behaviour at
relatively high temperature we considered the following
contributions to the free energy: the ideal free energy due
to the free electrons, i.e.

Fid,e = NekBT

(

ξ −
2

3

I3/2(ξ)

I1/2(ξ)

)

, (2)

where ξ = µ/kBT , and µ is the ideal chemical potential of
the free electrons. By using this expression we are treat-
ing the free electrons as partially degenerate. We also
account for the contribution due to the internal energy
of atoms and ions, i.e.

Fint = −kBT
∑

k

Nk lnZ
int.
k , (3)

where,

Zint.
k = gk exp

(

−

εk
kBT

)

, (4)

with the sum over k denoting the sum over ionization
states, and gk being the degeneracy of the ground state
of the k-th ionization state, and εk being its ionization
energy. We have also accounted for non-ideal contribu-
tions to the Free energy due to Coulomb interactions, via
the results of Stolzmann and Blöcker39. In order to com-
pute the free energy, one requires the plasma composition
(population of the different ionization states). For this we
have used the comptra04 code to calculate the plasma
composition at a given temperature and density40. Once
the free energy is obtained the internal energy and SHC
can then be calculated via,

U = F −

(

∂F

∂T

)

V

, (5)

where U is the electronic internal energy.

One calculation was carried out for carbon at 2 gcm−3.
The results of this are shown in fig.7. As before we plot
the SHC in terms of C where the SHC is expressed as
Ceni. We therefore expect C → 9 at high tempera-
ture. In these, two versions of the thermodynamic cal-
culation were performed: in model A we did not include
the (Stolzmann-Blöcker) Coulomb corrections to the free
energy, but these are included in model B.

T
hi

s 
is

 th
e 

au
th

or
’s

 p
ee

r 
re

vi
ew

ed
, a

cc
ep

te
d 

m
an

us
cr

ip
t. 

H
ow

ev
er

, t
he

 o
nl

in
e 

ve
rs

io
n 

of
 r

ec
or

d 
w

ill
 b

e 
di

ffe
re

nt
 fr

om
 th

is
 v

er
si

on
 o

nc
e 

it 
ha

s 
be

en
 c

op
ye

di
te

d 
an

d 
ty

pe
se

t.

P
L

E
A

S
E

 C
IT

E
 T

H
IS

 A
R

T
IC

L
E

 A
S

 D
O

I:
 1

0
.1

0
6
3
/5

.0
0
0
7
3
5
7



5

FIG. 7. Plot of the Specific Heat Capacity in terms of C as
predicted by thermodynamic model for carbon at 2 gcm−3

in the 50–400eV range. For models see text. Note that we
expect that C → 9 at high temperatures.

Fig. 7 shows that both versions of the thermodynamic
calculation show large deviations from the TF model as
the previous analysis had suggested may be the case.
Importantly, at low temperatures the SHC can be sig-
nificantly larger than would be expected with the TF
model. We have also carried out similar calculations for
Al. The results of this calculation (with and without the
contribution from the atom/ion internal energy), and its
comparison to the TF model, is shown in fig. 8. Note
that, for Al, we expect C → 19.5 at high temperature.

100 150 200 250 300 350 400
Te  (eV)

10

0

10

20

30

40

SH
C

Ideal only
Ideal + Internal
TF

FIG. 8. Plot of the Specific Heat Capacity in terms of C as
predicted by thermodynamic model for Al at 2.7gcm−3 in the
75–400eV range. For models see text. Note that we expect
that C → 19.5 at high temperature.

In the case of Al similar strong deviations from the
TF model prediction are found. Interestingly the largest

driver for these deviations appears to come from the ideal
free energy of the electrons and how the degree of ioniza-
tion changes with temperature. If the ’ideal free energy
only’ calculation is repeated with the TF ionization curve
then the TF prediction is reproduced. Irrespective of the
details, more advanced models have led us to the same
conclusion: that the TF model is not a very accurate
model for the SHC in problems relevant to laser-driven
fast electron transport. Were these deviations confined
to 5% or even 10% the importance could be questionable,
however the deviations are found to reach 40–50%

IV. NUMERICAL SIMULATIONS

As the analysis in the preceding sections added con-
siderable weight to the argument that the TF model is
unlikely to be a good predictor of the electronic SHC for
fast electron transport problems, we carried out a num-
ber of hybrid simulations to determine how much of a
difference this makes to model calculations. A number of
3-D calculations were carried out using the klytemnes-

tra code, a code which is similar in many respects to
the zephyros code12,24.

These calculations are carried out using a
200×200×200 grid with a cell size of 0.5 µm in
each direction. The fast electron injection modelled laser
irradiation over a Gaussian spot with a characteristic
radius of 5 µm, an intensity of 2 × 1019 Wcm−2, a
pulse duration of 500 fs. The fast electron distribution
is an exponential distribution, with the characteristic
temperature set to that given by Wilk’s scaling1, Tf =
1.5 MeV. The angular distribution used is a uniform
distribution up to a cut-off half-angle, θdiv. This is
varied over our simulation sets.
The target is uniform in composition and consisted

of Al at 2.7 gcm−3. The initial temperature is set to
80eV everywhere. The resistivity model used is the
Spitzer resistivity throughout. In one simulation set
(set A) the curve shown in fig. 8 is used for the SHC
(Thermodynamic-COMPTRA Model), and in another
set (set B) the TF prediction for the SHC is incorporated.
A parameter scan is then carried out using multiple sim-
ulations, with θdiv varying from 23◦ to 52◦.

V. RESULTS AND DISCUSSION

The main result that emerge from comparison of the
TF simulation set to the Thermodynamic-COMPTRA
set is that there are significant differences in the magni-
tude of the magnetic fields developed in the two cases. In
table I the maximum value of Bz obtained along the line
defined by z =0, x =12.5µm is shown for each simulation.
This table also indicates the value of θdiv employed.

From table I it can be seen that the maximum value of
Bz found along this line is consistently higher in the sim-
ulations using the Thermodynamic-COMPTRA model
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θdiv Th.-C. Sim. max. Bz* (T) TF Sim. max. Bz* (T)
0.9 A1 2420 B1 1118
0.8 A2 2286 B2 1261
0.6 A3 2372 B3 1267
0.4 A4 2610 B4 1482

TABLE I. Summary of simulations and maximum value of Bz

obtained on *z =0, x =12.5µm in Tesla.

than those that used the TF model for the SHC. This
can readily be attributed to the higher SHC in the former
at low temperatures. The percentage difference between
the two ranges from 116% to 76%, so the difference in
this crucial aspect of the simulation is really quite sub-
stantial. In all of the simulations, this region of the sim-
ulation is not subject to any significant filamentation, so
comparison between the two sets is reasonable.

In terms of the other aspects of the simulation some
caution needs to be applied because of the occurence of
strong filamentation in these simulations which makes
comparison between the two sets difficult. However in
simulations A4 and B4, the beam remains quite colli-
mated throughout. In this case, it is found that there
are substantial differences in the electron temperature
profiles (20% to 50%). This is shown in fig.s 9–11.
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FIG. 9. Plot of the background electron temperature in run
A4 in z =100µm mid-plane at 1ps.
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FIG. 10. Plot of the background electron temperature in run
B4 in z =100µm mid-plane at 1ps.
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FIG. 11. Plot of the background electron temperature in runs
A4 and B4 along the line y = z =100µm at 1ps.

Fig.s 9–11 indicate that the TF model predicts a higher
temperature at small to medium depths, but lower tem-
peratures at large distances, with fig. 11 showing how
substantial these discrepancies can be. Obviously this
would have quite significant implications for potential
experimental observables. A number of factors affect
the temperature profiles in these plots. The differences
in the SHC model is one matter, but the enhancement
in the magnetic field growth (in the Thermodynamic-
COMPTRA model) has a subtle effect on the fast elec-
tron flow, and this feeds back onto the temperature pro-
file strongly as the Ohmic heating is quadratically sensi-
tive to the fast electron current density.
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FIG. 12. Plot of the fast electron density at 500fs in runs (a)
A3, and (b) B3. Units are log10 of nf in m−3.

We also observe subtle differences in the fast electron
transport pattern. For example we find that the runs
in set A tend to be somewhat more collimated than the
corresponding run in set B. This follows naturally from
set A having significantly higher magnetic flux densities
in the large-scale collimating field. Fig. 12 shows plots of
the fast electron density at 500fs in runs A3 and B3. It
can be seen that the flow in run A3 is somewhat better
collimated than that in run B3. So there can also be
significant implications for any experimental observables
that would depend on the fast-electron transport pattern.

In summary, we find that there are quite significant

differences between the two simulation sets, which only
differ in terms of the SHC model that they employ. The
largest difference is in the magnetic field generation (a
factor of two) but there are significant differences in back-
ground electron temerature and the flow pattern of the
fast electrons. Overall we can conclude that moving from
the TF model (which we have argued has unrealistic fea-
tures) to a model which is more realistic leads to sub-
stantial changes, and ones that could have a considerable
effect on the interpretation of experiments.

VI. CONCLUSIONS

In this paper we have argued that the Thomas-Fermi
(TF) model is unlikely to be a particularly good model
for the electronic specific heat capacity (SHC) of solids
in laser-generated fast electron transport problems, par-
ticularly in low to intermediate- Z materials. The most
worrying concern that we raised was that there could
be serious discrepancies at relatively high temperatures
(i.e. around 100eV) which could arise due to the TF
model not accounting for any quantum shell structure,
and that accounting for Ionization Potential Depression
would not necessarily remove any such discrepancies. To
illustrate this concern we compared the prediction of a
simple Saha-based model to the TF model. For the sake
of clarity, we only expect these discrepancies to be pro-
nounced at about 100eV, as the effect here concerns the
core electrons, and thus we do not expect this to affect
very low temperatures.
We then proceeded to validate this concern by devel-

oping a more sophisticated model for the SHC by using
a Thermodynamic approach and the comptra04 code40

to calculate the plasma composition at a given tempera-
ture. The SHC curves obtained from this approach val-
idate our concerns, showing serious deviations from the
TF prediction. These deviations can be up to 40–50%
over substantial temperature ranges. In some cases, such
as that of solid carbon, the deviations appear to origi-
nate from the TF model neglecting quantum shell struc-
ture. In other cases the major contribution to the de-
viation most likely comes from differing calculations of
the plasma composition (as is the case for Al). Irrespec-
tive of the precise cause, these deviations are of such a
magnitude that it seems rather unlikely that they are
negligible.
When we analyzed the impact the aforementioned dis-

crepancies had on a set of model fast electron transport
calculations we have found that the differences in the
SHC lead to significant differences in key aspects of the
simulation results. The starkest of these is in the mag-
netic field, where differences of a factor of two were rou-
tinely obtained for the magnetic flux density. There are
also significant differences in the background tempera-
ture and the fast electron propagation pattern. We can
therefore confidently conclude that using more sophisti-
cated SHC models is likely to have a significant impact
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on the use of computer models to interpret fast elec-
tron transport experiments. One avenue of future work
will be to re-examine current and extant experimental
observations41–45 in light of the study reported herein.

The data that support the findings of this study are
available from the corresponding author upon reasonable
request.
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Appendix A: Classical Saha

The ‘classical’ Saha equation can be derived from ex-
pressions for the chemical potential that assume ideal
(non-interacting) non-degenerate, non-relativistic elec-
tron and ion species. This leads to a set of equations
for the number density of each ionization state,

nenk+1

nk
=

2

Λ3
e,th

Gk+1

Gk
exp(−Ik/kBT ), (A1)

where Gk is the internal partition function, Ik is the
ionization energy of the k-th state, and Λe,th is the ther-
mal wavelength of the electrons. As this is an ideal sys-
tem, the electron internal energy can then be expressed
as,

Ue =
3

2
Z⋆en0Te +

∑

k

enkIk, (A2)

where n0 =
∑

k nk. By solving the Saha equations
numerically one can thus determine Ue = Ue(T ) (at a
given n0) and thus the electronic SHC can be computed
numerically by taking the temperature derivative.
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