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New and Emerging Data Forms in Transportation Planning and 

Policy: 

Opportunities and Challenges for “Track and Trace” Data 

 

Highlights 

• For the first time we define mobile phone generated “Track & Trace” (T&T) 

datasets within a personal mobility paradigm, illustrating features of spatio-

temporal mobility content and socio-demographic (or trip based) individual 

context. 

• We summarise the limitations of conventional data and modelling within 

transportation planning, conceptualise NEDF and characterise the unique 

potential (and challenges) of GPS-based T&T data.   

• Our meta-analysis of  existing reviews and literature related to mobile phone 

data demonstrates that of New and Emerging Data Forms (NEDF), and T&T 

data in particular has had little mention to date in the academic literature within 

an applied policy context. 

• We propose that GPS-based T&T data can be integrated into existing methods to 

create low cost, transferable decision-making tools for holistic and equitable 

policy. 

 

 

 

 

 



2 
 

Abstract 

High quality, reliable data and robust models are central to the development and appraisal 

of transportation planning and policy. Although conventional data may offer good 

‘content’, it is widely observed that it lacks context i.e. who and why people are travelling. 

Transportation modelling has developed within these boundaries, with implications for the 

planning, design and management of transportation systems and policy-making. This paper 

establishes the potential of passively collected GPS-based “Track & Trace” (T&T) datasets 

of individual mobility profiles towards enhancing transportation modelling and policy-

making. T&T is a type of New and Emerging Data Form (NEDF), lying within the broader 

‘Big Data’ paradigm, and is typically collected using mobile phone sensors and related 

technologies. These capture highly grained mobility content and can be linked to the phone 

owner/user behavioural choices and other individual context. Our meta-analysis of existing 

literature related to spatio-temporal mobile phone data demonstrates that NEDF’s, and in 

particular T&T data, have had little mention to date within an applied transportation 

planning and policy context. We thus establish there is an opportunity for policy-makers, 

transportation modellers, researchers and a wide range of stakeholders to collaborate in 

developing new analytic approaches, revise existing models and build the skills and related 

capacity needed to lever greatest value from the data, as well as adopt new business models 

that could revolutionise citizen participation in policy-making. This is of particular 

importance due to the growing awareness in many countries for a need to develop and 

monitor efficient cross-sectoral policies to deliver sustainable communities.  

Keywords: Transport policy, Track and Trace, mobile phone data, mobility profile, Big 

Data. 
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1 Introduction 

 

The primary motivation of this paper is to focus on the potential of Track and Trace 

(T&T) data of individual mobility profiles towards meeting gaps in the modelling and 

analysis needs of transportation policy makers. We firstly elaborate the overarching data 

framework, which illustrates the relative positioning of T&T, as typically collected using 

mobile device (e.g. phone) sensors, and a type of New and Emerging Data Forms (NEDF) 

which lie within the broader ‘Big Data’ paradigm. We argue that in particular GPS-based 

T&T data currently offers the most potential for revolutionising understanding of travel 

behaviours, but are yet to be adopted by the majority of practitioner stakeholders in 

transportation policy and planning.  

Local authorities are facing increasing pressure to plan, design and implement schemes 

that satisfy multiple, and often-conflicting policy targets. From the perspective of the 

individual, mobility is central to social engagement, health and economic wellbeing 

(Schwanen et al., 2015). Yet it also impacts on physical activity (Oliver et al., 2016, 

Saunders et al., 2013, Mueller et al., 2015), pollutant exposure (Xia et al., 2015), safety 

(Lord and Washington, 2018) and personal security (Beecroft and Pangbourne, 2015). 

Transportation planners, engineers and policy-makers have long focused on increasing 

network efficiencies through models based on traditional static surveys and historic data. 

The potential of Information and Communication Technologies (ICT) for transportation 

has been recognised for decades (Banister and Stead, 2004). More recently, the challenge 

of setting transport policy within an expanding cross-sectoral policy framework has 

emerged in tandem with the growing awareness of new, and particularly digital, data1, 

arising from emerging technologies, and an increasingly connected world. These offer 

 

1 In this paper we use the term ‘data’ to cover both raw data and information produced from processing or semi-processing of raw 
data. 
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the opportunity to augment existing data and analysis methods (Witlox, 2015, Milne and 

Watling, 2019) and can also influence mobility, accessibility (Cohen-Blankshtain and 

Rotem-Mindali, 2016) and improve understanding of behaviours. The knowledge and 

insights gained contribute to the development of better systems and public policy.  

1.1 Defining ‘Big Data’, NEDF, mobile phone technology and Track & Trace 

Increasing affordability and access to digital devices with high data processing 

capabilities allows for the gathering and monitoring of more types and larger volumes of 

data related to mobility (Ben-Elia and Zhen, 2018) and transport analytics (Ukkusuri and 

Yang, 2019). Commonly referred to as ‘Big Data’,  these can be characterised in various 

ways, mainly building on “3 V’s”: Volume, Velocity and Variety (Laney, 2001), such as 

Veracity, Visualisation and Visibility to emphasise the potential for  an increased quality 

of geo-spatial data (Li et al., 2016). In a review to identify what may be ‘special’ about 

Big Data in transport systems analysis and (medium-term) planning without focussing on 

any particular type of data, Milne and Watling (2019), identify seven features of Big Data 

in this context, including monitoring, data ownership, collection rational, acquisition 

domain, potential connectivity, scale and relationship with other sources.  The Transport 

Systems Catapult2 (UK) championed development and identified key trends of open 

transport datasets related to Big Data (TSC, 2015), whereas Cottrill and Derrible (2015) 

discuss the value of using Big Data for sustainability indicators related to transportation. 

This paper is distinct from previous papers concerning Big Data and makes an important 

contribution in that the main focus is on ‘Track and Trace’ (T&T) data. This is a particular 

data type within the category of ‘New and Emerging Data Forms’ (NEDF). NEDF are 

highlighted as a strategic priority in policy agendas and national/international funding 

 

2 Now incorporated into the new ‘Connected Places’ catapult: https://cp.catapult.org.uk/ 
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(Chandy et al., 2017, EC, 2019, Hobbs and Hanley, 2014, Lalawat, 2018, NITRD, 2016, 

NSFC, 2018, Willets, 2013) and form a subset of ‘Big Data’ more generally. The term 

“Track and Trace” was first identified in supply chain logistics around the year 2000 

(Swartz, 2000), and the technology and practise has been widely adopted (Kros et al., 

2019, He et al., 2009). “Tracking” is the determination of state (ie. position) at any point 

in time, whereas “Tracing” is the ability to determine past states and origin (ie. the 

trajectory) (Kelepouris et al., 2006). In a personal travel context, the T&T terminology 

may not have been widely used, but the concepts have (see Section 4). T&T data are 

generally collected using personal mobile devices such as wearable technology and 

mobile phones3, although we are primarily concerned with mobile phone technology  and 

GPS-based T&T datasets in particular. As we were unable to identify a clear precise 

definition in literature, we present our definition of T&T in Figure 1. 

At the highest level, Big Data can be approximately divided into two main groups, i.e. 

traditional data and NEDF (Figure 1). Although the basic form of data or type of collection 

technology may be ‘traditional’, technology advances including new pervasive, fixed 

location sensors such as image and motion sensors satisfy the “3Vs” definition (Teknomo, 

2002). NEDF are characterised by the novelty of their source, collection process and 

potential for multivariate or concurrent observations. There is a need to distinguish the 

data collection technology and the data form. Examples of collection technology include 

mobile phones tablets and a variety of other ‘smart’ devices4. The forms of data, which 

 

3 In 2017, 85% of the population of Europe were subscribed to mobile phone services, of which 70% connected with 

smartphones GSMA 2018. The Mobile Economy. Europe 2018. London, UK. Available from: 

https://www.gsma.com/mobileeconomy/europe/, accessed 06/12/18: GSMA. We found in the literature that ‘mobile 

phone’ is normally used for smartphone technologies and will continue that terminology in our work. 

4 An electronic device which collects and shares data with other devices through a common network (eg 3/4G, 

Bluetooth, RFID) or  cloud-based web platform, commonly known as the ‘Internet of Things’. Examples other than 
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may not be originally collected for a transportation application, include individual geo-

spatial movements, multi-media and contextual information, and are being widely utilised 

across many sectors including business (Fan et al., 2015), public policy making (Hilbert, 

2016) and academic research. There are a variety of forms of NEDF that include 

individual potentially high-resolution5 spatio-temporal context characteristics and which 

can be used to form T&T datasets, as shown in Figure 1. Lee and Sener (2020) also describe 

emerging data, specifying both sources and application, though focusing on pedestrian 

and bicycle monitoring. They identify that (at the time of printing) there has been no clear 

definition of the terminology used, though also stress the difference between traditional 

and emerging data.  

 

Figure 1: Subsets of 'Big Data' with key examples and showing those which can form T&T datasets 
(authors’ interpretation), and definition of 'Track & Trace' (authors’ definition, building on Swartz (2000) 
and  Kelepouris et al. (2006)).  
Notes:  
The table is not a comparison between traditional data and NEDF or intend to suggest that these data 
serve similar purposes. It is simply illustrating that the types of data that have been traditionally used in 
transport planning and policy have distinctly different features than NEDF that are applicable to 
transportation. 

 

mobile phones include watches (e.g. ‘FitBit’), home control systems (e,g, ‘Hive’), and virtual assistants (e.g. 

‘Amazon Echo Alexa’). 
5 By “high-resolution” we mean a spatial and temporal scale of metres and seconds rather kilometres and hours 
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Traditional ‘ticketing’ (i.e. paper based with limited information) and ‘imagery’ (i.e. static fixed base 
such as ANPR) are distinct from highly digitised and detailed spatio-temporal ‘smart’ ticketing and 
mobile media that we view as NEDF in Section 3 – please see further description in this section.  
The ‘individual’ travel trajectory is that of the device itself and it can only be used to derive that of  the 
individual who is carrying the device 
Although comprehensive T&T datasets consist of multiple forms of mobile phone data (as described), 
most studies tend to focus on the specific contribution of one specific NEDF (see Section 4) and we 
categorise NEDFs in this way (see Section 3). In our study we focus on GPS data (explained in Section 
4). 

1.2 Scope and structure of this paper 

As a review paper, this work is aimed at a diverse readership within transportation 

planning and engineering, anticipating varying degrees of background knowledge and 

includes examples from a number of countries. We seek to address specific research 

questions regarding T&T data that have emerged from transportation practitioners, 

experienced policy makers and students across the transport and public health sectors.6 

This fills a gap identified in the literature (see Section 4), as although there are increasing 

studies which focus on mobile phone data, they focus on limited types of T&T data and 

it’s use in transportation modelling and policy applications.  

(RQ1) How can NEDF overcome limitations of traditional data and models?  

(RQ2) How have different types of spatio-temporal mobile phone data been used to 

date? 

(RQ3) What are the opportunities and challenges in using passive GPS-based T&T data 

as a specific NEDF, collected through mobile phone technology? 

RQ1, which sets out important high-level context, is addressed across Sections 2 and 3. 

In Section 2 we establish the limitations of traditional data and models, acting as a preface 

 

6 Questions arising from workshops with city stakeholders as part of the ESRC funded HABITs project 

(habitsdata.org/) and EU funded EMPOWER project (empowerproject.eu), as well as presentations on work from 

these projects in international conferences POLIS 2018 (www.polisnetwork.eu/2018conference) and ETC 2018 

(aetransport.org/en-gb/etc). 
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to the response to RQ1, which is fully answered in Section 3. In Section 3, NEDF are 

defined, categorised and a rationale is provided as to how they could overcome the 

limitations established in Section 2. T&T data are generally collected using mobile 

personal devices (usually mobile phone technology), hence an overview of state-of-the-

art applications of a range of mobile phone data in transportation research is then 

presented in Section 4. This section provides an answer to RQ2, and includes a focus on 

T&T data, thereby setting the context to address RQ3 in Section 5. Section 5 provides an 

in-depth response to RQ3, through discussion of the specific opportunities and challenges 

of GPS-based T&T data in a transportation planning and policy context. Finally, we draw 

our conclusions and summarise our response to all research questions in light of our 

discussions. 

2 Background to transportation policy modelling and data needs 

In addressing our first research question, “How can NEDF overcome limitations of 

traditional data and models?” we first need to establish the policy context of 

transportation modelling and data and the limitations of the traditional approaches 

currently employed. 

Partly driven by strategies of international bodies and national governments  (DfT, 

2017, DoT, 2018, EU, 2011), transportation policy is becoming more ‘people-oriented’. 

This approach recognises the importance of accessibility to services, as well as the range 

of individual needs and capabilities. Alongside this, the need to address cross-sectoral 

issues and policies, such as energy, health and environment is becoming increasingly 

important (Towe et al., 2016) at transnational policy level (Le Blanc, 2015), and at 

national level (DfT, 2017). Traditionally these sectors have tended to be dealt with 
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separately and there is a recognition that the most efficient decisions need to be based on 

good data (Zmud et al., 2013). 

Both qualitative and quantitative data are used in policy appraisal processes, with 

the choice of methodologies driven by the available data. Thus, the quality of policy 

making has a clear inter-dependence with modelling and data. However, in many 

countries, municipalities are experiencing increasing resource pressures (e.g. (NAO, 

2017)), both monetary and skill-based (TSC, 2015), data governance issues (Abrantes 

and Linton, 2016), and tend to rely on traditional proven methodologies (DfT, 2014). 

Despite a growing awareness by policy makers of the potential of NEDF in transportation 

(TSC, 2015), and the importance of participatory processes (Keseru et al., 2018), there is 

some sluggishness in the adoption and integration of  NEDF into existing processes and 

models, especially at a local level. The novelty of the data itself and the resource demands 

of collection and processing demands require researchers and innovators to prove the 

scalability of the concepts, before it is felt adoption can be justified. This reluctance could 

be a hindrance to improving policy decision making that currently relies on tools limited 

to the boundaries of traditional data. Thus, tools and therefore decision making are largely 

limited to a high-level understanding of behaviours, which neglect to account for inter- 

or intra-population differences. This is contrary to aspirations to develop policies that are 

both efficient and effective – providing benefit to all citizens, including the most 

vulnerable, with limited public funds in an inclusive and transparent process.   

In this policy context, we use the next two sub-sections to frame the approaches 

to modelling and forms of data traditionally used. 

2.1 Modelling approaches commonly applied in the transportation sector 

 



10 
 

Since the 1950s, many modelling approaches have been applied to (and have been central 

to) transportation research, policy and planning (Hensher and Button, 2008). In Appendix 

Table A1 we provide an overview summary of modelling approaches, including purpose, 

underlying concepts, data requirements, weaknesses and further reading. These 

approaches are complementary, each offering different purposes, scales and contexts, 

relying on different forms of data and adding value to transportation research and 

planning. Despite their contribution, each approach has its limitations, for example 

having been developed with the available data and computer power at the time (e.g. 

‘HATS’ in the UK (Jones et al., 1983)), as well as being framed and contextualised within 

the transportation research mind-set of the time.  Traditionally, transportation modelling 

has tended to focus on infrastructure/engineering or economics, being related to traffic 

demand and based around the classic ‘four-step model’. Most municipalities use some 

form of traffic modelling based on this approach in order to plan changes in the network. 

More recently, modelling approaches from other disciplines are being applied in 

transportation policy and planning. The most notable of these are system dynamics, agent-

based, discrete event, discrete choice and GIS. Both pure and hybridised models are being 

developed where different modelling approaches are interfaced or combined to overcome 

limitations of each, or capitalise on the combination of individual strengths (eg combined 

SD and ABM (Shafiei et al., 2012)). Many of these approaches are being adopted as they 

allow for a more encompassing recognition of hereto neglected environmental and social 

impacts, as well as to broaden the scope of transportation modelling beyond an urban and 

automotive centric approach which has long been the primary concern of transportation 

practitioners (Kitamura and Kuwahara, 2005). Areas of particular interest include car 

ownership or passenger demand forecasting and energy or emission accounting. Adoption 

of contemporary modelling approaches within transportation planning and research has 
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become possible at least partly due to an increase in ICT capabilities, digitalisation and 

data availability. 

2.2 Traditional Forms of Transportation Data 

The modelling approaches outlined rely on good quality data for base specification, 

calibration, validation and scenario design. Wang et al. (2018b) note that early travel 

behaviour research largely relied on data from manual travel surveys. Worldwide, most 

developed countries undertake some form of regular travel survey across their population 

to understand the movements of people and goods, and the needs for infrastructural and 

policy planning (Cornick et al., 2018, Hoogendoorn-Lanser et al., 2015, Westat, 2018). 

Such surveys form the “backbone of the transportation data pipeline” (Zmud et al., 2013). 

These surveys often capture movements plus the background characteristics of the 

individual and their transport needs, but can be costly and infrequent (Cottrill and 

Derrible, 2015). Further critique has highlighted the frequency (and duration) of 

monitoring (Ortúzar et al., 2011),  reporting effects (Aschauer et al., 2018), resource 

intensity (Keseru et al., 2018), response rates and sampling restrictions (Shen and 

Stopher, 2014), and, understanding the social context, multi-horizon choices and 

psychological factors (Zmud et al., 2013).  

Although travel survey data is perhaps the most broadly used form of data in transport 

research, there is also an extensive and varied collection of data sets and sources 

employed (particularly in modelling). These are described in detail in DfT (2014) and 

summarised in Appendix Table A2Error! Reference source not found..  

NEDF have the potential to significantly improve knowledge for the benefit of the 

transport sector, above that which can be gained from established data (DfT, 2019). There 

are known limitations of focusing entirely on traditional data (DfT, 2014) and there is 

great interest in comparing it with new data (such as travel surveys and GPS data – see 
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later discussion in Section Error! Reference source not found.). In short, traditional 

data may be rich in system-oriented content, but generally lacking in context (“if it moves, 

count it”). For example, it is common practice that origin-destination matrices updates 

are validated based on cordon counts so do not identify the exact route that is taken, nor 

any detail on the individual and their purpose (and often only assumption on the mode). 

Furthermore, the focus of many data tends to be on specific problems such as congestion, 

urbanisation, motorised (and often private) modes, and ‘regular’ journeys (eg work, 

school). Although these studies are useful for policy makers who have identified a 

particular problem, it neglects contextualising the bigger picture, and does not help in 

recognising what may be unknown or unintended, especially regarding the most 

vulnerable road users.  

2.3 Limitations of traditional modelling and data 

To partly address our first research question, in this section we have identified that in 

general, many of the established models used for transportation planning and research 

were developed using the data available at the time, e.g., highly aggregated, limited detail 

on spatio-temporal routes, limited longitudinal, or lacking demographic detail. What was 

most often lacking were datasets that tracked individuals over time at a fine level of 

spatio-temporal detail.  This limitation gives rise to estimated and extrapolated travel 

behaviours that may not reliably reflect movement or agents within the system as a whole, 

restricting the applicability of modelled behaviours and inhibiting the understanding of 

mobility motivations. 

3 New and Emerging Forms of Transportation Data  

Having established the limitations of traditional modelling and data for transportation 

planning and research, the opportunities for NEDF to overcome these limitations must be 
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identified in order to fully address our first research question. In this section we present 

an overview of NEDF that are particularly relevant to transportation, and in doing so 

highlight their potential for overcoming the limitations outlined. Furthermore, we 

contextualise and highlight the specific potential of spatio-temporal mobile phone data 

and in particular GPS-based T&T data. Whilst the characteristics of NEDF (see Figure 1) 

are particularly beneficial to transportation planning, it is worth noting that this data is 

also relevant to transportation-related sectors including for example health care, tourism, 

and disaster/emergency management.  

3.1 NEDF Content, Context and Categorisation 

Error! Reference source not found. provides some main examples of the wide range of 

NEDF related to transportation, their potential technology source and some real world 

examples.7 We categorise them into four areas: “GPS tracking”, “Smart Ticketing”, 

“Network Connections” and “Multi-media”. For an alternative definition of NEDF 

related specifically to active modes see Lee and Sener (2020), who consider the 

technologies and applications in terms of if mode is specified or not.  Our approach to 

categorising NEDF in this way is that each type is based around one specific form of data, 

but we consider the full potential range of data that may be associated with origin data 

and collection technology. It excludes NEDF that may provide context but are not directly 

related to mobility, such as smart energy meters and wearable health gadgets (eg “Hive”, 

“Fitbit”). We recognise that some of our examples may not be intuitively ‘new and 

emerging’ (indeed, the first “text” was c.3200 BC8). However, as characterised in Section 

 

7 Within NEDF, there exists a degree of interchangeability between the terms for the data itself and the software, 

technology or device which generates and/or stores the data.  
8 https://sites.utexas.edu/dsb/tokens/the-evolution-of-writing/ 

https://sites.utexas.edu/dsb/tokens/the-evolution-of-writing/
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1, NEDF is not entirely defined by the source but the data collection process and the 

volume, velocity and veracity.  

Table 1: Examples of NEDF relevant to transport  

DATA TECHNOLOGY / DATA 

SOURCE 

DESCRIPTION 

GPS Tracking 
 

GPS loggers 
Mobile phone applications (eg 
Strava, Uber, SMART) 
Wearable technologies (eg 
FitBit) 
In-vehicle (eg Tom-Tom) 

In public use for over 30 years, GPS technology records 
exact locations at regular time intervals using the Global 
Navigation Satellite System (GNSS). Although originally 
in dedicated devices, GPS is now embedded in many 
mobile technologies. This data can usually be collected 
alongside contextual variables (such as weather and 
personal data) when collected in a dedicated passive 
mobile phone application, alongside estimated mode. 

“Smart” Ticketing 
Transactions 

‘Tap-in, Tap-out’ (eg Smart-
card, mobile phone application, 
credit card). 
MaaS mobile phone 
applications 
  
 

Smart-ticketing is increasingly utilised by large public 
transport system operators, allowing seamless, ticketless 
travel, e.g. the ‘Oyster’ card in London, UK. Usually the 
user will ‘tap-in’ and ‘tap-out’ at the start and end of a 
journey, registering location and time, hence ‘real-time’ 
trips of individuals can be identified. However only 
information on public transport journeys are identified, 
with no knowledge of travel behaviour outside that. Some 
contextual variables may be associated. 

Network 
Connections 
 

Mobile phone:  call data 
records , cellular towers  
Local Area Networks:  
 Near Field Communications 
(eg RFID/Bluetooth), WiFi).  
 

Every time a device (Computer, mobile phone etc) 
connects to a network, that event is recorded and can be 
geo-tagged and time-stamped. Individual travel routes 
may be inferred from these events. These NEDF are 
limited as they do not provide an exact location or full 
journey trace and are dependent on the user being active. 
Although mobile phone network providers may hold 
limited information (eg name, address) on all or some 
mobile phone owners, this data may not be available due 
to privacy issues. 

Multi-media 
(Speech 
Text 
Images 
Videos) 

Wearable technology (eg body 
cameras) 
Surveillance (eg Dash Cams, 
CCTV) 
Satellite and Aerial Mapping 
(eg google maps) 
Social Media (eg twitter, 
facebook, blogs) 
Other web content (eg google 
search) 

Although there may be some cross-over with traditional 
forms of Big Data, continuous, geo-tagged and time-
stamped multi-media can be analysed to reveal transport 
behaviours across a population. Longitudinal surveillance 
and mapping using videos and images are widespread in 
many countries. People are increasingly engaging online, 
on social media and other web content, leaving a ‘digital 
footprint’ and high volumes of event-driven multi-media. 
These are highly contextual over a population but may 
lack detailed content on individual movements.  

 

Our examples of transportation-related NEDF are represented in Error! Reference 

source not found., which demonstrates (in the authors’ view) their relative volume of 

spatio-temporal mobility content (where and when) and individual context (who, why 

and what). These two dimensions were selected as they succinctly demonstrate the 

advantage of the characteristic “V’s” of NEDF in the transportation context. Mobility 

content includes the geo-spatial location of generated data but also reflects data 
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temporality. The location of fixed location data loggers (eg vehicle counters) is known, 

whereas mobile sources are assumed to have internal technology that can determine 

location, for example by GPS or network connections, providing different contextual 

information. Where spatial data is time-stamped, it could be event-driven or longitudinal. 

This distinguishes between data generated only when triggered by specific events (eg 

Ticketing Transactions) and that recorded passively at pre-determined regular intervals 

(eg GPS tracking). Individual context9 is characterised here by how much information 

may be gleaned about the individual related to the mobility data and the reasons for the 

captured data (eg purpose, preferences, quality). This could be from linked data (eg 

personal data provided on app registration), inferences from crowd-sourced social-media 

data, or direct questioning. Information about the trip itself, such as mode, weather or 

road-types can be captured by internal mobile phone sensors (or other device), or from 

linked data-sets. It is therefore possible that this type of data may be missing, fragmented 

or inferred, so may be less reliable than the associated mobility content. 

 

 

9 We recognise contextual information is often derived from observed patterns and characteristics of the trips particularly when 
observed over time or obtained through additional surveys, e.g., requests and queries about age, gender, income, etc.  What is 
often highly valuable is the ability to combine the highly detailed mobility content with the individual context for patterns of 
movement over periods of time. 
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Figure 2: Content and context of NEDF (see Error! Reference source not found.) – 

authors determination. The arrows show the range of mobility content and individual 

context that can be expected from each NEDF type, depending on the source 

origin/collection technology. 

 

When comparing the requirements of T&T datasets (see Figure 1Error! Reference 

source not found.) with the characterisation of NEDF (Error! Reference source not 

found.), those highlighted as having potentially highest resolution mobility content and 

individual context (primarily associated with mobile phones – i.e. the shaded area in 

Error! Reference source not found.), offer the greatest opportunity to generate T&T 

datasets.  

3.2 Opportunities and Weaknesses of NEDFs 

In Section 2, it was established that traditional modelling approaches had been 

constrained by the limited content and context of the traditional data available. In this 

section, and in answer to RQ1, we have shown that NEDF offer potentially high 

resolution alternatives that could substitute or integrate with traditional data and 

modelling. Furthermore, we have identified that mobile phone technology, and in 

particular GPS Tracking, present the greatest opportunity for highly grained context and 

content required to generate T&T datasets. 

Although offering great potential, NEDF also have some weaknesses. Two of the biggest 

challenges are verifying quality and ensuring fitness for use (Li et al., 2016). Data 

cleaning and structuring is needed before any analysis, requiring significant resources 

(Fox, 2018), including computing power and working time. For traditional data, well-

established algorithms and software have evolved over time for cleaning and structuring 

(and integrated into processes), but these must be recreated for NEDF. Further 



17 
 

complications include extra processing demand from the volume, whilst compatibility 

with existing data structures, models and tools may be limited. Despite the extra volume 

of available data, uncertainties will still exist in abundance (Lyons, 2016). Whilst NEDF 

generate potentially high resolution, individual level data, privacy and security become 

more important (see Section 5.2).  

4 State-of-the-art use of spatio-temporal mobile phone data in 

transportation research.  

Our second research question is: “How have different types of spatio-temporal mobile 

phone data been used to date?”. Answering this question allows us to contextualise the 

unique opportunity for T&T datasets and in particular GPS-based data. A number of 

authors have presented comprehensive critical reviews of mobile phone data used in 

transport (Chen et al., 2016, Gadzinki, 2018, Steenbruggen et al., 2015, Wang et al., 

2018b, Yue et al., 2014, Wismans et al., 2018, Lee and Sener, 2020), which we avoid 

repeating. Instead, we have carried out a meta-analysis of these reviews alongside 

identification of a number of additional studies (listed in Table A3) to present research 

within our context. We specifically draw out the contribution of the different types of 

NEDF categorised in Section 3 (GPS Tracking, [Smart Ticketing10], Networks and 

Multimedia11 – see Table 1 for details) in terms of the characteristics of mobility content 

and individual context are utilised, which are key for T&T data-sets, and the potential for 

policy making and planning.  

 

10 Tap-in, tap-out’ applications that integrate smart-card technologies are available for mobile phones, but not considered here. In 
any case, ticketing data is limited in its contribution to T&T as only public transport interactions are recorded. Although 
ticketing transaction  within ‘Mobility as a Service’ apps are important, and likely to become increasingly so, no relevant 
studies were identified. They are most likely to be based on the GPS tracking type apps, with an added ticketing function. 

11 Mainly social media. 
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4.1 Summary of Meta-Analysis of Spatio-Temporal Mobile Phone Data 

A number of NEDF can be gathered (either partially or exclusively) through mobile 

phones, using either dedicated applications for capturing or influencing travel behaviour 

or data arising through unrelated applications and general mobile phone operation. Such 

data is revolutionising research into transport behaviours. It has been used to corroborate 

the importance of socio-demographics, built environment and trip factors identified in 

previous research, and can lead to greater insights to be used to develop more complex 

theories (Chen et al., 2016). However, this new form of data faces challenges of 

representation, data management and analysis (Li et al., 2016).  Wismans et al. (2018) 

recognise that although research into this type of data is still evolving, it is generally used 

in two ways: “to gain better understandings about (aggregated) mobility patterns and the 

use of (dedicated) applications for individual travel patterns”. Gadzinki (2018) suggests 

that research focuses on either methodological aspects or analytical purposes (including 

for public policies) – though examples of the latter were sparse. Wang et al. (2018b) 

identified various research applications e.g. travel patterns, mode inference, and travel 

behaviour analysis. They also found studies typically focused on ‘old’ topics (e.g. 

reviewing standard questions, justifying new technologies or verifying existing theories), 

yet failed to offer much insight into underlying mechanisms. This is echoed by Toole et 

al. (2015), who note that only abstract insights have been offered so far.  

The use of spatio-temporal mobile phone data has been widely used in understanding and 

identifying ‘real-world’ travel patterns (through the mobility content), of overall 

populations (in comparison to traditional travel survey data), or understanding specific 

socio-demographics and individuals (though the individual context). Other mobile phone 

data studies related to transportation are more concerned with human interaction, such as 

tourism/leisure (Beeco et al., 2014, Hasnat and Hasan, 2018, Kubo et al., 2020, Saluveer 
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et al., 2020), emergencies, public safety and crowd management (Steenbruggen et al., 

2015, Yabe and Ukkusuri, 2020) or public health (Oliver et al., 2015, Liu et al., 2013).   

4.1.1 Mobility Content 

T&T datasets are increasingly including multiple data sources for a full and rich mobility 

trace (though Wang et al. (2019) report trip extraction methods are generally absent), with 

the key contribution being a form of spatio-temporal data. The most accurate are generally 

recognised as being those that include time-stamped passively tracked GPS datasets.  

Network data provides many valuable insights and offer great potential to improve 

traditional methods of determining O-D matrices, with numerous studies taking this 

approach, rather than attempting to create full mobility traces. It has also been combined 

with traditional data to better understand passenger travel patterns. However, many 

authors recognise that Origin and Destination tend to be inferred, and Network data lacks 

continuous and contextual information, so requires augmentation with other data sets. 

Hemmings and Goves (2016) reviewed the use of Network data for transport modelling 

recognising potential data bias, trade-offs in specifications and making benchmarking 

recommendations.  

Social media data has had limited application in developing full individual mobility 

tracing due to the reliance on activity and engagement of users, though the spatio-

temporal content can provide valuable information on aggregate movements of a 

population. 

4.1.2 Individual Context 

In order to achieve a full T&T dataset, the (spatio-temporal) mobility content must be 

accompanied by, or be possible to link to, highly detailed individual context data. Various 

forms of mobile phone data has been used to explore impacts on social segregation (Yip 
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et al., 2016, Silm and Ahas, 2014, Barbosa et al., 2018), identifying differences in spatial 

and temporal activity between ethnic groups.   

Studies that are most successful in identifying individual context have used social media, 

in particular Twitter and Google maps, and Rashidi et al. (2017) suggest that there is  

great potential for this type of data in transportation engineering. This provides a rich 

source of contextual information, especially for aggregated populations, but as with 

Network data, are dependent on user activity and engagement. There are technical 

challenges to mining relevant data (Grant-Muller et al., 2015) and currently a risk of 

population bias, given social media is favoured by younger, technology-literate 

population segments. This data offers potential for specific niche applications, such as 

understanding specific events. Wu et al. (2020) identified sub-sets of the population due 

to their mobility patterns but using anonymised data. 

GPS tracking data generally is gathered in applications that also hold (or are linked it) 

socio-demographic information. Other GPS data and most network data may need to be 

linked with related data-sets (such as Census or social media data) to imply individual 

context.    

4.2 Potential of spatio-temporal mobile phone data for transportation planning 

and policy 

Studies that demonstrate the practical application of mobile phone data to policy tools 

and planning processes are limited to supplementation of travel survey data or remain 

experimental. This is partly due to the novelty of the new data. To date, no standards exist 

for new methodologies or applications (He  et al., 2018, Prelipcean et al., 2018), and 

research continues on the best way to use it (Wismans et al., 2018).  

Gadzinki (2018)) recognised that a great limitation in using this data in public policy 

making is the sheer volume - requiring time and resources for processes that public 
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authorities often lack. The potential of using such data to not only calibrate models and 

measure impacts, but also to develop transportation sustainability indicators, overcoming 

limitations of existing data sets, was discussed by Cottrill and Derrible (2015). The great 

opportunity to combine data from multiple sources, and to use this as spatial and temporal 

modelling inputs was recognised by these authors and Wismans et al. (2018). A further 

opportunity for policy makers is to use these large volume of data for visualisations, 

making public information more accessible and encouraging more participative policy 

approaches (He  et al., 2018).  

It is worth noting that mobile phone applications can in themselves be used to shape travel 

behaviour (Cohen-Blankshtain and Rotem-Mindali, 2016, Brazil and Caulfield, 2013, 

Sunio and Schmocker, 2017).  Andersson et al. (2018) explored the use of mobile phone 

applications in promoting sustainable travel behaviour, whilst criticising the lack of 

grounding in explicit behavioural change theory. Furthermore, they identified the need 

for more research with more extensive data collections and measuring actual travel 

behaviour change in order to make informed planning decisions.  

Recognising the importance of targeting sub-groups of a population in the promotion of 

sustainable travel, Semanjski and Gautama (2016) explore how attitudinal market 

segmentation can be based on crowdsourced mobile phone data, which could then be used 

to facilitate incentivising specific socio-demographics. One study explored 

incentivisation to modify travel behaviour using gamification (albeit with a small sample 

size), but found no statistically significant change attributable to the incentives 

(Castellanos, 2016). Delclòs-Alió et al. (2017) actively analysed mobile data reported 

perceptions of travel time, finding that women under-perceive more than men and older 

people are more likely to miscalculate. Maruyama et al. (2015) and Prelipcean et al. 
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(2018) both found differences in socio-demographic responses in recruitment and 

response to policy levers, such as younger people preferring rewards.  

Even if socio-demographics were not captured, mobile phone data can be used to inform 

policy and planning. For instance, Guan et al. (2020) applied network data to the 

understanding of urban park catchment areas, which could have input into transport as 

part of wider urban development planning. Similarly, Yu et al. (2020) used GPS data to 

infer potential bike-sharing trips within a population. 

Many of these studies conclude that combining data from traditional survey methods with 

forms of mobile data to enhance conventional modelling methods offers a more accurate 

understanding of heterogeneous travel behaviours (Nitsche et al., 2014, Prelipcean et al., 

2018). This is reflected in government policy in various countries adopting these 

approaches (Gask and Williams, 2015, Swier et al., 2015, ONS, 2018, Thomas et al., 

2018). It is recognised that ease of use and user acceptance are important (Berger and 

Platzer, 2015), and participation bias also exists with mobile phone methods, so 

recruitment and incentivisation need to be considered. 

4.3 Spatio-Temporal Mobile Phone Data as Track & Trace Data 

Whilst there is great interest in the application of spatio-temporal mobile phone data 

within transportation research, no studies were identified that specifically demonstrated 

the use of full T&T datasets in policy tools, modelling or planning for transportation 

systems, although a number identified this opportunity and offered potential approaches 

for doing so.  

We found that few of the identified studies listed in Table A3 (and considered in the 

previous discussions) that used spatio-temporal mobile phone data explicitly consider 

full pathway T&T datasets which include individual context. Those that do are 

highlighted in Table A3. Of the sixty six studies considered in the analysis, only fifteen 
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(23%) clearly demonstrated both mobility content and individual context. Two out of 

twenty seven network studies (7%), two of the twelve social media studies (17%) and 

eleven out of twenty seven GPS studies (41%). The objective and location of these 

studies varies widely, but we note that the majority rely on GPS and are related to 

assessment for use in travel surveys (Donaire-Gonzalez et al., 2016, Geurs et al., 2015, 

Montini et al., 2015, Safi et al., 2017, Thomas et al., 2018, Zegras et al., 2018). Other 

objectives for papers considering full T&T datasets are the development of 

methodologies (Calabrese et al., 2013, Thomas et al., 2018, Toole et al., 2015, Zegras et 

al., 2018), analysis of travel patterns (Gong et al., 2018, Huang and Li, 2019, Toole et 

al., 2015) and prediction of preferences (Bantis and Haworth, 2017, Gong et al., 2018, 

Huang and Li, 2019, Semanjski and Gautama, 2016, Xiao et al., 2016), In general, 

studies using Network data focus on travel demand (mobility content) whereas those 

analysing Social Media data concentrate on socio-demographics (individual context). 

This emphasises the limitations of other NEDF types and highlights the need to focus 

on GPS-based T&T in the next section. It is possible, however, that some conclusions 

may be transferable to other more forms of T&T and this could be explored in future 

work. 

5 Opportunities and challenges of GPS-based ‘track and trace’ data for 

transportation planning, modelling and policy making 

In this section we address our final research question, RQ3,  “What are the 

opportunities and challenges in using GPS-based T&T data?”, building on responses to 

other research questions in previous sections. The characteristics of GPS-based T&T 

datasets (based on the T&T definition presented in Figure 1) are set out explicitly in 

Figure 3, reflecting that not all apps collect the same data, despite having apparently 

similar features.  This impacts on the range of data potentially available to end users and 
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therefore the degree of opportunity the data provides. In addition, the characteristics of 

the data collected may be more detailed than the characteristics of the data shared 

(under secure arrangements), due to user agreements and privacy considerations. Figure 

3 contains examples of the features of mobile phone apps in use over the last 2 years, 

however many apps can be tailored to collect or process specific data for a particular 

context. The agile development environment for apps of this type presents a spectrum of 

opportunities, notwithstanding the need for stable and well-proven detection algorithms. 

These include focused front-end branding, choices of broad spectrum or niche user 

information functions (with branding, influencing the nature of the engaged 

demographic) and purpose-specific additional data collection.  

 

Figure 3: Characteristics of GPS-based T&T data-sets (authors definition), with 

examples of  key mobile phone apps12 which collect GPS-based T&T data, 

demonstrating variability in functionality 

 

 

12 Ta Cyklen (www.tacyklen.dk/ - in Danish) and Naviki (naviki.org)were apps developed for a specific purpose ie encouraging 
cycling, SMART (mobidot.nl/en/tools_apps.php )and Betterpoints (betterpoints.ltd/) have more generic application 

http://www.tacyklen.dk/
http://www.naviki.org/
http://www.mobidot.nl/en/tools_apps.php
https://www.betterpoints.ltd/
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The UK-based Urban Transport Group (UTG) identified four key challenges for 

emerging data in transport: sharing and integration; ownership and privacy, quality and 

standards, and; skills and capabilities (Abrantes and Linton, 2016). These correspond 

with Milne and Watling’s (2018) identified differences in the features and nature of the 

information from NEDF compared to traditional data forms. They also subsume the three 

challenges identified in the broader literature: access, privacy and validity (Lazer et al., 

2009, Boyd and Crawford, 2012, Kitchin, 2013, Lee and Sener, 2020), so form the basis 

for the discussion here. 

5.1 Sharing and Integration 

There is increasing interest in openness, transparency and engagement in planning and 

policy-making, adopting open-source based software, making public data accessible and 

encouraging participation in the process. Successful examples of sharing information 

schemes include for example, traffic road conditions in Waze13, in which travellers share 

contemporaneous or past fine-grained spatial and temporal travel data to mutual benefit. 

The co-design and co-creation opportunities using T&T data in modelling are yet to be 

exploited. However,  T&T data offers the opportunity for the creation of new value, and 

new business models for a range of stakeholders including individual citizens involved in 

data generation and analysis (Hodgson, Forthcoming). The opportunity of shared data of 

this type also entails a challenge in terms of data security however, for example 

mischievous attempts to sabotage the data with spurious entries.  

By its nature, GPS-based T&T data is complex, multi-dimensional and not easily 

accessed in its raw form. The value of this data arises once processed when it opens up 

possibilities for system integration (such as improved multimodal services through 

 

13 www.Waze.com accessed 06/08/19 

http://www.waze.com/
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knowledge of end-to-end journeys), influencing travel behaviour (through improved 

understanding of route choice and departure times, together with direct messaging, either 

to the collective, the individual or sub-groups) and traffic management (for example new 

capability to detect and address build-up of demand on the peri-urban and none-

instrumented sections of highway infrastructure). As such, data vendors may offer data-

sets ready for analysis (mined, cleaned and smoothed), but these can come at significant 

cost (Lee and Sener, 2020). 

GPS-based T&T datasets provide accurate detail on revealed trip choice (see Figure 3). 

This may overcome some issues of uncertainty concerning the reliability of input data for 

transportation modelling that exist for traditional data sets. However, new challenges 

arise in seeking to utilise this data and the format compatibility needed for modelling, 

raising a fundamental issue on whether the legacy of existing model structures drives 

future developments, or whether the new capabilities of data form the basis for a new type 

of modelling.  Prelipcean et al. (2018), reviewed the relative advantages of using travel 

diary methods and integration with new approaches using dedicated devices or smart 

phones. Based on evidence from multi-national trials they concluded that integration 

improved representation across demographics. However, integration remains problematic 

without internationally agreed and consistent definitions of components, as exists for the 

Harmonised European Time Use Survey (Eurostat, 2019), for example.  

This raises the broader question of whether existing transportation models can incorporate 

and make use of more finely-grained detail, and thus produce more insightful outputs, 

and whether the individuated nature of the data can be used in models based on aggregated 

transport system approaches and outputs. Where new data would need to be aggregate to 

interface with models, the advantage of fine granularity is lost and outweighed by some 

of the challenges of new data, for example representativeness. One approach which has 
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potentially strong interfaces with GPS-based T&T data is Agent-Based Modelling 

however, where the fine grain, individualised and context rich nature of GPS-based T&T 

offers the opportunity to simulate more nuanced and representative ‘agents’ in a model 

which could ‘bridge’ data and existing models. The interfaces and complementarities 

between Agent-Based Models and more aggregate network or system wide models is 

already receiving attention in the research community. 

5.2 Ownership and Privacy 

A number of risks concerning GPS-based T&T data are principally associated with 

privacy, data anonymization and informed consent. The datasets provide the capability to 

target specific travel movements, reveal the identities of individuals or vulnerable groups 

and sensitive locations. In other words, “have quite an incredible capacity to de-pseudo-

anonymise and reveal new information about individuals” (Romanillos et al., 2016) 

through contemporaneous tracking or pattern recognition and analysis. It has been argued 

that there are problems with ‘informed consent’ and the use of Application Programming 

Interface (API) data in particular as “customers accept the terms and conditions without 

fully understanding them” (Schoonmaker, 2016) (reported in (Taeihagh and Lim, 2019)) 

but also as citizens report heightened concern about their own cybersecurity throughout 

Europe (Ofcom, 2017b). Even within the context of the new General Data Protection 

Regulation (EU, 2016) these present new ethical problems for travel data analysts, 

transportation system operators and transportation sector planners and policy makers. To 

date, positive approaches to solutions involve desensitising location data, secure data 

analytic environments, and aggregation of individual patterns but with attendant 

drawbacks of loss of definition and precision (EMPOWER, 2018). Where location data 

can be desensitised so privacy is preserved however, this enables new depths in 

modelling, for example in capturing area-based social inequalities when modelling 
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proposed transport policies (see Grant-Muller et al. (2018) for example). The heightened 

awareness around privacy and increased transparency on this issue may also have served 

to increase the rigour of the privacy processes applied, engendered confidence in app-

users and ultimately led to more individuals being willing to share data. Engagement by 

users in understanding the data they generate and how it is used adds further value. 

T&T data also offer new opportunities in the governance of data. Principal among 

these is the opportunity for citizens to identify the value of the datasets they generate 

through their own travel, (a corollary to the point made by Milne and Watling (2018) with 

regard to the analyst not ‘owning’ the data). Further opportunities arise from the ability 

to realise that value through modelling approaches, and observatories into travel schemes, 

interventions and applications in collaboration with others (including public) for the 

benefit of those involved (Keseru et al., 2018).  

5.3 Quality and Standards 

Standardisation of data collection and processing can contribute to assuring quality. This 

applies to both the mobility content and individual context contained within GPS-based 

T&T datasets. The quality of the data will be reliant on the strength of the signal to the 

mobile phone throughout the journey, as well as links to external sources. This can be a 

challenge in particular types of urban environments where the types and density of 

buildings and land-use overall can lead to low data quality. As a result, some apps are 

marketed towards inter-urban transportation use as the physical environment and network 

are less challenging to the location algorithms, and data quality tends to be more 

consistent. Other apps include a data quality indicator in their standard output files, which 

can inform the data user of persistent quality issues.  In principle, it may be possible to 

weight the data contribution by quality when used for modelling and mitigate poor data 

by using associated contextual information for data adjustments. Future research may 



29 
 

well include learning algorithms and auto-correction to adjust poor quality data along 

frequent routes and locations where the built environment compromises quality. The 

accuracy may be subject to the programming and calibration carried out by the app 

developer and user inputted corrections, such as modal type, trip purpose or trip segment. 

Furthermore, for a complete data set, the user must carry the mobile with them at all 

times, with the app switched on and ensure that the battery does not run out.  These 

possible gaps in the data can be overcome if the data set is available for a long period of 

time and regular trips can be inferred. This issue of data representativeness raise similar 

challenges to that of scarcity of cell observations in O-D matrix estimation in some 

existing modelling approaches. However the fine granularity of T&T O-D data means 

that this can intensify the problem across spatial areas resulting in a need for aggregation, 

estimation of an O-D matrix and raises the potential of integration with existing O-D 

matrices. 

The demographic component of GPS-based T&T data, like the behaviour part, is 

not without its short-comings, and is in fact seen by many as one of the major challenges. 

The datasets are not necessarily fully representative of a population and could create bias 

when T&T data sets across a population are aggregated. Technology adoption, diffusion 

and usage patterns (Grant-Muller et al., Forthcoming) are often systematically biased 

within cultural contexts and the socio-demographic data collected by the API may be 

patchy and non-uniform. It is common to find that T&T collection technologies are 

adopted by younger, more affluent groups (Ofcom, 2017a), although the same 

technologies are also engaged more purposefully in the context of population sub-groups 

such as older people or those with disabilities, where they may be running unobtrusively 

on dedicated personal devices. There are further research opportunities to better 

understand, support and influence the mobility patterns of such sub-groups using T&T 
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data. Depending on how an app is promoted, it could appeal to certain demographics or 

strata within a population, and its purpose could also limit adoption to eg, public transport 

users. In addition, there is variation among the available collection technologies and 

applications in terms of maturity and the demographic data they collect from the 

individual user. To be used to its full potential (e.g. by linking to health or environmental 

burdens), maximising the available contextual information about the individual is an 

important step.  

Potential solutions to overcome patchy data coverage include augmenting with 

data about the user from other API or with relevant generic demographic data (eg census 

and household surveys (ONS, 2018, Thomas et al., 2018)) that may infer characteristics. 

This could be obtained at regional, city or street levels, depending on the available data 

on the user’s location (inferred by travel patterns). Such proxy methods have advantages 

and disadvantages associated with the eventual model use and in overcoming issues of 

missing or mixed quality data (Button, 2019), as well as transferring assumptions into 

other areas/regions where the app was not used at all or different data sets are available. 

Further impacts on data quality may also arise from malicious or manipulative 

activities that could arise from government espionage, organisational intervention or 

other “hacking”. For instance, there have been concerns over the allowance of certain 

companies in the installation of 5G networks14, evidence of data tampering in the “fake 

news” paradigm15 and in particular for GPS T&T data, direct activism.16 Those working 

with data have a duty to be aware of these issues and the subsequent reliability of models 

it is based on. 

 

14https://www.bbc.co.uk/news/business-51497460, accessed 14/02/20 
15 https://www.cbronline.com/opinion/fake-data-decision-making, accessed 14/02/20 
16https://www.theregister.co.uk/2020/02/03/google_maps_hack_cartful_phones, accessed 14/02/20 

https://www.bbc.co.uk/news/business-51497460
https://www.cbronline.com/opinion/fake-data-decision-making
https://www.theregister.co.uk/2020/02/03/google_maps_hack_cartful_phones/?fbclid=IwAR3HwlRDpKbSPbheYnukONOfZzTFZ670Gdy3CFmmToDNmOiucHQyeXgn9UQ
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5.4 Skills and capabilities 

New data and methods will require new skills and inter-disciplinarian practice to exploit 

the opportunities in applying GPS-based T&T data in the field of transportation planning, 

modelling and policy. These skills are socio-technical in practice, combining technical 

skills in data analytics, presentation and interpretation for a fundamentally different type 

of data (generally of high volume and potentially intermittent) with social skills in the 

data generation (ie through app based schemes, and through interaction with different 

stakeholders) and governance, (including issues such as privacy, data sensitivity and 

ethics of the T&T data). These skills go beyond those of the traditional transport planner 

or modeller. GPS based T&T data offer opportunities for new business models and 

collaborative practices that develop the necessary skills and partnerships required to 

analyse and apply the new data. In-house, out-source and co-creation business models for 

the use of GPS-based T&T data have very different skillset requirements from different 

stakeholders (e.g., transportation engineers and consultants, API developers, citizens, 

planning analysts)  and very different partnership collaborations (Hodgson and Grant-

Muller, 2015). Seter et al. (2019) recognise this knowledge gap particularly between 

researchers and consultants, requiring policies and guidelines to support upskilling. As 

part of this there may be a change in focus away from almost solely road traffic modelling 

towards a recognition of individual mobility profiles (though there certainly remains 

many opportunities for more accurate traffic forecasting (Ermagun and Levinson, 2018)). 

5.5 Contribution from GPS-based T&T data to transportation modelling  

Expanding on the above discussion, we now review the potential contribution from GPS-

based T&T datasets to overcoming the limitations of traditional data and modelling 

approaches, and answer our final research question. Table 2 is an adapted version of 

Appendix Table A1 (Classification of modelling approaches applied to transport policy 
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and planning)Error! Reference source not found., with additional columns drawn from 

our discussions. The table highlights contributions for each modelling approach of the 

four characteristics attributes of GPS-based T&T data (as presented in Figure 3), as well 

as providing short explanations of the opportunities and challenges of the datasets for 

each modelling approach. What can be seen is that all modelling approaches have 

potential to be improved or augmented by GPS-based T&T data, though some caution is 

required regarding the limitations of this NEDF. 

Table 2: Overcoming weaknesses of traditional data and modelling approaches with 

GPS-based T&T data 

Modelling 

Approach 

(purpose) 

Traditional 

Data Inputs 

Data and 

Modelling 

Approach 

Weaknesses 

Potential 

contribution of GPS-

based T&T Dataset 

Characteristics 
Additional 

value from 

GPS-based 

T&T data 

Limitations of 

GPS-based T&T 

data 

Mobility 
Individu

al 

S
p

a
ti

a
l 

T
e

m
p

o
ra

l 

T
ri

p
 

P
e

rs
o

n
a

l 

Traditional 

Four-step 

(Traffic Network 

Analysis) 

Data inputs 

specific to 

purpose: 

network 

focus, re-

using 

existing 

survey eg 

National 

Travel 

Survey and 

Census/pop

ulation 

• Aggregated  
• Fragmented  
• Superannuate

d  
• Relies on 

‘rational’ 
behaviours  

✓ 

 

✓ ? ? 

Replacement 

of assumed 

network 

behaviour 

with actual 

individual 

mobility 

traces and 

linked 

preference 

data. 

Development of 

useful 

algorithms for 

predictive 

models from 

historic data 

would require 

the 

development of 

new 

approaches and 

integration with 

other modelling 

types? 
System 

Dynamics 

(Policy/ scenario 

analysis ) 

Data inputs 

specific to 

purpose 

plus 

historical 

trend data 

for 

calibration. 

• Aggregated  
• Fragmented  
• Superannuated  

? ✓ ? ✓ 

More 

accurate 

validation 

and/or 

calibration of 

models due to 

higher 

granularity of 

spatio-

temporal 

data. 

Data cleaning, 

anonymization 

and processing. 

Direct input of 

individualised 

data would 

require complex 

subscription of 

models. 
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Modelling 

Approach 

(purpose) 

Traditional 

Data Inputs 

Data and 

Modelling 

Approach 

Weaknesses 

Potential 

contribution of GPS-

based T&T Dataset 

Characteristics 
Additional 

value from 

GPS-based 

T&T data 

Limitations of 

GPS-based T&T 

data 

Mobility 
Individu

al 

S
p

a
ti

a
l 

T
e

m
p

o
ra

l 

T
ri

p
 

P
e

rs
o

n
a

l 

Agent-Based 

(Individual 

movements/ 

decisions) 

Data specific 

to all 

individuals 

within 

system. 

• Complex 
• Many 

assumptions 
• High 

processing 
power required 

✓ ✓ ? ✓ 

Individual 

behaviours do 

not need to be 

assumed. 

Data cleaning, 

anonymization 

and processing. 

Discrete Event  

(Process and 

network 

simulation) 

Data inputs 

specific to 

purpose. 

• Lacks detail 
• Many 

assumptions ? ✓ ?  

Individual 

traces and 

behaviour 

within a 

network. 

Cannot account 

for 

uncertainties 

within a 

network. 
Discrete Choice 

(Preferences 

and attitudes) 

Data 

collected 

through 

carefully 

designed 

stated 

preference 

surveys. 

• Not dynamic 
• Limited 

transferability 

 ? ✓ ✓ 

Insight from 

individual 

real-world 

revealed 

preferences 

could replace 

stated 

preferences. 

Relies on 

honest answers 

and 

representative 

engagement. 

Cannot account 

for 

hypothetical/fu

ture scenarios. 
GIS  

(Spatial 

variations) 

Data inputs 

specific to 

purpose. 
Access to 

spatial data. 

High degree of 

data processing 

required. ✓ ? ✓ ? 

More accurate 

and 

continuous 

spatial data. 

Data cleaning, 

anonymization 

and processing. 

 

6 Conclusions 

In this paper we have framed transportation planning and policy in the context of data 

and modelling needs and the rapidly changing availability of NEDF, in particular GPS-

based T&T datasets. We have argued that NEDF overcomes some key limitations of 

traditional data – mainly in that it can provide high resolution mobility content and 

individual context, but this in itself brings new challenges of a socio-technical nature. 

From our discussions, we can draw the following conclusions regarding our original 

research questions that should provide direction and insight to policy makers, 

transportation modellers, planners and engineers, and data scientists: 
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How can NEDF overcome limitations of traditional data and models? 

Although traditional data and models remain highly valuable in transportation planning 

and policy, traditional transportation models have developed subject to the boundaries of 

traditional forms of data. These are largely aggregate and disparate, lacking individual 

socio-demographic and spatio-temporal detail. NEDF offer elements of this context, in 

high volume and at low cost. However, conventional data and models should not become 

obsolete, but can be augmented by NEDF. There is a general agreement in previous 

literature that such data require integration with and update of existing methods, though 

face challenges with capturing representative samples, socio-demographic context and 

protecting privacy. 

 

How have different forms of spatio-temporal mobile phone data been used to date? 

NEDF with relevance to transport can be categorised by the mobility content and 

individual context it contains, the greatest potential of which are spatio-temporal mobile 

phone data. Two broad areas of research have been understanding travel behaviours 

(mainly through comparison to traditional data and surveys), and influencing travel 

patterns (through targeting and incentivisation). Due to the novelty, to date, most studies 

have tended to describe the potential data, development of methodologies, 

descriptive/qualitative results and point to future research, rather than demonstrating any 

successful policy interventions. There are limited examples of T&T datasets without GPS 

that offer full tracing pathways for mobility profiles, and less than half of those studies 

identified in our meta-analysis included individual context within the dataset. 
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What are the opportunities and challenges in using GPS-based T&T data? 

GPS-based T&T datasets are unique not only due to the high-resolution mobility content 

and individual context they offer compared to other NEDF, but also because of the 

interaction with users who share that information, that allows for feedback and 

refinement. This further opens up opportunities for new business models and citizen 

participation in policy making, as well as creating value for all types of modelling 

platforms. Similar gaps to traditional data exist, and new socio-technical challenges are 

raised. It can still lack some individual context and suffer from population bias, induce 

privacy and consent issues, as well as requiring significant processing prior to analysing, 

relying on skills that are not traditionally in the realm of transportation modelling and 

planning. To exploit GPS-based T&T data for transportation planning and policy requires 

exploration of new value propositions, developing new collaborations and partnerships 

among stakeholders (local authorities, technology developers, citizens and users, and 

researchers) to acquire the skillsets required and avoid problems of integration and data 

availability.  

 

Policy makers draw heavily on data and models from researchers and transport planners 

in the process of transportation policy decision making. Through NEDF, and particularly 

GPS-based T&T data, there is an opportunity for citizen engagement that develops a more 

finely grained picture of up-to-date travel behaviour across the socio-demographics of a 

population, which is both temporally and spatially reliable, and improves upon limited 

traditional approaches. This paper has set out the foundations and suggested areas of 

research and development that are needed to best exploit the opportunities offered. Future 

research should build on the ideas discussed here and focus on the issues raised for 

particular modelling types. 
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Appendix 

Table A1: Classification of modelling approaches applied to transport policy and 

planning (based on Linton et al. (2015) and expanded by authors) 

Modelling 

Approach 

Primary 

Purpose 

Underlying 

Concepts 

Data 

Requirements 

Limitations Further 

Reading 

Traditional 
Four-step 
 
1. Trip 
generation 
 
2. Trip 
distribution 
 
 
3. Mode 
split 
 
4. Route 
assignment 
 

Traffic 
Network 
Analysis 

Estimates 
relationships 
between trips 
and 
characteristics of 
zones and/or 
households. 
Regression or 
category 
analysis 
 
Gravity model, 
entropy 
maximising 
 
Utility model eg 
logit 
 
User 
equilibrium, 
stochastic 
methods, 
microsimulation, 
activity-based 

Data inputs 
specific to purpose: 
network focus, re-
using existing 
survey eg National 
Travel Survey and 
Census/population 

 

• Aggregated 
(not reflecting 
individual 
characteristics). 

• Could be based 
on fragmented 
and/or 
superannuated 
data 

• Relies on 
‘rational’ 
behaviours 

(Hensher and 
Button, 2008, 
Ortuzar and 
Willumsen, 
2011) 

System 
Dynamics 

Policy/scenario 
analysis eg: 
• Alternative 

fuel vehicles  
• Airlines and 

Airports 
• Supply chain 

management  

Links qualitative 
causal link 
diagrams with 
quantitative 
stocks and flow 
to capture 
dynamics system 
feedbacks. 

Data inputs 
specific to purpose 
plus historical 
trend data for 
calibration. 

• Could be based 
on fragmented 
and/or 
superannuated 
data. 

• Aggregated. 

(Shepherd, 2014, 
Sterman, 2000) 

Agent-
Based 

• Traffic 
simulation 

• Urban 
planning 

Bottom-up 
model of system 
behaviour 
through 
individual and 
autonomous 
agents. 

Data specific to all 
individuals within 
system. 

• Complex 
• High processing 

power required 

(North, 2010, 
Bonabeau, 2002, 
Davidsson et al., 
2005) 

Discrete 
Event 
Simulation 

• Logistics and 
supply chain 

Based on entity 
flow and 
resource sharing 
at specific events 
in time. 

Data inputs 
specific to purpose. 

• Lacks detail (Cassandras and 
Lafortune, 2009, 
Tako and 
Robinson, 2012) 

Discrete 
Choice 
Modelling 

• Car ownership 
preferences 

• Attitudes 
• Willingness to 

Pay 

Determines 
preferences and 
attitudes of 
demographics 
within 
populations. 

Data collected 
through carefully 
designed stated 
preference surveys. 

• Not dynamic 
• Limited 

transferability 

(Hensher and 
Johnson, 2018, 
Train, 2009) 

Spatial/GIS 
modelling 

Spatial 
variation, eg: 
• Car 

Ownership 
• Accessibility 

Spatial 
visualisation of 
data sets. 

Data inputs 
specific to purpose. 
Access to spatial 
data. 

High degree of data 
processing 
required. 

(Lovelace et al., 
2019, Stillwell 
and Clarke, 2004, 
Shaw and 
Rodrigue, 2017) 
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Table A2: Examples of sources of traditional transportation data (other than travel 

surveys) We note that data availability seems to be biased to the Global North, and the 

selection of examples may be biased to our own experience. 

CATEGORY DATA TYPES INTERNATIONAL EXAMPLES 

Government  
statistics 

Vehicle and driver 
licensing, vehicle 
ownership, taxation, 
emissions, health, census 
information, national 
road traffic forecasts 

UK: Statistics at DfT  
US: Bureau of Transportation Statistics 
NL: Netherlands Institute for Transport Policy Analysis  
CHINA: Statistical Year Book 
INDIA: Open Government Data Platform 
SOUTH ASIA: Transport Data & Statistics 
EUROPE: Eurostat 
 

Non-
Governmental 
Transport 
Interest Groups 

Ad hoc studies, data 
repositories 

UK: RAC Foundation 
UK: Better Transport 
USA: Transportation for America 
EUROPE: Transport & Environment 
EUROPE: European Cyclists Federation 
GLOBAL: Federation Internationale de l’Automobile 

Road and 
highway 
maintenance  

Traffic counts/volumes, 
(though counters, 
sensors, Automatic 
Number Plate 
Recognition (ANPR) 
etc), Infrastructure 
lengths/ condition, 
investment 

UK: Highways England 
AUSTRALIA: Dept of Planning, Transport and Infrastructure  
USA: Federal Highway Administration  
GLOBAL: International Road Federation 

Public transport  Passenger demand, 
routes, pricing 

UK: Rail Delivery Group  
USA: American Public Transport Association 
GLOBAL: International Association of Public Transport 

Road Safety Road traffic incidents, 
casualties and fatalities 

AUSTRALIA: Safety Statistics 
KOREA: Traffic Accident Information 
EUROPEAN: European Transport Safety Council 

Vehicle 
manufacturers 
and traders 

Vehicle sales and 
predictions, Type 
approvals and emissions, 
Ad hoc reports 

UK: Society of Motor Manufacturers and Traders 
EUROPEAN: European Automobile Manufacturers 
Association 
GLOBAL: International Council on Clean Transportation 

 

 

 

 

 

 

 

 

http://www.gov.uk/government/organisations/department-for-transport/about/statistics
https://www.bts.gov/)
https://leeds365-my.sharepoint.com/personal/tragha_leeds_ac_uk/Documents/KARMA/Paper/TRC/english.kimnet.nl/mobility-report/mobility-report-2017
http://www.stats.gov.cn/tjsj/ndsj/2018/indexeh.htm
https://leeds365-my.sharepoint.com/personal/tragha_leeds_ac_uk/Documents/KARMA/Paper/TRC/data.gov.in/sector/transport
https://leeds365-my.sharepoint.com/personal/tragha_leeds_ac_uk/Documents/KARMA/Paper/TRC/web.worldbank.org/WBSITE/EXTERNAL/COUNTRIES/SOUTHASIAEXT/EXTSARREGTOPTRANSPORT/0,,menuPK:579621~pagePK:51065911~piPK:64171011~theSitePK:579598,00.html
https://leeds365-my.sharepoint.com/personal/tragha_leeds_ac_uk/Documents/KARMA/Paper/TRC/ec.europa.eu/eurostat/web/transport/overview)LOBAL:%20International%20Transport%20Foruww.itf-oecd.org/key-transport-statistics-20
http://www.racfoundation.org/
https://leeds365-my.sharepoint.com/personal/tragha_leeds_ac_uk/Documents/KARMA/Paper/TRC/bettertransport.org.uk
https://leeds365-my.sharepoint.com/personal/tragha_leeds_ac_uk/Documents/KARMA/Paper/TRC/t4america.org
http://www.transportenvironment.org/
https://ecf.com/
http://www.fia.com/
http://www.gov.uk/government/organisations/highways-england
http://www.data.gov.au/dataset/ds-sa-e5d6588a-f163-4f6a-bc57-25e95c87b5bd/details
http://www.fhwa.dot.gov/policyinformation/statistics.cfm
http://www.irf.global/statistics/
http://www.raildeliverygroup.com/pdfc/about-the-pdfh.html
http://www.apta.com/resources/statistics/Documents/FactBook/2017-APTA-Fact-Book.pdf
http://www.uitp.org/data-statistics
https://www.bitre.gov.au/statistics/safety
http://www.data.go.kr/dataset/15003493/fileData.do
https://leeds365-my.sharepoint.com/personal/tragha_leeds_ac_uk/Documents/KARMA/Paper/TRC/etsc.eu/euroadsafetydata
http://www.smmt.co.uk/vehicle-data/
http://www.acea.be/statistics
http://www.acea.be/statistics
http://www.theicct.org/publications
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Table A3: Studies that collect and/or analyse spatio-temporal mobile phone data  

“T&T” column indicates (Yes/No) if the study explicitly utilises a Track & Trace 

dataset (as defined in this paper). “IC” column indicates (Yes/No) if the T&T dataset 

includes individual context (as defined in the paper) .Highlighted rows indicate studies 

that explicitly use a T&T dataset including individual context. 
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NEDF 

CATEGORY 
ARTICLE OBJECTIVE LOCATION T&T IC 

 
NETWORKS 

 
 

Calabrese et al. 
(2013) 

Methodology for developing mobility 
traces using CDR and cellular 

network connections 

USA 
(Boston) 

Y Y 

Ma et al. (2013) 

Used network data with traditional 
data to estimate OD matrices but 

recognised limitations arising from 
unknown modes and capturing short 

trips, as well as low individual 
context. 

USA 
(Sacremento) 

Y N 

Järv et al. (2014) 
Uses network data to analyse seasonal 
variation in individual activity spaces. 

Estonia 
(Tallinn) 

N Y 

Liu et al. (2014) 
Constructs OD matrix using CDRs 
and compares to traditional data. 

Ivory Coast N N 

Silm and Ahas 
(2014) 

Temporal difference in ethnic 
segregation using CDRs. Residential 

areas more segregated. 

Estonia 
(Talin) 

N Y 

Alexander et al. 
(2015) 

Estimation of OD matrices from CDR 
validated against travel surveys 

USA 
(Boston) 

N N 

Oliver et al. (2015) 
Reviews call and network data for 

mobility related public health. 
N/A N N 

Toole et al. (2015) 
Integrates CDR, census and road 

network surveys, created web 
visualisations to explore patterns. 

USA (Boston, 
San 

Francisco), 
Brazil (Rio de 

Janerio), 
Portugal 
(Lisbon) 

Y Y 

Chen et al. (2016) 
Traces from call and network data. 

Compares characteristics / 
opportunities against survey data. 

N/A N N 

Elias et al. (2016) 
 

Development of method to improve 
traffic modelling for public transport 

planning 
Austria Y N 

Bwamble et al. 
(2017) 

Proposed OD trip generation model 
where demographic groups treated as 

unobserved. 

Switzerland 
(Lausanne) 

N Y 

Blazy et al. (2018) 

Formulation of real-time mobility 
statistics - validating OD matrices 

from CDR and networks connections 
with traditional data (travel surveys 

and ticketing). 

France 
(Paris) 

N Y 

Davies et al. (2018) 

Traffic demand estimation (OD 
matrix) from CDR, cellular and wifi 

network connections, data fusion with 
London travel survey. 

UK (London) N Y 

Huang et al. (2018) 
 

Combines network data with 
traditional data to predict traffic 
demand and severe congestion. 

China 
(Shenzhen) 

N N 

Friso et al. (2018) 
 

Developing OD matrices for traffic 
flows from network data. 

Netherlands N N 

Lee et al. (2018) 
 

Uses network data to compare urban 
activities between cities 

South Korea N N 

Murcio et al. 
(2018) 

Estimation of retail footfall from wifi 
“SmartStreetSensors” 

UK N N 

Ni et al. (2018) 

Used CDRs for OD flow modelling 
and discussed policy implications for 

facilities provisions and transit 
accessibility. 

 

China 
(Hangzhou) 

N N 
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Puura et al. (2018) 

Used network data to establish 
relationships between activity spaces 
and social networks, finding a strong 

gender influence. 

Estonia N N 

Wang et al. 
(2018a) 

Used network data to create mobility 
traces with google maps poi data and 

mobile internet usage to segment 
population by travel preferences. 

China 
(Shanghai) 

N N 

Huang et al. (2019) 

Approaches to mode detection using 
mobile phone data were reviewed 

finding most relied on network data 
and favouring spatial proximity to 

network, though few are fully 
validated. 

N/A N N 

Yang et al. (2019) 
Model location sequences from CDR 
and clusters users mobility patterns 

China 
(Shenzhen) 

N N 

Bachir et al. (2019) 
Creates OD flows for specific 

transport modes 
France 
(Paris) 

N N 

Caceres et al. 
(2020) 

Used passive and active network data 
to develop OD matrices and compare 

to traditional travel survey data 

Spain 
(Malaga) 

Y N 

Guan et al. (2020) Derived urban park catchment areas  
Japan 

(Tokyo) 
N N 

Wu et al. (2020) 
Identified population subsets through 

mobility patterns  
China 

(Beijing) 
N N 

SOCIAL 
MEDIA 

 

Collins et al. 
(2013) 

Evaluation of transit ride satisfaction 
from Twitter data. 

USA 
(Chicago) 

N Y 

Hasan and 
Ukkusuri (2014) 

Uses Twitter/Foursquare geo-tags to 
identify individual travel activities 

and patterns. 

USA 
(New York) 

N Y 

Gkiotsalitis and 
Stathopoulos 

(2015) 

A method for using crowd-sourced 
twitter data to assess willingness to 

travel for certain activities. 

UK 
(London) 

N Y 

Swier et al. (2015) 

Used twitter for aggregate inferring of 
residence and mobility patterns for 
consideration by the ONS, finding 

some key instabilities in the reliance 
of social media data. 

UK N N 

Yang et al. (2015) 
OD Matrices from ‘Foursquare’ log in 

data 
USA 

(Chicago) 
N Y 

Gu et al. (2016) 
Identifying traffic incidents using 

Twitter data 
USA 

(Philadelphia) 
N N 

Ruiz et al. (2016) 
Analysis of sentiments of travel, uses 

sensors and CDR to infer trip 
Spain N Y 

Ermagun et al. 
(2017) 

Combined traditional travel surveys 
and google places to predict trip 

purposes 

USA 
Minneapolis-

St. Paul 
N Y 

Cui et al. (2018) 
Combined crowd-sourced Twitter 

data and Google Places to determine 
and predict trip purposes. 

USA 
(California) 

N Y 

Hasnat and Hasan 
(2018) 

Analyses spatio-temporal patterns 
from Twitter data, clustering tourists 

and residents. 

USA 
(Florida) 

Y Y 

Huang and Li 
(2019) 

Analyses spatio-temporal patterns and 
infer mobility motivations from geo-

tagged tweets 

Canada 
(Toronto) 

Y Y 

Paule et al. (2019) 

Assessment of the differences in 
spatial and content coverage between 
non-geotagged tweets geolocalised 

using different approaches . 

N/A N Y 

GPS 

Liu et al. (2013) 
 

Proposed methodology that infers 
vehicle trajectories using GPS for 

health / pollution exposure 
N/A N N 

Nitsche et al. 
(2014) 

Combining GPS smartphone data 
with travel survey. 

Austria 
(Vienna) 

N N 
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Berger and Platzer 
(2015) 

Evaluation of app for travel survey. 
Potential privacy issues. 

Austria N Y 

Carrel et al. (2015) 
Used GPS T&T data to assess public 

transit network performance. 

USA 
(San 

Francisco) 
N Y 

Donaire-Gonzalez 
et al. (2016) 

Compared to tracker, app was better 
Spain 

(Barcelona) 
Y Y 

Ge and Fukuda 
(2016) 

Uses aggregated GPS traces to 
estimate OD matrices. 

Japan 
(Tokyo) 

Y N 

Geurs et al. (2015) 
Evaluation of app performance, being 

used for Dutch mobility panel 
Netherlands Y Y 

Maruyama et al. 
(2015) 

Methods to increase participation – 
young preferred rewards. 

Japan 
(Kumamoto) 

N Y 

Montini et al. 
(2015) 

Compared to GPS tracker – GPS 
better 

Switzerland 
(Zurich) 

Y Y 

Vlassenroot et al. 
(2015) 

Comparison of different apps 
Belgium 

(Flanders) 
N N 

Castellanos (2016) 

Explores incentives to modify travel 
behaviour – monetary, non-monetary, 

gamification – no statistical 
difference. 

Columbia 
(Bogota) 

N Y 

Semanjski and 
Gautama (2016) 

Attitude segmentation combined 
within GPS tracking app for 

suggestion responsiveness to policy 
options 

Belgium 
(Flanders) 

Y Y 

Xiao et al. (2016) 

Combined GPS data with travel 
survey responses to predict trip 
purposes with relatively high 

accuracy. 

China 
(Shanghai) 

Y Y 

Yip et al. (2016) 
Tracks mobility and explores impact 

on social segregation 
Hong Kong N Y 

Allström et al. 
(2017) 

Evaluates app for collecting travel 
diary – found feasible. 

Norway 
(Stockholm) 

N N 

Bantis and 
Haworth (2017) 

Combines GPS/GIS data with 
environmental and socio-demographic 

data to better understand individual 
mobilities 

UK Y Y 

Delclòs-Alió et al. 
(2017) 

Differences between perceived and 
real time perception. Women under-

perceive, older more likely to 
miscalculate. 

Spain 
(Barcelona) 

N Y 

Safi et al. (2017) 

Evaluates performances of tracker, 
smartphones apps and web–based. 
Smartphone lowest quality, older 

preferred web. 

New Zealand Y Y 

Woodard et al. 
(2017) 

Used aggregated GPS to assess 
congestion and predict travel times. 

USA 
(Seattle) 

Y N 

Gadzinki (2018) 
Literature review and pilot. Collected 
traces through an app and individual 

data through a survey. 

Poland  
(Poznan) 

Y Y 

Gong et al. (2018) 
Explores seasonal data reliability for 
identifying trip mode and purpose. 

Japan 
(Hakodate) 

Y Y 

Thomas et al. 
(2018) 

Use of an app in the Dutch mobility 
panel. 

Netherlands Y Y 

Prelipcean et al. 
(2018) 

Integrating GPS smart phone data 
with national travel surveys 

Sweden N Y 

van Dijk and 
Krygsman (2018) 

Data from a GPS tracking app to 
explore individual activity spaces in 
conjunction with travel survey data, 

mapping data, and sociodemographic 
accessibility opportunity and 
willingness to change travel 

behaviours. 

South Africa 
(Stellenbosch) 

N Y 

Zegras et al. (2018) 
Uses GPS based tracking (“future 

mobility sensing”) for travel survey 
data, noting the usual limitations of 

Tanzania 
(Dar es 
Salaam) 

Y Y 
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bias and verification and also 
provides an overview of how the 

technology works. 

Wang et al. (2019) 
Propose a framework for trip 

extraction from multi-sourced data, 
based on an app. 

USA 
(Puget Sound) 

Y N 

Yu et al. (2020) 
Infer potential bike-sharing trips 

within the population using GPS OD 
Japan 

(Tokyo) 
N N 


