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For over a century, activists and theorists have decried the role of prejudice and stereotyping 

in the creation—and sustenance—of group oppression. In an 1892 editorial, Ida B. Wells 

argued that white lynch mobs and their defenders seemed to believe that all black folks were 

“criminal, ignorant, and bestial.”1 After World World II, psychologists like Gordon Allport 

and others offered a similar view of prejudice and its role in making atrocities like the 

Holocaust possible.2 In liberation movements of the mid-to-late 20th century, feminists and 

anti-colonial theorists likewise critiqued stereotyping and prejudice as part of their push for 

social equality and political self-determination.3 “My true wish,” writes Frantz Fanon in 

Black Skin, White Masks, “is to get my brother, black or white, to shake off the dust from that 

lamentable livery built up over centuries of incomprehension.”4 “Shaking off the dust” 

requires, in part, freeing one’s heart and mind from biases. 

 

But how easy is it to do this, and how significant are these personal, psychological 

transformations to ending injustices? In the 1990s and early 2000s, psychologists increasingly 

began to argue that social biases had gone “underground” in our psychologies, and were 

therefore both widespread and particularly difficult to root out.5 They referred to these biases 

as “implicit.” While there is no uncontroversial understanding of implicit biases, they are 

generally understood as widely shared automatic patterns of cognition or affect that can 

operate without the agent’s awareness, and that are difficult to bring under the agent’s 
control.6 Particular attention has been given to the explanatory role of implicit biases in 

persistent social injustices. Within philosophy, some authors focused in particular on how 

research on implicit bias could inform our understanding of inequities and marginalization in 

academic philosophy.7 It was argued that implicit biases might be part of the explanation for 

the under-representation of women and people of colour in postgraduate communities, in 

mailto:j.d.holroyd@sheffield.ac.uk


tenured positions; and of their work on reading lists, in anthologies and at conferences. Thus 

implicit bias was posited as an important cause of discrimination and exclusion, capable of 

explaining why social inequality could persist even in the absence of ill-will and explicit 

prejudice.8 Interventions targeting these aspects of our psychologies were thought to be part 

of any strategy for tackling injustice. 9  

 

Yet there are many objections to explaining injustice via prejudice, qua psychological feature 

of agents, and implicit bias in particular. Some have worried that attention to the role of 

psychological factors obscures the real causes of injustice, which are structural in nature.10 

Others vouched for the importance of psychological explanations but argued that implicit bias 

theorists downplayed the existence of explicit racism, sexism, and homophobia in the 21st 

century and ignored the growing threat of far-right social movements.11 Yet others argued 

that the scientific quality of the research was questionable and was not sufficiently predictive 

of real-world behaviour.12 

 

In 2016 and 2017, we—along with Alex Madva—hosted a series of four workshops13 to 

evaluate and scrutinize these critiques, and articulate the prospects for attempts to understand 

the role of psychology in group oppression. The conferences were interdisciplinary events, 

aimed at bringing together activists, psychologists, sociologists, lawyers and philosophers 

working on issues related to bias, discrimination and group oppression. Work presented at the 

events addressed a range of related questions, for example: what is the relationship between 

psychological and structural explanations of persistent injustice? Must we prioritize one kind 

of explanation over the other? Or, are there ways of integrating these two types of 

explanation to provide a better understanding of how injustices emerge and persist over time? 

Should strategies for tackling injustices focus on structures rather than individuals and their 

cognitions, or is there a role for psychological interventions too? More radically, is it even 

worth talking about implicit bias anymore, given the salience of explicit racism, sexism, 

transphobia, and other explicit forms of prejudice in today’s world?  

 

This symposium provides a brief snapshot into the conference series, as well as larger 

discussions among theorists of injustice about these questions. 

 

The first article—Gabriella Beckles-Raymond’s “Implicit Bias, (Global) White Ignorance 

and Bad Faith”—provides a challenge to implicit bias research, bringing the literature on 

implicit bias into contact with work of critical race theorists.14 On her view, implicit bias 

research cannot adequately explain the persistence of social injustice, and racism in 

particular. This is because implicit bias explanations fail to emphasize the motivational 

components and identity commitments that underpin resistance to racial equality. Thus, 

according to implicit bias explanations, institutional racism happens by accident, an unhappy 

result of unintentional, unconscious attitudes. In reality, she notes, individuals within power 

structures are motivated to protect white interests quite explicitly, and they cultivate racial 

ignorance. Drawing on the work of Charles Mills, Beckles-Raymond characterizes this 

ignorance as an active, habitual disposition and one that is designed to protect whites’ 
collective interests.15 Extending the analysis, she then looks at how implicit bias discourse 



functions in actual historical context. Citing examples from recent political discourse, she 

persuasively argues that implicit bias explanations in their simplest form manifest a kind of 

“bad faith.” Building on the work of Lewis Gordon, Beckles-Raymond argues that the 

attitude of bad faith consists in a willingness to hide the truth of how white supremacy 

functions, from both oneself and others.16 Likewise, implicit bias explanations let people off 

the hook too easily, relieving white folks in particular of responsibility for their complicity in 

social injustice.  

 

One might conclude that Beckles-Raymond has provided reasons to give up on implicit bias 

explanations and, perhaps, psychological explanations of injustice altogether. On her view, 

structural explanations of injustice reveal the workings of injustice more effectively and 

honestly. So they should take precedence over, and could perhaps be deployed in lieu of, 

psychological explanations. For those who seek to maintain there is value in implicit bias 

explanations, the piece provides a powerful challenge: explanations framed in terms of 

individual psychology must capture the motivated dimensions of biases, and avoid 

formulating such explanations in ways that manifest bad faith and absolve individuals too 

easily from responsibility for social injustice.  

 

The symposium’s second article—Lacey Davidson and Daniel Kelly’s “Minding the Gap: 
Bias, Soft Structures, and the Double Life of Social Norms”—takes up issues raised by 

Beckles-Raymond about the role of individual psychologies in oppressive social structures.17 

Davidson and Kelly begin by highlighting the differences between psychological and 

structural approaches to injustice. Very often these approaches are framed as competitors. If 

so, one kind of explanation necessarily takes precedence over the other. Davidson and Kelly 

recommend that theorists stop arguing about which approach takes priority and instead focus 

on how psychological and structural approaches could be better integrated.  

 

To illustrate why an integrative approach is necessary, they use Charlotte Witt’s research on 

norms and gender.18 Witt argues that the best analysis of social injustice will be structural in 

nature. Yet Witt’s account has “a gap,” if they are right. It lacks an explanation of how 

gender norms are internalized. Drawing on empirical research, Davidson and Kelly argue that 

human minds feature a built-in “norm system” that allows individuals to soak up rules about 

how the social world operates and understand their “proper” place in it. When individuals 

internalize social norms, Davidson and Kelly argue, they are in effect internalizing a part of 

social structures. Social norms thus lead a kind of “double life,” both within and beyond 
individuals. Drawing on this insight, Davidson and Kelly reject the explanatory sidelining of 

individual psychology. Individual psychology is not something separate from social 

structures but is one medium through which “soft” social structures manifest and become part 
of individuals. Any adequate explanation of how oppression functions—and how to address 

its negative impacts—must therefore take psychology into account. Moving forward, they 

suggest that empirical research on disrupting social norms unlocks promising strategies for 

change. 

 



The account provided by Davidson and Kelly is just one example of an approach that 

integrates psychological and structural explanations, giving them equal significance. During 

the conference series, other scholars provided alternative integrative explanations. Though 

not all this work appears in this symposium, it is worth highlighting some of it here. 

Sociologists Glenn Bracey and Jennifer Mueller, for example, introduced conference 

participants to empirical work on white ignorance19 and segregation in white-dominant, 

evangelical churches.20 They argued for the necessity of first-person, phenomenological 

approaches in understanding the mechanisms at play. Purely structural approaches, Bracey 

and Mueller contended, are incomplete because they hide the ways in which white people 

actively and creatively perpetuate racial hierarchies. In a similar vein, Robin Zheng argued 

that activists cannot effectively do their jobs by appealing only to structural accounts of 

racism and sexism.21 If individuals are not able to see the ways in which they are personally 

implicated in injustices, Zheng explained, they cannot be persuaded to take collective 

responsibility for these injustices. Each of these accounts also suggests a different (and not 

necessarily exclusive) approach to interventions to address injustices: focused on disrupting 

or challenging social norms; making visible one’s own complicity in unjust hierarchies, and 
taking collective responsibility for bringing about change. A criteria one might bring to bear 

on these various accounts is whether they each avoid the issues raised by Beckles-Raymond: 

do they accommodate and address the motivational components and identity commitments 

that underpin resistance to change?  

 

The third article in this symposium—Alex Madva’s “Integration, Community, and the 
Medical Model of Social Injustice”—further presses ameliorative concerns.22 Madva 

intervenes in a historically-prominent debate in the United States about racial injustice. He 

notes two broad schools of thought. According to advocates of racial integration, we ought to 

agitate for social policies that promote racially and ethnically mixed social spaces, including 

schools, workplaces, and neighbourhoods because this is the best way to promote racial 

equality. According to advocates of community development, activists and policy makers 

should instead focus on “lifting up communities of color” by investing resources in them. 
Madva argues that advocates of both schools of thought—including Elizabeth Anderson23 

and Tommie Shelby24, respectively—offer “unempirical” defences of their proposals and 
overstate the case for them. If he is right, “an empirical mindset” suggests that we ought to 
“diversify our portfolio” of interventions and be willing to go back to the drawing board 
when they do not work. Madva also argues that theorists on both sides understate the 

importance of prejudice reduction in making structural reforms possible. “Whichever 
structural reforms we prioritize,” he writes, “changing individuals’ racial attitudes will likely 
be integral to . . . enabling productive moral conversation, fair resource redistribution, ghetto 

revitalisation, and the integration of neighbourhoods, schools, and jobs.”25  This dovetails 

with Madva’s view—for which he argues elsewhere—that we must give equal significance to 

social structures and individuals, both in our explanations of injustice and in social 

interventions meant to combat injustice.26 

 

We hope readers will appreciate this introduction to a very exciting debate, which reaches 

beyond the boundaries of philosophy into social science, psychology, the law, and social 

activism. The debate is of course an iteration of a conversation with a venerable historical 

lineage. Marxists, critical race theorists, feminists and queer philosophers, and disability 

rights theorists—as well as theorists and activists with overlapping, intersectional 



commitments—have long argued about how best to explain and disrupt persistent social 

injustices, including racial and gender oppression. One new feature of the current debate is 

the focus on implicit bias. Our hope in organizing the conference series was to spark debate 

and publicize new research that engaged these issues—not just as they relate to implicit bias 

but about psychological markers of injustice more generally—in a critical, empirically-

informed, and innovative manner. The results so far have been productive, and we look 

forward to continuing the conversation.27  
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