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crystallization predominantly focus on 
simple models, such as crystal nucleation 
on perfect planar surfaces and in bulk 
solutions. Yet, the reality is that few crys-
tallization processes occur in such ideal-
ized environments.

A common feature of many real-world 
crystallization processes is that they occur 
within small volumes rather than bulk solu-
tions. Crystallization within porous media 
such as rocks and construction materials 
can lead to weathering and decay,[11,12] and 
offers a strategy for contaminant seques-
tration and remediation.[13–15] Biomin-
eralization, a phenomenon that delivers 
remarkable structures such as bones and 
seashells, invariably occurs within con-
fined volumes,[16–19] while many strategies 
for synthesizing nanomaterials rely on 
hard and soft templates to define size and 
shape.[9,20–24] Descriptions of crystalliza-
tion within confined volumes are therefore 
distributed across the literature in relation 
to fields as diverse as pharmaceuticals, ice 
nucleation, protein crystallography, nuclea-
tion kinetics, nanomaterial synthesis, 
biomineralization, and nanogeochemistry.

Here, we present a review of the effects of confinement on 
crystallization—and the origins of these—where our goal has 
been to create a comprehensive picture of this phenomenon 
by bringing together information from these diverse fields. 
Together, these demonstrate that confinement can influence 
factors including nucleation rates, melting and freezing points, 
as well as crystal polymorph, size, morphology, and orienta-
tion. Effects operate over multiple length scales ranging from 
the atomic, such as in carbon nanotubes, through to hundreds 
of micrometers, as offered by droplet-based systems. The con-
fining volumes can also provide a wide range of geometries, 
where systems comprising isolated volumes range from 
spherical droplets, to the cylindrical pores in anodic alumina 
and track-etched membranes, to the wedge-shaped pockets 
formed at the step edges on mica. Crystallization within a uni-
form network of pores can be studied using porous glasses and 
polymers, and media such as colloidal crystals. Given the huge 
interest in crystallization within rocks and building materials, 
a large volume of literature has also addressed crystallization 
within these heterogeneous porous media.

Building an understanding of the influence of confinement 
on crystallization is also dependent on being able to characterize 
the crystals either ex situ following their isolation from the con-
fining medium, or ideally in situ, where techniques employed 
include microscopy and tomography-based methods, calorimetry, 

Many crystallization processes of great importance, including frost heave, 
biomineralization, the synthesis of nanomaterials, and scale formation, occur 
in small volumes rather than bulk solution. Here, the influence of confine-
ment on crystallization processes is described, drawing together information 
from fields as diverse as bioinspired mineralization, templating, pharmaceu-
ticals, colloidal crystallization, and geochemistry. Experiments are principally 
conducted within confining systems that offer well-defined environments, 
varying from droplets in microfluidic devices, to cylindrical pores in filtra-
tion membranes, to nanoporous glasses and carbon nanotubes. Dramatic 
effects are observed, including a stabilization of metastable polymorphs, a 
depression of freezing points, and the formation of crystals with preferred 
orientations, modified morphologies, and even structures not seen in bulk. 
Confinement is also shown to influence crystallization processes over length 
scales ranging from the atomic to hundreds of micrometers, and to originate 
from a wide range of mechanisms. The development of an enhanced under-
standing of the influence of confinement on crystal nucleation and growth 
will not only provide superior insight into crystallization processes in many 
real-world environments, but will also enable this phenomenon to be used to 
control crystallization in applications including nanomaterial synthesis, heavy 
metal remediation, and the prevention of weathering.

1. Introduction

Crystallization is a hugely important phenomenon that under-
pins processes as diverse as the production of nanomaterials, 
ceramics, and pharmaceuticals, the generation of bones, teeth, 
and seashells, ice formation and weathering in our environ-
ment, and the formation of scale in kettles and oil wells. Sig-
nificant efforts are therefore made to understand how crystals 
nucleate and grow in order to develop strategies to control fun-
damental properties such as size, shape, and polymorph, and 
to inhibit or promote crystallization as desired.[1–10] Given the 
challenges associated with this goal, text book descriptions of 
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NMR, and X-ray and neutron diffraction. Finally, crystallization 
is a dynamic phenomenon, and is governed by the transport of 
material to the growing crystals. In order to create a truly com-
prehensive understanding of crystallization in these systems one 
also needs to determine the composition of the solution in the 
vicinity of growing crystals as a function of time.

Given the scope of the topic of crystallization in confine-
ment, this review is not intended to be exhaustive, but instead 
provides the reader with a description of the salient topics and 
offers a gateway to the literature. Our definition of confine-
ment is an environment that changes the kinetics or thermo-
dynamics of crystallization by restricting the dimensions of the 
system in one, two, or three directions. As nucleation is almost 
always heterogeneous in nature, we do not consider the forma-
tion of crystals on a planar substrate to be confined. A focus 
is placed on systems that offer well-defined environments, 
where these ideally also provide the opportunity for systematic 
investigation of confinement effects, and studies that are purely 
synthetic in nature are excluded. Indeed, one of the challenges 
of studying crystallization in confinement is in identifying sys-
tems that meet these criteria. We also exclude investigations of 
the crystallization of polymers and liquid crystals, where these 
are extensive topics in their own right.

The article begins with a summary of the principal effects 
of confinement on crystallization, where this brings together 
evidence from systems with contrasting length scales and 
geometries. It is then structured into sections that address these 
systems in detail. The first of these describes the striking effects 
of confinement on crystal growth, where we show that growth 
of crystals within structured templates can lead to remarkable, 
noncrystallographic forms. We then consider the influence of 
confinement on freezing and melting phenomena, where this 
field provides some of the earliest evidence of confinement 
effects. Easy to create and study, and offering well-defined 
finite volumes, droplet-based environments have been exten-
sively used to study nucleation processes and provide a valu-
able insight into the origin of many confinement effects. We 
then describe confining systems of increasing geometrical com-
plexity including cylindrical pores, mesoporous solids, wedge-
shaped pores, and manufactured reaction chambers, where 
these demonstrate how effects operate over different length 
scales and geometries. This is followed by an overview of crys-
tallization within heterogeneous porous media, where this is 
offered from the perspective of the geosciences, and we finish 
with a description of the crystallization of colloidal particles in 
constrained volumes, where this can provide valuable insight 
into the behavior of crystals of atomic and molecular species.

Together, these studies demonstrate how investigation of 
confinement effects on crystallization can lead to an enhanced 
understanding of phenomena such as weathering and biomin-
eralization, where in the latter case the emphasis is typically 
placed on the role of soluble additives in directing mineraliza-
tion. Elucidation of confinement effects will also enable this 
strategy to be used to control crystallization processes, where 
this has a potential impact on topics including nanomaterial 
synthesis, heavy metal remediation, and the prevention of 
weathering. Finally, we can also exploit confinement to gain a 
superior understanding of nucleation and growth processes, 
and the factors that influence these in real-world environments.

2. Summary of the Effects of Confinement  
on Crystallization

Insight into the effects of confinement on crystallization 
has been gained from diverse systems offering length scales 
varying from the nanoscale to hundreds of micrometers, 
and geometries including sponge-like networks of pores and 
finite droplets. A wide range of compounds have also been 
studied including small organics, macromolecules, metals, 
organic compounds and even colloidal particles. It is there-
fore unsurprising that many effects on crystal nucleation and 
growth have been observed, some of which are quite gen-
eral, and others that are system-specific. These can be both 
kinetic and thermodynamic in origin, where it is important 
to note that for a given volume, the geometry of the con-
fining medium and the interfacial energy between the crystal 
and confining medium will ultimately dictate the effect on  
crystallization. The goal of this section is to provide the reader 
with an overview of confinement effects on crystallization 
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and their potential mechanistic origins. In-depth considera-
tion of individual systems is then presented in the bulk of the 
review.

2.1. Crystal Morphologies

Growth of a crystal within a rigid environment frequently 
leads to templating effects where the morphology of the crystal 
is defined by the mold. This is observed over multiple length 
scales and occurs when the size of the crystal formed under 
the solution conditions employed exceeds the dimensions of 
the template. In this way confinement has been used to gen-
erate single crystals with both simple and complex noncrystal-
lographic morphologies (see Section 3).

2.2. Orientation

Crystallization of compounds with anisotropic structures within 
anisotropic environments often leads to preferred orientations. 
This is frequently observed in cylindrical pores and is attributed 
to competitive growth effects, where unimpeded growth is only 
possibly parallel to the pore axis. Those crystals oriented with 
their direction of rapid growth coincident with the pore axis 
therefore grow at the expense of crystals in other orientations 
(see Section 7.2.1).

2.3. Freezing/Melting Points

The freezing/melting points of compounds are typically 
depressed in small volumes. This phenomenon has been recog-
nized since early last century, and is thus one of the best char-
acterized effects of confinement on crystallization. Occurring in 
nanoscale pores, this is a thermodynamic effect that originates 
from the free energy difference between a liquid and solid in a 
pore, in systems where superior wetting of the pore is achieved 
by the liquid than the solid. Freezing typically occurs at a lower 
temperature than melting, where this is a kinetic effect due to 
the barrier associated with the formation of a nucleus of the 
solid phase (see Section 4).

2.4. Nucleation Rates

Nucleation in small volumes usually gives rise to a reduction in 
the nucleation rate, where this can be attributed to a number 
of factors. i) The creation of small volumes is typically associ-
ated with the exclusion of impurities that promote nucleation 
in bulk solution (see Section 5). Nucleation rates can therefore 
approach homogeneous rates, where it is of course impossible 
to eliminate all interfaces. This effect can be seen in finite vol-
umes in the µL regime and below, provided that the number 
of droplets vastly exceeds the number of impurities present. 
ii) The probability of nucleation scales with volume, where a 
10-fold reduction in the volume of a spherical droplets reduces 
the mean nucleation time by a factor of 103 (see Section  5.1). 
This kinetic effect is again observed in volumes in the µL to 

nL regime and below. iii) The consumption of ions that accom-
panies the formation of a crystal nucleus within a small, finite 
volume gives rise to a continuous depletion of the supersatu-
ration, and thus the driving force for formation of a critical 
nucleus. This can limit the size of a nucleus that can form, and 
can even prevent nucleation from solution supersaturations 
that would yield crystals in bulk solution (see Section 5.1). This 
thermodynamic effect becomes important in volumes in the pL 
size regime for soluble compounds, and smaller volumes for 
insoluble compounds with higher surface energies.

The geometry of the site in which nucleation occurs can 
also influence the nucleation rate. Simulations of nucleation 
within atomically sharp wedges have shown that the nucleation 
rate varies as function of the wedge angle, and is significantly 
enhanced at angles where an FCC crystal bounded by {111} 
planes ideally fits within the wedge (see Section  9.4). Wedge-
shaped pores have been shown to support capillary condensa-
tion, and thus offer favorable sites for nucleation from vapor 
(see Section 9.3).

2.5. Crystal Structure and Polymorph

Arguably one of the most interesting effects of confinement on 
crystallization is on the structures of the crystals formed and 
the stabilization of different polymorphs. While polymorph 
must be defined at nucleation, it is intriguing that effects are 
seen at length scales far exceeding those of a critical nucleus. 
Influence over crystal structure and polymorph has therefore 
been attributed to many factors, depending on the size and 
geometry of the confining environment and the compound 
studied.

Crystallization under extreme confinement can have a 
number of effects on crystal structures. The crystallization of 
simple inorganic compounds within inorganic nanotubes that 
have diameters of just a few nanometers can give rise to mate-
rials with modified (e.g., distorted) structures, polymorphs that 
are not seen under analogous bulk conditions, and even new 
crystal structures. These structural changes can be attributed to 
the interactions of the atoms within the nanotube with those 
atoms in the nanotube wall, and those in the melt outside the 
nanotube (see Section 7.1). As an interesting model system, the 
effects of extreme confinement can be readily studied in col-
loidal systems, where an evolution of crystal structures that 
yield optimal packing densities in the confined volume can be 
observed when the confining environments fall in the same 
size regime as the constituent particles (see Section 12).

Organic compounds in contrast—which usually have larger 
critical nuclei than simple inorganics—often fail to crystal-
lize within very small pores and precipitate in an amorphous 
form (that lacks long-range order). They also frequently show 
a strong pore-size dependence on the polymorph formed. As 
different polymorphs can form critical nuclei of different sizes, 
and some compounds even exhibit a reversal in polymorph sta-
bility at small crystal sizes, crystallization within small pores 
can be used to select polymorph. The surface chemistry of the 
confining medium undoubtedly also plays a role in selecting 
polymorph during crystallization from solution. This has been 
observed in pores that are tens of nanometers in diameter, 
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where the effect was attributed to the influence of the surface 
on the distribution of ions in the pores (see Section 7.2.3).

As a thermodynamic effect on crystallization, selection of 
the most stable polymorph has been achieved by performing 
crystallization within finite volumes (emulsions) that contain 
just enough ions to form a critical nucleus. Since a more stable 
polymorph is less soluble than a polymorph of lower thermo-
dynamic stability, and therefore grows to a larger size before 
the supersaturation is depleted, it is possible to select condi-
tions that gives rise to nuclei of the stable polymorph only (see 
Section 6.1).

A number of kinetic effects can also contribute to polymorph 
selectivity in confinement, where this is evidenced by the sta-
bilization of metastable polymorphs of inorganic compounds 
between surfaces separated by hundreds of nanometers (see 
Sections  7.2.2 and  9.2). The reduced diffusion rates within 
small pores can lead to slow kinetics, which can influence 
the first polymorph formed, as well as causing a slow conver-
sion between polymorphs, and thus stabilization of metastable 
phases (see Section 7.2.2). An additional effect of confined vol-
umes is that they can support the development of extremely 
high supersaturations due to the elimination of impurities, 
or by creating an environment in which the supersaturation 
evolves over time. The latter leads to the concept of a supersatu-
ration threshold, which is kinetic in origin and is defined as the 
metastability limit that can be achieved under the specific reac-
tion conditions (see Section 11). Very high supersaturations can 
be achieved which often give rise to the formation of metastable 
polymorphs (see Section  5.2). These effects are active even in 
large length-scale systems such as droplets and porous media.

2.6. Influence of Crystallization on the Confining Medium

Crystallization can also affect the medium in which crys-
tals grow. This is well-known in the weathering of rocks and 
building materials, where a growing crystal can exert a so-called 
“crystallization pressure” on the pore walls and ultimately lead 
to fracture. This phenomenon is dependent on their being a 
liquid film between the crystals and pore walls, which is deter-
mined by the solution/crystal, solution/pore, and crystal/pore 
interfacial energies. To support crystal growth the thin film 
must also be supersaturated with respect to the adjacent crystal 
faces (see Section 11). The presence of a thin film at the inter-
face between a crystal and the pore wall has also been identified 
in many systems studying freezing/melting in porous media 
(see Section 4).

2.7. Material Transport in Confined Media

Nucleation and growth processes necessarily depend on the 
transport of material to the developing crystal. While trans-
port in bulk solution is principally via advection and convec-
tion, these processes are suppressed in small volumes such 
that diffusion is typically the dominant transport mechanism 
in volumes of ≈10 µm. This can again result in an increase in 
induction times and a reduction in growth rates in confined 
systems as compared with bulk solutions, where this will also 

depend on the geometry and dimensions of the confining 
medium. Transport through confined media, and the evolu-
tion of solution compositions during crystallization in confine-
ment is typically very difficult to measure experimentally (see 
Sections 10.3 and 11).

3. Controlling Crystal Morphologies

One of the most obvious effects of confinement on crystalliza-
tion processes is on crystal morphologies. While polycrystalline 
structures can readily exhibit a wide range of shapes, single 
crystals characteristically exhibit morphologies that reflect the 
structure of the crystal lattice.[20] Provided that the “natural” 
size of a crystal under the given growth conditions exceeds the 
length scale of the template, confined volumes will alter crystal 
morphologies and can give rise to forms that bear no resem-
blance to the crystals formed in bulk solution. Templates that 
offer nanoscale confinement have therefore been widely used 
to impose morphologies on single crystals. Simple structures 
such as nanorods can be generated within the cylindrical pores 
of anodic alumina oxide (AAO) membranes and track-etched 
membranes, where single crystals can form as a result of com-
petitive growth (see Section  7.2). A range of more complex 
nanoscale templates have also been employed such as colloidal 
crystals[25–28] and mesoporous silica.[29,30]

The effects of confinement on crystal morphologies can be 
nicely illustrated with examples from the calcium carbonate 
system, where, with the production of biominerals, nature 
demonstrates that it is possible to create large single crystals 
of calcite with complex morphologies. This is beautifully exem-
plified by the skeletal elements of sea urchins, which exhibit 
a unique sponge-like, fenestrated structure, comprising con-
tinuous macropores of diameter 15 µm and noncrystallographic 
curved surfaces. Profiting from the bicontinuous structure of 
this biomineral, a polymer replica was formed by infiltrating a 
section of the urchin test with a polymer monomer, curing and 
dissolving away the calcium carbonate (Figure  1a,b).[31,32] This 
polymer replica was then used as an environment in which 
to grow calcite crystals de novo. The structures of the crystals 
produced were strongly dependent on the solution supersatu-
ration. While polycrystalline calcite particles were produced at 
high supersaturations (Figure 1c), low supersaturations yielded  
100–200  µm single crystals that perfectly replicated the mor-
phology of the original sea urchin plate (Figure  1d). The sur-
faces in contact with the template were curved, while planar 
faces were present at the unrestricted growth front. This work 
therefore demonstrates that single crystals of calcite with com-
plex form can be produced in the absence of additives, by 
external imposition of morphology.

The influence of the surface chemistry of the template was 
also investigated by coating the polymer with a thin layer of 
gold using electroless deposition, and further functionalizing 
with ω-terminated thiols, or by plasma-treatment followed 
by adsorption of polyelectrolytes.[33] Hydrophobic methyl- 
terminated self-assembled monolayers (SAMs) and positively-
charged surfaces supported the growth of templated single 
crystals identical to those formed in the native polymer tem-
plate, while slightly smaller crystals formed in the presence of 
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hydroxyl-terminated SAMs. Negatively charged surfaces func-
tionalized with carboxylic acid and sulfonic acid groups, in con-
trast, yielded polycrystalline particles. This strongly suggests 
that the formation of large, templated single crystals depends 
upon the existence of limited nucleation sites. In contrast, 
growth of PbSO4 and SrSO4 within the membranes—which 
also yields large, templated single crystals[34]—was independent 
of the surface chemistry. This could potentially be a supersatu-
ration effect. While similar high initial supersaturations were 
used in all systems, calcium carbonate initially forms an amor-
phous calcium carbonate (ACC) phase. Subsequent crystalliza-
tion then occurs via a dissolution/reprecipitation mechanism at 
a solution supersaturation defined by the solubility of the ACC 
phase. The influence of the surface is expected to be greater at 
this low supersaturation.

Effective morphological control can also be achieved by 
filling the template with ACC prior to crystallization.[27,35–38] 
This methodology is analogous to calcification mechanisms in 
many organisms, where it is now recognized that calcite and 
aragonite biominerals often form via the transformation of an 
ACC precursor phase.[39–42] This strategy was first employed 
using track-etched membranes as templates, where ACC was 
stabilized using a low temperature (4  °C) rather than soluble 
additives.[35,36] Calcite single crystals that replicated the shape 
of the pores were only achieved when ACC entirely filled the 

pores prior to crystallization, where this was dependent on 
the pore size. Calcite single crystals with more complex mor-
phologies were also generated by using vacuum filtration to 
fill a colloidal crystal of polystyrene (PS) spheres with ACC, 
allowing crystallization, and dissolving away the PS spheres 
(Figure 2a).[27] The resultant crystals exhibited dendritic external 
morphologies, but were internally patterned in the form of a 
reverse opal (Figure  2b,c). Notably, a subsequent article dem-
onstrated that ACC is not essential to pattern calcite at these 
small length scales, where templating of colloidal crystals was 
achieved in the absence of significant quantities of a long-lived 
ACC cursor phase (Figure 2d–f).[25]

A final example of the use of confinement to template crystal 
morphologies is provided by a self-assembled polymer scaf-
fold with a gyroid structure.[37] This template was created by 
adding a small amount of polystyrene (PS) homopolymer to a 
polystyrene-b-polyisoprene (PS-b-PI) block copolymer to create 
a thin film with a double gyroid structure of continuous PI 
channels in a PS matrix. Exposure of the sample to UV light 
partially degrades PI and crosslinks PS, and the PI can then 
be removed by washing with solvent (Figure 3a–d). This matrix 
was employed as a template for calcium carbonate, where ACC 
was imbibed into the structure (Figure 3e). Methanol was used 
to facilitate wetting, and also acted to stabilize the ACC phase. 
Calcite single crystals were subsequently isolated from the 

Figure 1. a) Schematic diagram describing the method used to template calcite crystals. 1: Urchin plate is dipped in polymer monomer and cured.  
2: A thin section is cut. 3: The section is exposed to acid to remove the CaCO3. 4: CaCO3 is precipitated within the polymer replica using a double diffusion 
setup. b) Cross section through a sea urchin skeletal plate. c) Polycrystalline calcite templated with 0.4 m reagents. d) Templated single crystal generated 
using 0.02 m reagents. a) Adapted with permission.[31] Copyright 2002, Wiley-VCH. b–d) Reproduced with permission.[31] Copyright 2002, Wiley-VCH.
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Figure 3. a) Cross-section of a patterned PS film showing the continuous matrix after PI removal, which exposes the two gyroid networks. b,c) High-
magnification images of cross-sections through the porous PS film at the same magnification. d) The two intertwined, nonintersecting gyroid networks 
(PI, replicated by calcite). e) Schematic representation of the crystallization process. Left to right: films of the PS/PI copolymer self-assemble into a 
double-gyroid morphology. After removal of the two PI networks (red and orange) from the PS matrix (blue), calcium carbonate firms within the polymer 
film, leading to a gyroid-patterned single crystal. f) Examples of the replication of the full double gyroid (both networks) and just a single network, 
marked (C) and (D) respectively. a–f) Reproduced with permission.[37] Copyright 2009, Wiley-VCH.

Figure 2. a) Schematic of method used to fabricate templated 3D ordered macroporous (3DOM) calcium carbonate crystals from an amorphous pre-
cursor. b,c) SEM images of 3DOM calcite single crystals formed from an ACC dispersion with a concentration of 8 × 10−3 m. a–c) Reproduced with per-
mission.[27] Copyright 2008, Wiley-VCH. d,e) SEM images of calcite crystals precipitated within a colloidal crystal formed within a wedge with colloidal 
particles of sizes 1 µm (d) and 200 nm (e). f) Calcite crystal precipitated within a reverse opal structure, where the inset shows a high-magnification 
image. d–f) Reproduced with permission.[25] Copyright 2011, Wiley-VCH.
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polymer membrane and were shown to exhibit unique mor-
phologies where crystals could either replicate just one, or both 
of the interpenetrating networks (Figure  3f). These structures 
therefore mimic the structure of sea urchin skeletal plates, but 
on a much smaller length scale.

4. Effects of Confinement on Melting and Freezing

A large volume of experimental work has been conducted to 
investigate the effects of confinement on freezing and melting 
transitions, where this has been described in detail in a number 
of review articles.[43–46] Capillary condensation of liquid from 
undersaturated vapor is described by the Kelvin equation

γ
[ ]

= −
ln /

lv m

0

r
v

kT p p
 (1)

where γlv is surface tension of the liquid vapor interface, vm is 
the molecular volume of the liquid, p is the actual vapor pres-
sure, and p0 is the saturated vapor pressure above a flat sur-
face. If the liquid–vapor interface is concave, the radius of 
curvature r of the liquid–vapor interface is negative and the 
vapor pressure over the droplet is reduced. Capillary condensa-
tion can also be considered as an effect of confinement on the 
vapor–liquid transition, where preferential wetting of the pore 
walls by the liquid over the vapor results in condensation at a 
different chemical potential to the bulk system. For an infinite 
slit of width H, the Kelvin equation can therefore be rewritten as

γ γ
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[ ]= −
−2

ln /
m sv sl

0

H
v

kT p p
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where γsv and γsl are the interfacial tensions of the solid–vapor 
and solid–liquid interfaces respectively. This expression can be 
more convenient to use than Equation (1) as no direct informa-
tion is required about the liquid–vapor interface.

The effect of confinement on the solid–liquid transition 
can also be considered using similar arguments. If the liquid 
wets the pore walls better than the solid then the liquid will 
be thermodynamically favored in confinement. This results in 
a reduced melting point, as can be described in the following 
Gibbs–Thomson equation which is obtained by combining the 
Clausius–Clapeyron and Kelvin equations

α γ∆ =
∆
m m sl

f

T
T V

r H
 (3)

ΔHf is the enthalpy of fusion (latent heat of melting), Vm is 
the molar volume of the solid, Tm is the bulk melting tem-
perature of the solid, r is the radius of the pore, and α is 
dependent on the geometry of the pore, equaling (3) for a 
sphere and (2) for a cylindrical pore. This expression can be 
used to describe melting in pores and the melting of small par-
ticles. The freezing transition, in contrast, will usually occur at 
a lower temperature than the melting transition, where there 
is a kinetic barrier associated with the formation of a critical 
nucleus of the solid phase. Indeed, impurity-free bulk liquids 
often exhibit significant supercooling.

A wide range of media have been used to investigate the 
freezing and melting of gases, organic liquids, water, and 
metals in nanoscale confinement including porous glasses,[47] 

mesoporous solids, porous silicon, graphitic microfibers, and 
the surface forces apparatus. A depression of the melting and 
freezing temperatures is observed using techniques including 
calorimetry and NMR, while powder X-ray diffraction and neu-
tron diffraction can be used to characterize the structures of the 
confined solids. Confinement can also influence the structure 
of the solid, where the effect is greatest in the smallest pores. 
The crystals formed often contain multiple stacking faults, as 
seen, for example, with krypton and xenon, which crystallized 
with their bulk FCC structure in 2.2–10  nm pores.[48] A study 
of the freezing of krypton and argon in 7  nm Vycor glasses 
revealed the formation of a disordered hexagonal close-packed 
(DHCP) structure and at very low temperatures the solid trans-
formed to an FCC structure in coexistence with the DHCP 
structure.[49] An XRD study of the structure of nitrogen in the 
5–7.5 nm pores suggested that the transition from an HCP to 
FCC structure, which occurs at 35 K in bulk, was absent in the 
porous structure,[50] and that the frozen nitrogen possessed a 
defect-rich HCP structure, with an amorphous component 
adjacent to the pore walls.

Small molecules such as cyclohexane often form crystalline 
phases that possess a high degree of molecular motion, where 
they are termed plastic crystals.[51] Confinement again affects 
the formation of these structures, where study of the freezing 
and melting of cyclohexane within 9 nm pores in porous glass 
revealed a depression of the melt-plastic crystal and plastic-
brittle crystal transitions. A change in the molecular motion 
within these phases was noted in confinement as compared 
with bulk, as can be determined using NMR. In addition to 
depressing the melting point,[52] freezing of small molecules 
within small pores can also completely suppress crystallization 
such that a glass transition only is observed.[53]

Confinement can additionally lead to the formation of crystal 
structures not observed in bulk. Neutron diffraction studies of 
water freezing in porous glass and MCM-41 suggested that ice 
with a cubic structure—which is typically only seen under high 
pressure or in vapor deposition studies–can be generated in 
small pores.[54–58] Further, no crystalline ice was detected in very 
small (3 nm) pores.[57] Subsequent experimental and modelling 
studies have looked in greater detail at the structure of “cubic” 
ice and have shown that it is actually a “stacking-disordered” 
ice comprising cubic sequences interlaced with hexagonal 
sequences.[59–62]

With its low melting point, gallium is an attractive metal for 
studying the effects of confinement on freezing.[63] Synchrotron 
powder XRD of gallium freezing in porous glass revealed a 
complex phase behavior and the formation of two new struc-
tures, where the so-called ι- and κ-Ga were observed in 7 and 
3.5 nm pores, respectively. Estimation of the crystal size from 
the Scherrer equation showed that it exceeded the pore diam-
eter, demonstrating that the crystals propagated through the 
network of pores. A significant depression of the melting and 
freezing points was also recorded.

The large surface/volume ratios of these systems, and a 
focus on the freezing/melting transitions also makes it pos-
sible to investigate the interface between the solid phase and 
the pore wall. XRD, neutron scattering and NMR studies of the 
phase transitions of water in a range of porous media including 
MCM-41 and mesoporous carbons have revealed the presence 
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of a few layers of water between the ice and pore walls.[56,58,64,65] 
Similar studies of the behavior of small organic molecules 
such as benzene and cyclohexane[66] and methane[67] have also 
revealed a liquid-like layer at the surface of the pore. The pres-
ence of a thin liquid film between a crystal and the pore wall 
is well-recognized in the field of geochemistry, and is a pre-
requisite to the development of crystallization pressure (see 
Section  11.2). It is hard to comment on the generality of this  
phenomenon, however, where the presence of such a thin inter-
facial film would be difficult to demonstrate conclusively in 
many systems, particularly those involving precipitation from 
solution. It does raise questions about heterogeneous nuclea-
tion however, where nucleation is invariably considered to 
occur on a substrate rather than on a bound solvent layer.

5. Crystallization in Droplets

Droplet-based systems are probably the most widely used envi-
ronments for studying crystallization in confined volumes, and 
have found particular utility in investigating nucleation processes. 
There are multiple advantages to studying crystallization in  
these finite-sized systems as compared with bulk solution and 
very high supersaturations can be achieved. Crystallization 
within droplets enables the execution of large numbers of inde-
pendent experiments, in identical environments and volumes. 
As nucleation is a stochastic process, where random fluctua-
tions in a solution lead to the formation of a critical nucleus, 
this is essential to support a full statistical analysis.[68]

Droplets also avoid many of the problems encountered in 
bulk systems such as slow/inhomogeneous mixing, nonuni-
form temperatures, the influence of the reactor itself and the 
presence of impurities. When a solution is divided into small 
droplets, the impurities present are distributed over these vol-
umes.[69] If the number of droplets is significantly larger than 
the number of impurities, then the majority will be impurity-
free. With aqueous solutions prepared under typical laboratory 
conditions estimated as containing between 106 and 108 impu-
rity particles per mL,[70] it is clear that droplets with diameters of 
≈50 µm or smaller are required if most are to be impurity-free.

5.1. Nucleation

The initial stage in the formation of a new crystal is termed 
nucleation, where this is a dynamic process involving the asso-
ciation (and dissociation) of atomic or molecular species into 
clusters.[71–74] The most widely used description of the nuclea-
tion of a crystal is that of classical nucleation theory (CNT), 
which considers the free energy change associated with the for-
mation of a cluster. This was originally developed to describe 
the nucleation of a liquid from vapor,[75–78] such that many 
assumptions are made in order to translate it to crystalline sys-
tems.[79–81] These include assumptions that the nucleus grows 
one monomer at a time and that the nucleus essentially has 
the same properties as the bulk material, including the inter-
facial energy between the nucleus and solution. The use of 
continuum thermodynamics to model systems containing 
only a small number of units has also been questioned, and 

alternative descriptions have been proposed to treat the thermo-
dynamics of small systems.[82,83] However, due to its simplicity, 
and its reasonable qualitative agreement with experimental 
results, CNT remains a widely used framework for describing 
crystal nucleation, and forms the basis for most analyzes of the 
effects of confinement on nucleation.

5.1.1. Classical Nucleation Theory

The driving force required for nucleation is termed the super-
saturation, S, where this is defined as the difference in chem-
ical potential between a molecule in solution and one in the 
bulk of a crystal

µ∆ = lnkT S  (4)

and

µ µ µ∆ = −s c  (5)

where μs is the chemical potential of a molecule in solution and 
μc is the chemical potential of the molecule in the bulk crystal. 
A supersaturation of S >  1 is required for nucleation to occur, 
although in practice nucleation is not observed in many sys-
tems until far higher values are achieved. In an open system 
the supersaturation is the ratio between the activities of the 
free ions in solution versus the solubility product of the crystal, 
where it is noted the activities depend on the concentrations of 
all the main species in solution.

CNT considers the free energy change associated with 
the formation of a cluster to comprise two competing terms 
describing the free energy changes on forming the bulk and 
surface of the nucleus. While the former is favorable, molecules 
on the surface of the nucleus are only partially coordinated, 
making the formation of new surface energetically unfavorable. 
Given that these two terms have opposite signs, the change 
in free energy experiences a maximum as a function of the 
cluster size, and nucleation is associated with passage across 
a free energy barrier (Figure 4a). Considering the formation of 
a spherical cluster of radius r and containing n molecules, the 
change in free energy (ΔG) is described as

µ π γ∆ = − ∆ + 4 2G n r  (6)

where γ is the interfacial free energy. If the molecular volume 
in the bulk crystal is νm, Equation (6) can be written as

π µ π γ∆ = − ∆ +4

3
4

3

m

2G
r

V
r  (7)

The first term is favorable and describes the free energy 
change associated with a molecule from solution becoming part 
of the bulk crystal, while the second term takes into account 
the interface between the cluster and the solution and is unfa-
vorable. The nucleus size corresponding to the maximum in 
this function is termed the “critical nucleus” size, rc, and is 
given as

γ
µ

γ=
∆

=2 2
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c

m mr
V V

kT S
 (8)

Beyond the critical nucleus, addition of a growth unit results 
in a reduction in the free energy such that it is energetically 
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favorable for the nucleus to grow in size. However, it is not 
until the nucleus reaches a size where ΔG < 0 does it become 
stable.

5.1.2. Nucleation Rate

While it is of course impossible to directly study the forma-
tion of a critical nucleus, information about nucleation can 
be obtained experimentally by measuring nucleation rates. 
According to classical nucleation theory, the volume-specific 
nucleation rate, J, of critical nuclei can be described in the form 
of an Arrhenius-type rate equation, where the nucleation rate is 
governed by the free energy barrier to nucleation

= = − ∆





exp c

B

J
k

V
K

G

k T
 (9)

ΔGc is the free energy change associated with the formation 
of a critical nucleus, V is the volume of solution, kB is the  
Boltzmann constant, and T is temperature. This can also be 
written as

exp
ln

2J AS
B

S( )
= −









  (10)

The exponential term describes the barrier that the critical 
nucleus must overcome, where B is dominated by the interfa-
cial energy between the crystal and the solution

πγ
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= 16
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k T
 (11)

The pre-exponential term is a kinetic factor that relates to 
the transition from critical to supercritical nucleus growth and 
involves the diffusion of structural units to the surface of the 
nucleus. A is described as

= *
0AS zf C  (12)

where z is the Zeldovich factor related to Brownian motion, 
f* is the attachment frequency, and C0 is the concentration of 
nucleation sites. For homogeneous nucleation, C0 ≈ Vm

−1.
It follows from this analysis that the nucleation rate depends 

strongly on the supersaturation and even more so on the inter-
facial energy. At high supersaturations, the critical nucleus is 
smaller and the nucleation rate higher. Similarly, for a given 
supersaturation, the smaller the interfacial energy, the smaller 
the critical nucleus and the higher the corresponding nuclea-
tion rate. A standard plot of the nucleation rate, J, against the 
supersaturation, S, shows that J is negligible until the super-
saturation achieves a critical value termed Scrit. Once this value 
has been achieved the nucleation rate increases exponentially 
with further increase in supersaturation.

5.1.3. Heterogeneous Nucleation

Given the dominance of the interfacial energy in the expression 
for the nucleation rate, any process that reduces this quantity will 
increase the rate of nucleation. This is the driving force for hetero-
geneous nucleation—the formation of a nucleus on a foreign sur-
face. Substrates on which the interfacial energy between a crystal 
and underlying substrate is lower than that between the crystal 
and solution can significantly enhance nucleation rates. The role 
of a substrate in reducing the energy barrier to nucleation can be 
described as

∆ ′ = Φ∆c cG G  (13)

where Φ varies between 0 (no barrier to nucleation) and 1 
(homogeneous nucleation). Φ is defined by the interfacial ener-
gies of a crystal formed from solution on a solid substrate, 
where the Young equation describes the relationship between 
the contact angle of the crystal on the substrate, and the interfa-
cial energies in the system

γ γ γ θ= + cossl cs cl  (14)

Figure 4. a) Schematic of the free energy (ΔG) of a growing crystal 
nucleus as a function of the radius (r). The energy profile is a result of 
the favorable volume free energy (ΔGV) and the surface free energy (ΔGA). 
The maximum value (ΔGC) is achieved at the critical radius (rcrit). b) Illus-
tration of the static equilibrium described by the Young equation. Three 
interfacial tensions, γsl, γcs, and γcl, are balanced at a contact angle θ 
between the nucleating phase and the substrate. In the example shown, 
favorable crystal/substrate interactions result in θ  <  90 and a reduced 
barrier to nucleation.
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γsl, γcl, and γsc are the interfacial energies between the substrate 
(s) and liquid (l), the crystal (c) and liquid, and the substrate 
and crystal (Figure  4b). If the nucleus forms a solid cap on a 
substrate, Φ is then defined as

θ θ( ) ( )Φ =
+ −

≤
2 cos 1 cos

4
1

2

 (15)

It may therefore be expected that confined systems can exert a 
significant influence on crystallization processes, where the sur-
face of the confining volume is of increasing importance as the 
volume decreases. It is noted, however, that the smooth, defect-
free surfaces of many confining systems such as nanoporous 
media may not significantly stabilize a foreign nucleus.[43] The 
depression of freezing points observed in nanoporous media 
has therefore been associated with homogeneous nucleation 
within the center of the pores. As an alternative effect of con-
finement, impurities that can act as effective nucleating agents 
in bulk solution are frequently excluded from small volumes, 
which can lead to a significant reduction in nucleation rates.

5.1.4. Effect of Finite Reservoirs on Crystal Nucleation

The exclusion of impurities from a crystallization environment 
has a significant effect on the induction times measured and 
it is in principle possible to study homogeneous nucleation 
within these environments.[84] The finite volume also has two 
additional effects on nucleation. The probability of nucleation 
necessarily depends on the total volume of the solution, where 
the probability that a droplet contains a crystal is given by

( )( ) = −1 exp d dP t JV N t  (16)

in which J is the nucleation rate, Vd is the volume of a droplet, 
Nd is the number of droplets, and t is the time.[85] The proba-
bility of observing nucleation within an array of droplets P(t), is 
therefore significantly smaller than within a bulk experiment, 
where for example, 1000 spherical droplets of diameter 100 µm 
have a total volume of just 0.5  µL. The time taken to observe 
nucleation therefore scales with the volume, such that a 103-fold 
reduction in the volume—equivalent to just a 10 fold reduction 
in the droplet radius—also reduces the mean nucleation time 
by a factor of 103.

A second important effect arises from the consumption 
of ions during nucleation. This has a negligible effect on the 
supersaturation in bulk solution, such that nucleation effec-
tively occurs at a constant supersaturation. The development of 
a nucleus within a small, finite volume, in contrast, leads to a 
continuous depletion of the reservoir of solute, and thus a par-
allel reduction in the driving force for formation of a critical 
nucleus. Theoretical consideration of nucleation within finite 
reservoirs reveals some interesting effects, where nucleation of 
both liquids and solids has been considered.[86–91]

Following the analysis presented by Grossier et  al.,[92] clas-
sical nucleation theory describes the total decrease in the free 
energy of forming a nucleus of n solute molecules in an infi-
nite reservoir (where the initial supersaturation, So remains 
constant during the formation of the nucleus) as

( )∆ = − +lnbulk B 0
2/3G n nk T S An  (17)

where
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γ  is the interfacial energy and νm is the molecular volume. This 
equation has to be modified for crystallization within a finite 
volume, where the depletion of solute gives rise to a continuous 
decrease in the supersaturation as

( ) = −
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where Ns is the number of solute molecules the droplet has at 
saturation (the equilibrium state). The change in the free energy 
of a forming nucleus with respect to a change in the number of 
constituent solute molecules can then be expressed as

( ) = − −
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leading to a total free energy change of

∫( )∆ = − −
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This equation describes the change in free energy on forming 
a nucleus containing n solute molecules in a finite system 
as a function of the initial supersaturation S0. Plotting this 
function for lysozyme crystallization from a 0.78  ×  10−15 L  
droplet (diameter 10 µm) containing 104 molecules at different 
initial supersaturation levels illustrates the influence of con-
finement on nucleation (Figure  5). At low initial supersatura-
tions, the depletion of supersaturation as the nucleus grows is 
too great and a growing nucleus can never achieve a size that 
is commensurate with the supersaturation. It is impossible 
for a critical nucleus to form under these conditions. It is not 
until the supersaturation exceeds a critical value (S0 = 1.998 for  
the considered lysozyme system) that a critical nucleus can 
form. Once this critical size has been achieved, the nucleus 
then continues to grow under conditions of depleting super-
saturation until it reaches a second critical size associated with 
a potential well in the energy curve. Growth beyond this size 
again fails to yield a nucleus whose size is commensurate with 
the solution supersaturation. These thermodynamic effects can 
therefore limit the size that a nucleus can attain within a finite 
reservoir, or even prevent nucleation from solution supersatu-
rations that would yield crystals in bulk solution.

5.1.5. Alternative Nucleation Mechanisms

Advances in analytical techniques and computational resources 
have enabled significant advances in our understanding of crystal 
nucleation, such that it is now well-recognized that a range of 
mechanisms can operate depending on the system and reaction 
conditions. Two important categories are the two-step nuclea-
tion and prenucleation cluster pathways. Two-step nucleation 
refers to the observation that crystallization can occur in dilute 
systems (typically solution or vapor) via an initial fluid/fluid 
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transition.[79,80,93,94] In the case of a vapor this is the formation 
of a liquid phase, while from a dilute solution it is the forma-
tion of a concentrated solution phase. Crystallization then occurs 
within the intermediate liquid/concentrated phases, where these 
are metastable with respect to the crystalline phase.[80]

Considering crystallization from solution, the dense solution 
phase can be more stable or less stable than the initial dilute 
solution. In the former case, macroscopic quantities of the 
dense phase can form, and these can be long-lived. While this 
dense phase often accelerates nucleation, this does not occur if it 
is either too stable, or not stable enough, or if it is highly viscous 
such that diffusion/reorientation of the molecules is extremely 
slow. When the dense intermediate phase is less stable than 
the initial dilute solution, dynamic, and short-lived mesoscopic 
clusters form.[93,95] For these to support nucleation, they must be 
large enough to accommodate a nucleus, and have a sufficient 
lifetime to allow the nucleus to form. Nucleation is therefore 
expected to be very slow unless the barrier to nucleation is very 
low in these environments. Such two-step nucleation has been 
in a range of systems including proteins,[96–98] small organic 
molecules,[99,100] some inorganics,[101] and colloidal crystals.[102,103]

Prenucleation cluster pathways are often classified under “non-
classical nucleation” mechanisms.[1,81,104] Following observations 

of a population of clusters in solution prior to the nucleation of 
calcium carbonate,[105] it is now well-recognized that stable solute 
species form prior to nucleation in many systems including 
calcium carbonate,[104–107] calcium phosphate,[108,109] and  
iron oxides.[110] These have been termed prenucleation clusters 
and are thermodynamically stable solutes that are significantly 
larger than ion pairs, and which exhibit no phase boundary with 
surrounding solution. They are highly dynamic, and can pos-
sess structural motifs resembling those in the product crystal. As 
the supersaturation increases, the proportion of larger clusters 
increases, and these ultimately undergo a structural rearrange-
ment, rendering them postnucleation species.

Characterization of nucleation mechanisms remains 
extremely difficult, even in bulk solution. This becomes even 
more challenging in confined systems, where many systems 
are poorly suited to in situ analysis. In common with classical 
nucleation mechanisms, however, a reduction in the volume 
of solution and thus the number of available precursor species 
would be expected to retard nucleation.

5.2. Experimental Investigations of Crystallization  
within Droplets

This section provides an overview of experimental studies of 
crystallization in droplet-based systems, where the emphasis is 
placed on the investigation of crystallization mechanisms rather 
than material synthesis. While early studies of the solidification 
of molten tin[69] and mercury[111] recognized the benefits of using 
droplets to study nucleation kinetics, dispersing the metal in a 
suitable fluid[111] or using commercial powders[69] gave large vari-
ations in the diameters of the droplets. Advent of techniques 
such as droplet levitation and microfluidics has overcome this 
problem and given convenient access to large populations of 
identical droplets. Further, each droplet can be characterized in 
situ, giving unique information about the crystallization process. 
This can be particularly valuable in studies of nucleation as the 
droplet defines a small volume in which nucleation will occur.[112] 
Droplet levitation and segmented-flow microfluidics create drop-
lets suspended in a carrier fluid (liquid and gas respectively) and 
are considered first. More complex systems in which droplets 
are situated on solid substrates are then described.

5.2.1. Levitated Droplets

As the name suggests, the technique of “droplet levitation” 
creates suspended droplets whose only interfaces are with the 
surrounding air. Levitation can be achieved using electrostatic, 
electromagnetic, ultrasonic and aerodynamic techniques,[113–115] 
and droplets typically range from 50 pL to 5 µL in size (equiva-
lent to diameters of ≈50 µm to ≈2 mm).[84,116,117] The droplets are 
maintained under conditions of controlled humidity and tem-
perature, and crystallization can be induced through a change 
of temperature[118,119] (for example to investigate a freezing tran-
sition) or through evaporation.[116,117,120–122] A facile exchange 
of gases occurs between the droplet and its environment, and 
evaporation can be controlled leading to a concomitant increase 
in supersaturation and resultant crystallization.

Figure 5. The evolution of free energy (ΔG) during the formation of an 
“n-sized cluster” for different initial supersaturations (S0). Reproduced 
with permission.[92] Copyright 2009, American Chemical Society.
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These systems can be used to study nucleation, where 
techniques such as optical microscopy,[123] and angle-resolved 
light scattering[118–120] allow nucleation rates to be determined. 
The entire crystallization pathway occurring within individual 
droplets can also be characterized using in situ analytical tech-
niques including IR,[124] UV–vis spectroscopy,[125] Raman spec-
troscopy and synchrotron X-ray diffraction[116,122,126] and images 
of the crystals forming within the droplets can be recorded 
using a high-speed camera.[121,124] This is particularly attrac-
tive for compounds that are polymorphic, or that form via 
metastable phases, and enables the entire process—from the 
evaporation of the solvent, to the formation of transient meta-
stable and their ultimate transformation into stable crystalline 
forms—to be characterized.[116,122,124] Droplet levitation has also 
been used to study crystallization processes that are difficult 
to follow in bulk solution including the formation of clathrate 
hydrates,[121] and the amorphous to crystalline transition of 
ibuprofen.[124]

A nice example of the use of droplet levitation to study crys-
tallization mechanisms is provided by an investigation into the 
precipitation of 5-methyl-2-[(2-nitrophenyl) amino]-3-thiophene-
carbonitrile (also known as ROY) (Figure  6). ROY is often 
used as a model compound to investigate polymorphism in 
molecular systems,[126] where many of the polymorphs exhibit 
different characteristic colors. Use of in situ XRD and Raman 
spectroscopy to study the crystallization of ROY in a range of 
organic solvents in levitated droplets showed that crystallization 
occurred on evaporation of the droplets to yield yellow prisms 
(Y), red prisms (R), yellow needles (YN), or orange needles 
(ON). Pure polymorphs were generated in all cases, where their 
identity depended on the solvent employed and the concentra-
tion of ROY in the droplet. In most cases, complete evaporation 
of the droplet yielded an amorphous phase which subsequently 
transformed to a crystalline product. The one exception was Y, 
where this polymorph sometimes also formed directly as the 
droplet was evaporating. That different polymorphs formed 
on transformation of the amorphous phase in the presence of 
different solvents is intriguing. Extensive investigation of the 
amorphous phase using Raman spectroscopy found no evi-
dence for residual solvent, suggesting that amorphous phases 
generated under different conditions could exhibit different 
short-range structures that could in turn provide a blue-print for 
different crystalline structures. A similar study of the precipita-
tion of nifedipine also revealed a dependency of the crystalliza-
tion pathway on the solvent, and showed that the α-polymorph 
formed via different intermediates according to the solvent.[122]

Investigation of the crystallization of potassium dihydrogen 
phosphate (KDP) within levitated droplets using in situ Raman 
spectroscopy and X-ray scattering demonstrated that crystalliza-
tion took place at exceptionally high supersaturations within 
these confined environments, and that the supersaturation 
level achieved at the onset of nucleation governed the crystal-
lization pathway and polymorphs formed.[127] High supersatura-
tions were obtained on evaporation of levitated droplets under 
conditions of controlled humidity, where the supersaturation at 
nucleation was estimated from the dimensions of the droplets 
recorded using video microscopy (Figure 7a). Notably, the inter-
facial energy estimated from the induction times was signifi-
cantly higher than previously reported.

Analysis of over 100 experiments revealed a bimodal distri-
bution of crystallization probability with respect to supersatu-
ration, and showed that KDP crystallization could proceed via 
two distinct pathways (Figure  7b). At supersaturations under 
S  ≈ 3.0 crystallization proceeded slowly (taking >20 s) and 
yielded a KDP crystal with the stable tetragonal structure. At  
S values of >3.2, in contrast, crystallization occurred within 
1–3 s, and yielded a metastable KDP crystal with monoclinic 
structure. This polymorph had previously only been observed at 
high or low temperatures and ultimately transformed into the 
stable tetragonal structure. The solution also exhibited different 
local structures prior to crystallization in these supersatura-
tion regimes, and a structural similarity was observed between 
the clusters present and the monoclinic form into which they 
transformed.

Studies with levitated droplets also give insight into the role 
of the droplet surface in the crystallization process. In situ 
investigation of the mechanism of calcium carbonate precipita-
tion in droplets revealed that a liquid-like amorphous precursor 

Figure 6. a) Schematic diagram of the setup and structure of ROY 
(5-methyl-2-[(2-nitrophenyl)amino]-3-thiophenecarbonitrile). The arrows 
indicate intramolecular degrees of freedom of the ROY molecule and 
display the rotational and torsional angles that differ in the molecular 
conformation of the molecule in the polymorphs. b) Summary of the crys-
tallization pathways of ROY from different solutions. a,b) Reproduced 
with permission.[126] Copyright 2014, American Chemical Society.
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phase initially forms homogeneously throughout the droplet 
and that it then transforms to calcite via a dissolution/repre-
cipitation mechanism.[116] Ex situ transmission electron micro-
scopy (TEM) suggested that precipitation of the amorphous 
phase is not initiated at the air/water interface. Weidinger et 
al studied the nucleation of n-alkanes with chain lengths of 
14–17 by cooling droplets of the liquid alkanes.[118] Measurement 

of nucleation rates and induction times demonstrated super-
cooling and suggested that nucleation occurs at the ordered 
solid layer that forms at the surface of the droplets. Turnbull 
investigated the solidification of 2–8  µm droplets of mercury 
coated with species including mercury acetate, stearate, laurate, 
and iodide using dilatometry.[111] While droplets coated with 
mercury laurate solidified at rates consistent with homoge-
neous nucleation, nucleation in most other systems was hetero-
geneous, influenced either by the droplet surface or particulate 
impurities suspended in the droplets.

Electrodynamic levitation of droplets also provides a unique 
opportunity to investigate the influence of the excess surface 
charge (ESC) of the droplets on crystallization. Investigation of 
NaCl crystallization showed that an increase in the ESC resulted 
in an increase in the number of NaCl crystals formed, where 
this was partially attributed to the increase in the rate of evapo-
ration of droplets with higher charge.[117] This was accompanied 
by a change from a cubic to a dendritic crystal morphology 
when the ESC exceeded a critical value. Similar results were 
obtained for two organic compounds, trihydroxyacetophenone  
monohydrate (THAP), and R-cyano-4-hydroxycinnamic acid 
(CHCA).[117] Hermann et  al. also investigated NaCl precipita-
tion and observed that nucleation occurred at higher relative 
humidities in droplets with higher negative charges.[128] Mole-
cular dynamics simulations suggested that the negative charge 
carrier is OH− and that this promotes the formation of clusters 
adjacent to the surface of the droplet.

A number of studies have also used levitated droplets 
to obtain nucleation kinetics of compounds ranging from 
alkanes[118] and ice,[119] to soluble inorganics,[84,120] and pro-
teins,[123] where data is obtained from hundreds of experiments 
with identical droplets. These are conducted under isothermal 
conditions, and with controlled humidity such that a constant 
supersaturation is maintained during the measurement. Under 
these conditions, the nucleation rate (k, units s−1) can be deter-
mined by recording the number of droplets that have crystal-
lized after a given time. The probability that crystallization has 
not occurred within a droplet (P) after a given time (t), is then 
given by

( ) ( )=P t
N t

N
 (22)

where N(t) is the number of droplets that do not contain crys-
tals after time (t) and N is the total number of droplets. In the 
simplest scenario when nucleation occurs at a constant rate 
(i.e., there is a unique nucleation frequency), the nucleation 
rate is readily derived from P(t) as

( )( ) = − expP t kt  (23)

where a plot of P versus ln(t) therefore gives a straight line. 
Deviation of the data from a straight line demonstrates more 
complex behavior. This usually derives from the presence of 
active impurities, or the droplet surface, which can introduce 
multiple nucleation pathways. Readers are directed to a super 
review by Sear that describes the range of models used to ana-
lyze such nucleation data.[129]

Measurement of nucleation rates at different supersatura-
tions and application of classical nucleation theory then enables 
parameters such as the interfacial energy between the crystal 

Figure 7. a) Sequence of optical microscopy images showing droplet 
shrinkage and the formation of KDP crystals as the droplet evaporates. 
During evaporation, the diameter of the droplet shrinks from 2.5 to 
1.25 mm and the contactless environment enables unprecedentedly high 
degree of supersaturation (S ≈ 4.1), where very rapid crystallization can be 
observed within 1 s (scale bar: 1 mm.) b) The probability of crystallization 
events in drops as a function of supersaturation. The first and second 
peaks at around S = 2.45 and S = 3.83 form more Gaussian-like distribu-
tions. A blue line is a cumulative curve with two Gaussian fitting curves. 
The metastable zone width (MZSW) is shown below S = 2.0. a,b) Adapted 
with permission.[127] Copyright 2016, National Academy of Sciences, USA.
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and the solution to be determined (see Section  5.1). Analysis 
of water freezing yielded a straight-line relationship between ln 
P and t, which is consistent with homogeneous nucleation.[119] 
The nucleation of potassium nitrate, in contrast, showed non-
linearity and the curve was fitted with a two-exponential func-
tion that yielded two volume-dependent rates that varied by one 
to two orders of magnitude.[120] The faster rate undoubtedly 
corresponds to heterogeneous nucleation on impurities in the 
droplets. Extraction of the pre-exponential factor for the slower 
rate yielded a lower value than that expected for homogeneous 
nucleation, suggesting that it also corresponded to heteroge-
neous nucleation, possibly governed by the droplet interface 
rather than impurities. Investigation of the nucleation of alkane 
crystals,[118] and proteins,[123] also showed nonlinearity in the 
simple exponential plot, where the study of alkane freezing also 
implicated the solution/air interface in the nucleation process.

5.2.2. Pendant Droplets

A simple approach to studying crystallization within individual 
droplets is offered by a strategy in which a single droplet is 
created on the tip of a nanopipette within oil.[130,131] The nano-
pipette can be created using standard procedures and hydro-
phobized using silanes to prevent wetting of the glass surface 
by the aqueous solution (Figure 8). K2SO4 was precipitated in 
the presence of K2HPO4, KCl, KBr, KI, KNO3 within droplets 
bounded by surfactants and immersed in 1-decanol. Stearic 
acid and undecanol had no templating effect on K2SO4 nuclea-
tion while 1-octadecylamine (ODA) induced nucleation at a 
lower supersaturation, an effect that was attributed to the con-
centration of ions at the ODA/solution interface. ODA was also 

the only surfactant to support the formation of a single crystal 
product, as reflects the lower onset supersaturation. The influ-
ence of the ODA monolayer was altered by the addition of ions, 
where the magnitude of the effect followed the Hoffmeister 
series

< ≈ < < <− − − − − −HPO Cl Br I NO SCN4
2

3  
such that the onset supersaturation and crystal morphologies 
obtained in the presence of NO3

− and SCN− were comparable to 
those formed in the absence of the monolayer. These chaotropic 
ions are therefore expected to disturb the templating ability of 
the ODA monolayer. The same system was also used to study 
the precipitation of potassium hexacyanoferrate(II) trihydrate 
(KFCT) in surfactant-stabilized droplets,[130] where this mate-
rial exhibits a range of polymorphs and crystal habits. Here, the 
choice of surfactant had little influence on the supersaturation 
at the onset of crystallization, but different proportion of hexa-
gonal and octagonal crystals—which were suggested to corre-
spond to different polymorphs—were observed.

5.2.3. Droplets Using Microinjection

Microinjection provides a convenient route for accessing drop-
lets suspended in an oil phase. A microinjector can be used to 
create an array of surfactant-free aqueous droplets immersed 
in an oil and supported on a hydrophobic substrate.[86]  
Variation of the speed of movement of the translation stage on 
which the substrate is mounted gives control over the droplet 
size, where this falls within the picoliter to femtoliter regime. 
This technique was used to form droplets of NaCl solution, and 
nucleation occurred as water evaporated from the droplets into 

Figure 8. a) Schematic representation of an isolated aqueous microdroplet based crystallization. b) Videomicrographs of crystallization process in 
a microdroplet containing K2SO4 surrounded by decanol containing 1-octadecylamine (ODA). c) Anion effects on the crystallization onset (Conset) of 
K2SO4 crystallization in the presence of ODA and absence of ODA in decanol. a–c) Reproduced with permission.[131] Copyright 2010, American Chemical 
Society.
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the surrounding oil, resulting in high supersaturations.[132] The 
NaCl concentration, and thus supersaturation of the droplets at 
any point in time was estimated by monitoring the change in 
optical contrast between the droplets and surrounding oil.

Nucleation within 10 pL droplets occurred at supersatura-
tions of ≈1.3, as compared with 1.03 in bulk solution, where this 
was attributed to a kinetic effect. Once the crystals nucleated, 
they grew very rapidly at an estimated rate of 10 µm s−1, which 
is orders of magnitude faster than in bulk solution. Nuclea-
tion of NaCl was proposed to occur via a two-step mechanism, 
where the confined system achieves a metastable, highly super-
saturated state. This supports the formation of a dense liquid 
phase in which nucleation can occur very rapidly. Comparable 
experiments were conducted for the crystallization of KNO3, 
where nucleation occurred during the evaporation of droplets 
of supersaturated solutions at room temperature (Figure 9a).[133] 
Interesting, although the authors do not comment on it, it is 
clear from the morphologies of the crystals that they are the 
calcite rather than the aragonite polymorph, where the latter is 
stable under ambient conditions.

A microinjector approach was also used to precipitate cal-
cium carbonate by injection of equimolar droplets of Na2CO3 
solution into CaCl2 droplets at different volume ratios.[134] A 
viscous sol initially formed under all solution conditions and 
remained stable until the droplet evaporated in ≈2/3 of the 
droplets. The remainder transformed to calcite, or vaterite in a 
few cases within minutes to hours. Transformation was rapid 
following the appearance of crystals of the more stable phase, 
and the stability of the precursor phase was greatest in drop-
lets with a Ca2+/CO3

2− ratio of 1. Calcite seed crystals were also 
injected into droplets containing the precursor phase, where 
these again triggered a rapid transformation. The precursor 
phase was identified as ikaite (CaCO3⋅6H2O), a surprising 
result given that the solution was supersaturated with respect 
to ACC.

By carrying out nucleation experiments within droplets, the 
position where nucleation occurs is also localized, offering the 
possibility of studying an individual nucleation event. Experi-
ments to induce nucleation were performed by inserting a 
sharp tip into droplets containing metastable KCl or NaCl solu-
tions.[86,112] High speed imaging of the induction of NaCl nucle-
ation within 60  µm droplets showed that nucleation occurred 
within 5 ms of insertion of the tip, and the subsequent growth 
rate was >200  µm s−1. A transition in the morphology of the 
crystal from rough to faceted occurred in under 1  s. An iden-
tical effect was demonstrated for the small protein bovine pan-
creatic trypsin inhibitor (BPTI) (Figure 9b).[133] Crystals adhered 
to the tip can be removed from the droplets for further analysis 
as required.

5.2.4. Segmented-Flow Microfluidic Systems

Providing a straightforward means of rapidly creating very 
large numbers of identical droplets, segmented-flow microflu-
idic devices have found increasing application in crystalliza-
tion studies.[135,136] They can also be prepared such that they are 
optically-transparent and can be coupled to a range of analytical 
techniques, allowing crystallization processes to be monitored 
in situ. Crystallization can be induced by a range of methods. 
Highly soluble compounds are readily precipitated by forming 
droplets of the desired compound and then changing the tem-
perature or allowing evaporation to increase supersaturation. 
Poorly soluble compounds have been generated by a range of 
methods including combining reactant solutions at the point of 
droplet formation,[137] creating streams of droplets that alternate 
in content and subsequently merging pairs of droplets,[138] or 
directly injecting one solution into flowing droplets.[139]

Initial studies of crystallization in droplet microfluidic 
devices focused on the development of strategies to generate 

Figure 9. a) Nucleation and growth of KNO3 in H2O in FC-70 oil: i) droplet size 15 µm (2 pL) at t = 0, ii) droplet size 9.3 µm (0.48 pL), t = 8 min 29 s,  
iii) t = 9 min 15 s, iv) t = 9 min 17 s, v) t = 10 min 18 s, and vi) t = 12 min 12 s. b) Initiation of nucleation of a crystal of bovine pancreatic trypsin inhibitor 
(BPTI) by insertion of a sharp probe at: i) t = 0, ii) t = 30 min, iii) t = 80 min, and iv) t = 130 min. a,b) Reproduced with permission.[133] Copyright 2013, 
Elsevier Masson SAS.
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large, high quality protein single crystals for structural anal-
ysis.[140] Ideal solution conditions were determined by preparing 
large numbers of droplets containing different concentrations 
of the protein and precipitant,[140] where this was achieved by 
varying the flow rates of the input fluids at the point of droplet 
formation, such that different volumes of these solutions were 
combined. The droplets are then stored and the protein crystals 
can be screened in situ using techniques including synchrotron 
X-ray diffraction.[141] More elaborate chips that are designed to 
give separate control over crystal nucleation and growth can be 
used to generate high quality protein crystals.[142] Seed crystals 
were formed in plugs in the “nucleation zone” by combining 
high concentrations of protein and precipitant, and further 
solutions of proteins and precipitant were then added in a 
second zone on the chip such that growth of the seeds occurred 
at low supersaturation. Microfluidic crystallizers have also been 
developed to produce protein crystals with uniform size distri-
butions, where control over the number and size of the crystals 
in each droplet was achieved by varying solution concentrations 
and the incubation temperature.[143,144]

These well-defined environments provide an excellent 
means of investigating crystal polymorphism and solubility. 
In common with other confined systems, metastable poly-
morphs can be generated within these environments and show 
exceptional lifetimes. Droplets of potassium nitrate solution 
were formed and stored on-chip, and droplets were quenched 
to ≈ 10  °C below their solubility (Figure  10). The temperature 
was then gradually reduced to induce crystallization.[68,145] A 
single crystal formed in most droplets and two polymorphs 
were observed, where the solubility of each polymorph could 

be determined by stepwise increase of the temperature. Com-
parable results have been obtained in a range of other systems 
including the precipitation of glutamic acid, phenylalanine, 
indomethacin, and paclobutrazol in aqueous microdrop-
lets.[146] The reaction conditions could be controlled such that 
a single crystal formed in the majority of droplets and meta-
stable polymorphs that were stable for long periods (over 3 
months in some cases) were observed. A metastable polymorph 
of lysozyme with extended lifetime has also been observed in 
droplets.[147]

That just one crystal forms can be attributed to the deple-
tion of reagents within the drops as the first crystal grows, such 
that the supersaturation drops to a level that does not support a 
second nucleation event.[148] The observation of metastable poly-
morphs in these droplets, in turn, can be attributed to the high 
supersaturations that can be achieved in these environments, 
which can favor metastable polymorphs.[149,150] The reduction/
elimination of convection in the droplets also reduces the rate 
of nucleation and growth, which retards the transformation of 
the metastable polymorph.

A number of studies have employed segmented-flow micro-
fluidic systems to investigate calcium carbonate precipitation, 
where this system exhibits multiple polymorphs and hydrates. 
Reproducible control over calcium carbonate crystal polymorph 
was achieved in a system in which droplets were created when 
two streams of CaCl2 and Na2CO3 reagents were broken by an 
oil flow in a flow-focusing device. According to the reagent con-
centrations (12 × 10−3 m and below) and droplet volume, pure 
calcite, pure vaterite, or a mixture of calcite and vaterite crys-
tals could be precipitated.[151] Use of a comparable device and 

Figure 10. a) Photograph of the microfluidic chip, where monodisperse droplets, here colored with a dye, form at the intersection of the aqueous and 
oil streams. The droplets flow in the long microchannel. b) Schematic of the experimental setup where the PDMS device is sealed on a silicon wafer and 
placed on a Peltier module to control its temperature, and accompanying image obtained under crossed polarizers of the storage area where birefrin-
gent crystals appear as bright spots. c,d) Raman spectra measured on the two different crystals, and optical microscopy images of the corresponding 
crystals. Scale bars = 100 µm. a–d) Reproduced with permission.[145] Copyright 2008, Elsevier.
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50  × 10−3 m concentrations yielded surprising results where 
ikaite (CaCO3⋅6H2O) was the first phase formed, occasionally 
together with small quantities of monohydrate (CaCO3⋅H2O).[134] 
This subsequently transformed to calcite and some vaterite. 
Surprisingly, no ACC was observed in this system, despite the 
solubility product having been exceeded. This also contrasts 
with other studies of calcium carbonate precipitation in micro-
fluidic droplets where ACC was clearly demonstrated as the 
initial precipitated phase.[137,139] Notably, these employed lower 
reagent concentrations, and also more sophisticated strategies 
for reagent mixing that precluded precipitation at the point of 
droplet mixing.

Segmented-flow microfluidic systems have also been used 
to investigate the importance of solution mixing in nuclea-
tion processes, where mixing within droplets has been studied 
using high speed video microscopy. Each droplet provides a 
well-defined environment, and mixing is well-understood and 
can be controlled by varying flow rates and introducing ser-
pentine channels. Addressing the crystallization of the protein 
Thaumatin, droplets of the protein solution were prepared in 
the carrier oil using a T-junction configuration, and precipi-
tation was induced by combining flows of protein and pre-
cipitant (KNaC4H4O6) solutions, separated by a flow of buffer 
solution (Figure 11a).[152] Passage of the droplets through a ser-
pentine channel promoted mixing. Nucleation of Thaumatin 
was strongly dependent on the flow rate/mixing, such that 
immediate precipitation was observed at slow flow rates which 
yielded precipitation or multiple small particles after 8 h. No 
immediate precipitation occurred at fast flow rates, and only a 
few large crystals formed after 8 h (Figure 11a).

These results were readily rationalized by considering the 
mixing of the precipitant and protein solutions within the 

droplets (Figure 11b). This principally occurs by chaotic advec-
tion, which generates interfaces between these solutions 
across which diffusion can occur. The nucleation rate therefore 
depends on the area and lifetimes of these interfaces, and the 
concentrations of the protein and precipitant in the adjacent 
solutions. These are in turn governed by the flow rate, where 
the interfaces stretch and fold as the droplet travels along the 
serpentine channel, increasing their total area and accelerating 
mixing. The total area of the interfaces is therefore greater at 
higher flow rates before complete mixing occurs, but their life-
times are lower. Estimating the mixing effect as the product 
of the lifetime and total area of the interfaces, and assuming 
that nucleation occurs within a zone at the interface between 
the protein and precipitant solutions, the number of nucleation 
events can be approximated as

( )−~ 7/2 1/2N w DU  (24)

where N is the number of nucleation events, w is the diameter 
of the channel, D is the diffusion coefficient, and U is the flow 
rate. The process by which mixing occurs, rather than just the 
mixing time, is therefore critical in determining the outcome 
of crystallization, where rapid chaotic mixing could be used to 
eliminate rapid nucleation at high supersaturations, and slow 
chaotic mixing to promote nucleation at lower supersaturation.

The role of mixing in determining the outcome of crystal-
lization reactions has also been seen in the precipitation of cal-
cium carbonate.[139] A picoinjector was used to prepare droplets 
of 2.5  × 10−3 m calcium carbonate solution in oil by injecting 
Na2CO3 or CaCl2 solution into flowing droplets of the counter-
ion. The droplets were then passed along a straight or ser-
pentine channel prior to collection of the product crystals by 

Figure 11. a) A schematic of the microfluidic channel. Low-flow velocity produced microcrystals, whereas, at high flow velocity large crystals grew.  
b) A schematic of the stretching and folding of interfaces as plugs are being mixed by chaotic advection in a winding channel. a,b) Reproduced with 
permission.[152] Copyright 2005, American Chemical Society.
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filtration after 5  min. The straight channel device principally 
generated vaterite crystals, while calcite crystals, together with a 
few vaterite particles, formed in the serpentine device. Control 
experiments performed in bulk solution yielded results com-
parable to those produced in the serpentine device. This again 
demonstrates that processes occurring in the first few milli-
seconds of crystallization—long before crystals are observed—
define the product of the reaction.

Droplet microfluidics are additionally finding increasing 
application for studying nucleation kinetics, where in contrast 
to droplet levitation, many hundreds of experiments can be per-
formed simultaneously.[153] The droplet volume can also be pre-
cisely controlled, which is essential to the analysis of nucleation 
kinetics.[154] Measurement of the evolution of the fraction of 
droplets that contain crystals over time under constant supersat-
uration therefore yields the nucleation kinetics,[68] as discussed 
in Section  5.2.1. Analysis of nucleation kinetics has been car-
ried out for a wide range of systems including proteins,[155,156] 
soluble organics[156,157] and inorganics,[68,70,85,158] poorly-soluble 
compounds,[159,160] and the solidification of melts,[161,162] and 
most systems exhibit complex nucleation kinetics due to mul-
tiple pathways.

One of the earliest studies to use microfluidic devices to 
study nucleation in droplets focused on potassium nitrate.[68,85] 
The temperature of the droplets was rapidly reduced, and the 
fraction of the droplet population containing crystals was then 
measured as a function of time at a specific temperature—and 
therefore supersaturation. A nonconstant nucleation rate was 
observed, and the data were analyzed according to the method 
of Pound and La Mer[163] to extract individual rates that could 
potentially correspond to homogeneous and heterogeneous 
nucleation. Assuming that impurities are randomly distributed 
among the droplets and that the average number of active sites 
in a droplet is m, the probability that a droplet does not contain 
a crystal, P(t) can be described as

e e 1 e exp e0 iP t mm k t m k t( ) ( )( ) = − +− − − −  (25)

where k0 is the homogeneous nucleation rate observed in 
impurity-free droplets, and ki is the heterogeneous nucleation 
rate for a droplet containing just one type of impurity. Extrac-
tion of pre-exponential factors confirmed that nucleation within 
the droplets was heterogeneous, while the fact that m increases 
with increasing supersaturation shows that multiple nuclea-
tion sites operate, and that they can become active at different 
supersaturation values. Comparable results have been obtained 
for the crystallization of a range of other compounds from 
solvents, illustrating the role of impurities and potentially the 
droplet interface even in these very small volumes.

With the possibility of performing multiple dissolution/pre-
cipitation cycles within individual droplets, microfluidic devices 
give a unique opportunity to further investigate whether the 
distribution in induction times is due to the stochastic nature 
of nucleation or the presence of specific impurities within cer-
tain droplets.[68] By carrying out multiple cycles, certain droplets 
were observed to exhibit higher activity for potassium nitrate 
nucleation. This effect was quantified by comparing the prob-
ability of crystals forming within individual droplets with the 
distribution predicted for random behavior

1g
c c cp C p pn

n n n n( )= − −  (26)

where pg is the probability that nc nucleation events occur in 
an individual droplet over n crystallization cycles. The experi-
mental data was a poor match for random behavior, which 
demonstrates the role played by impurities in promoting nucle-
ation in the most active droplets.

Investigation of the solidification of hexadecane (C16H34) and 
ethylene glycol distearate (EGDS) revealed complex kinetics 
consistent with at least two nucleation pathways.[161] Analysis 
of freezing/melting cycles showed that more than one popula-
tion of droplets were present, where those that freeze at higher 
temperatures undoubtedly contain impurities that act as hetero-
geneous sites. These impurities also become more active as the 
temperature decreases, and even the slow nucleation rate is likely 
to derive from nucleation at the droplet surface. In a technically 
impressive paper, Stan et al. used a microfluidic device to inves-
tigate the nucleation kinetics of ice formation from 80 µL drop-
lets of water.[162] Temperatures were measured to an accuracy of 
0.4  °C, and the freezing point was recorded with a high-speed 
camera. Analysis of the freezing of >37  000 droplets revealed 
possible homogeneous nucleation at temperatures between −36 
and −37.8 °C. By comparison, nucleation in the presence of AgI, 
an effective nucleant for ice, occurred at −10 to −19 °C.

A microfluidic device was also used to explore the nuclea-
tion rate of calcite from ACC.[160] 100 µm droplets of 1 m CaCl2 
solution stabilized with a nonionic surfactant were generated 
using a flow-focusing device and were stored in individual wells 
to give long-term stability. Precipitation of calcium carbonate 
was then initiated by flowing ammonium carbonate vapor 
through the device, where ACC formed in every droplet within 
30  min. The transformation of ACC to calcite was monitored 
using polarization optical microscopy over the following 5 days, 
yielding a nucleation rate of 1.2 cm−3 s−1. Once a calcite particle 
was detected, it grew within 1 h to consume all of the ACC.

Studies of nucleation in levitated droplets suggest that the 
droplet surface can play a role in nucleation.[120] This can also 
be studied in droplet microfluidic devices by varying the con-
tinuous phase. Investigation of the nucleation rate of lysozyme 
using silicone oil and a fluorinated oil demonstrated that the 
oil/water interface plays a role in nucleation, and that silicone 
oil was more effective in promoting nucleation.[164] A detailed 
study of the nucleation of potassium nitrate in droplets sus-
pended in silicone oil, fluorinated oil, paraffin, and tocopherol 
carrier fluids supported this finding (Figure 12a).[70] All systems 
exhibited two populations of droplets: those that crystallized 
rapidly, and those that crystallized slowly (Figure  12b). The 
faster rate can be attributed to heterogeneous nucleation associ-
ated with impurities, where these may have originated from the 
reactant solution and/or carrier fluid. That the nucleation rate 
increases immediately after supersaturation was achieved for 
all systems also demonstrates that different sites become active 
at higher supersaturations. As this rate was sensitive to the oil 
employed, the active impurities are likely to be associated with 
the interface.

Estimation of the pre-exponential factors (A) of the nucleation 
rate equation showed that the second, slower rate was also likely 
to correspond to heterogeneous nucleation. This was further 
supported by the fact that the onset of nucleation was sensitive 
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to the oil employed; in the case of homogeneous nucleation it 
would depend on supersaturation only. Plots of ln(J/S) versus  
1/(ln S)2 for each carrier oil at different supersaturations showed 
straight line relationships for the slow mechanism, in keeping 
with Classical Nucleation Theory, from which a unique interfa-
cial energy can be obtained for each oil. No correlation between 
the rate and supersaturation was observed for the fast nuclea-
tion. These data therefore suggest that the droplet interface 

promotes nucleation and that true homogeneous nucleation is 
not observed even in this small droplet system.

5.2.5. Droplets in Microcapillaries

Solution plugs can also be created in microcapillaries, where 
these can provide an excellent opportunity to study a crys-
tallization pathway using optical microscopy.[165–167] NaCl 
crystallization was studied in individual solution plugs in 
microcapillaries, where maintenance in a controlled humidity 
environment leads to solution evaporation and the build-up of 
supersaturation (Figure 13).[168–170] A very high supersolubility of  
S ≈ 1.6 ± 0.2 was recorded, where this compares with the limit 
of metastability of NaCl of S  ≈ 1.0 determined from cooling 
experiments. These highly supersaturated solutions could 
remain stable for days until a perturbation to the system such as 
a change in temperature triggers nucleation.[169] Crystallization  
then originates from a single nucleation site and gives rise to 
a crystal with a hopper (skeletal) morphology that is character-
istic of very high growth rates. For NaCl, the transition between 
cubic and hopper growth occurs at supersaturations that give 
growth rates above ≈6.5 ± 1.8 µm s−1.[168] The higher the super-
saturation at the onset of precipitation, the larger the number 
of interconnected cubic crystals and the number of branches of 
the hopper morphology.

Surfactants were also added to the system to investigate their 
effect on NaCl crystallization.[170] CTAB (cetyltrimethylammo-
nium bromide) and Tween 80 (C64H124O26) both inhibited crys-
tallization such that it occurred at yet higher supersaturations. 
Unlike the surfactant-free system where crystals nucleated at 
the air/water interface, individual crystals with star-shaped, 
hopper-like morphologies nucleated within the volume of the 
droplet in the presence of the surfactants. This suggests that 
they passivate the air/water and water/solid interfaces, where 
no change in the rate of evaporation of the droplets was found 
in the presence of either surfactant.

5.2.6. Droplets on Surfaces

The formation of droplets on surfaces provides an opportunity 
to study heterogeneous nucleation in well-controlled environ-
ments. Importantly, these finite-reservoir conditions can also 
offer an effective way of studying the crystallization pathway. 
This has been achieved using patterned SAMs, which can be 
used to support the formation of arrays of droplets. Stephens 
et  al. used this approach to investigate heterogeneous nuclea-
tion of calcium carbonate in small volumes (Figure  14).[171] 
Substrates comprised a regular array of circular, hydrophilic 
domains (with diameters of 8–20  µm) in a hydrophobic back-
ground and were prepared by immersing a mica substrate 
supporting an evaporated gold film in a solution of fluoro-
alkylthiols. The film was then irradiated with deep UV through 
a suitable mask, and washed to remove the oxidized thiols. 
Immersion in a solution of carboxyl-terminated thiols then 
generated the patterned SAM. Arrays of picoliter droplets could 
then be generated by rolling a large drop of solution over the 
SAM under controlled humidity.

Figure 12. a) Fraction of crystallized droplets α that showed fast nuclea-
tion behavior as a function of supersaturation for each combination of 
dispersed and continuous phase: tocopherol (gray diamonds), silicone 
oil (blue circles), fluorinated oil (green triangles), and paraffin oil (red 
squares). Dashed lines are guides to the eye and vertical lines mark the 
supersaturation at the nucleation onset for each combination of dis-
persed and continuous phase. b) Volume-specific nucleation rates of 
mechanism 1 and 2 as a function of supersaturation for each combination 
of dispersed phase and continuous phase, where the symbols are defined 
in (a). The dashed lines represent the best linear fits applied to the experi-
mentally determined data obtained for mechanism 2. a,b) Reproduced 
with permission.[70] Copyright 2019, Elsevier.
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Calcium carbonate was precipitated by either using a meta-
stable solution of calcium carbonate to form the droplets, 
or using a CaCl2 solution and then exposing the substrate to 
ammonium carbonate vapor. The humidity was carefully con-
trolled such that the droplets did not undergo evaporation. 
Comparable results were obtained in both cases. Examination of 
the system after 24 h revealed that most droplets only contained 
a single crystal of calcite, where these were principally oriented 

with (012) or (015) basal planes (Figure  14a). By comparison, 
immersion of the patterned SAM in bulk solution generated 
an average of seven crystals in each hydrophilic domain, in the 
same orientations as occurred in the droplets (Figure 14b). The 
crystals formed in the droplets were also considerably smaller 
(basal areas of ≈1.2 µm2) than those formed in bulk (>20 µm2 
basal area) and were tetrahedral in form as compared with the 
rhombohedral morphologies that formed in bulk (Figure 14c,d).

Figure 13. a) Spontaneous growth of hopper crystals at supersaturation S ≈ 1.6, in capillary of 100 µm (top). Evolution of the growth of a hopper crystal 
over 10 min (bottom). Reproduced with permission.[169] Copyright 2014, American Chemical Society. b) Multibranched hopper formed in NaCl solution 
with CTAB (top) and the solution with Tween 80 (bottom). c,d) Schematic of a one branch and multibranched hopper crystal, respectively. b) Repro-
duced with permission.[170] Copyright 2017, American Chemical Society. c,d) Adapted with permission.[170] Copyright 2017, American Chemical Society.

Figure 14. a,b) SEM images showing CaCO3 precipitated from single droplets (a) and bulk solution (b) onto surfaces patterned with 10 µm radius 
circles. c) Calcite tetrahedron precipitated within a single 5 µm radius droplet after 24 h, oriented with a {012} nucleation face. d) A simulated calcite 
tetrahedron oriented with a {012} nucleation face, as defined by a single threefold axis with projected angles of 142, 104, and 104. a–d) Reproduced with 
permission.[171] Copyright 2011, American Chemical Society.
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These effects are readily rationalized. The limited quan-
tity of reactant ions present in the droplet limits the growth 
of the crystal such that it is effectively “frozen” at an earlier 
stage of growth than in bulk solution. That calcite initially forms 
as tetra hedra can be attributed to the favorable interaction 
between the crystal and substrate, such that the crystal initially 
grows to maximize the interfacial area. The influence of the 
substrate reduces as the crystal grows, such that it ultimately 
develops a rhombohedral morphology.[172] The droplets were 
also used as a means of studying the crystallization process at 
very early times, where crystallization proceeded more slowly 
in these environments than in bulk solution. Ex situ analysis 
using SEM showed that ACC particles formed initially, and 
then aggregated on the substrate. Crystallization then occurs 
preferentially at the SAM, yielding first irregular particles 
and then well-defined calcite tetrahedra at particle sizes of 
≈100 nm. No rhombohedra with dimensions of <200 nm were  
ever observed.

Arrays of droplets on patterned SAMs have also been used 
to study crystallization due to evaporation of droplets.[173–179] 
Patterned substrates comprising hydrophilic metal islands in a 
hydrophobic background were created by evaporating the metal 
(Ti/Au) through a mask onto a glass substrate, and then back-
filling the background by immersion in octadecyltricholorsilane. 
The gold areas were functionalized using 4-mercaptobenzoic 
acid. Droplets can then be formed on the hydrophilic domains 
by immersing the substrate in, and slowly withdrawing it from 
an aqueous solution of the compound of interest.

Investigation of glycine crystallization using this system 
demonstrated that just one crystal formed within individual 
domains of size 25–725  µm and that the α-form exclu-
sively formed in the largest droplets, and the β-form in the 
smallest.[174] The emergence of the β-form can be attributed to 
the high supersaturation arising from the rapid evaporation of 
the small droplets. This was supported by experiments in which 
the evaporation rate was controlled by immersing the newly 
formed droplet array in oil.[173] The significantly reduced evapo-
ration rate resulted in the formation of the α-polymorph in the 
small droplets. This system was also used to investigate the 
crystallization of mefenamic acid and sulfathiozole[176] within 
small droplets. Again, the polymorphs formed were dependent 
on the rate of evaporation and the initial concentrations of the 
solutions, and multiple polymorphs could form within single 
droplets demonstrating the roles of competing kinetic and  
thermodynamic factors.

These droplet arrays have also been used to explore poly-
morphism,[179] and the influence of pH.[175] Investigation 
into polymorph formation exploited the fact that this droplet 
system makes it possible to rapidly perform huge numbers 
of experiments in parallel. Using ROY as a suitable test case, 
Singh et  al. carried out 10 000 experiments,[179] and in doing 
so, they were able to observe 6 out of the 7 stable polymorphs 
of ROY under identical reaction conditions. Initial experi-
ments with 1500 droplets yielded crystals of 4 of the poly-
morphs, and a fifth form in one droplet only. Expansion of 
the number of experiments to 10 000 was sufficient to observe 
a sixth polymorph in a small number of droplets. Notably, 
three of the polymorphs were obtained on less than 1% of 
the islands. Therefore, only by carrying out huge numbers 

of experiments was it possible to observe low stability poly-
morphs. Determination of size-dependent solubility provides 
an additional application of droplet arrays, where the con-
centration of the droplet and rate of change of supersatura-
tion can be varied to generate crystals of different sizes. [178] 
The solubility of glycine crystals was determined by inves-
tigating their solubility in glycine solutions with different 
concentrations.

Inject printing provides an alternative method for depos-
iting individual droplets of sizes 5–200 pL on substrates, and 
can be used to generate crystals with different structures.[180–182] 
Droplets generated in this way have been explored for studies 
of the effects of confinement on the crystallization of a number 
of polymers[180] and organic compounds[183,184] on different sub-
strates. Glycine was precipitated on evaporation of droplets of 
sizes 100 pL to 0.1 µL on glass and aluminum substrates, where 
larger droplets were created by merging the small droplets.[184] 
All droplets in this size regime yielded the metastable β-phase. 
By comparison, a mixture of the α- and β-polymorphs formed 
in larger droplets generated using a micropipette. The crys-
tallization of D-mannitol was also investigated and the stable 
β-polymorph formed on evaporation of the smallest 100 pL 
droplets, while both metastable α- and δ-polymorphs in larger 
droplets up to 200 nL size.[183] Larger droplets of 60 µL created 
using a micropipette also showed evidence of the β-form in 
addition to the least stable δ-polymorph.

6. Surfactant Assemblies

Surfactant assemblies such as reverse micelles and microemul-
sions can be employed as nanoscale reaction environments 
and have been widely used to synthesize nanoparticles of a 
wide range of materials.[185–191] These systems are inherently 
dynamic such that crystal growth continues over time due to 
the exchange of reactants between individual micelles. Nano-
particles must therefore either be isolated from solution, or 
capping agents added to terminate growth at specific nano-
particle sizes. These surfactant systems can also yield unusual 
crystal morphologies, such as wires of calcium sulfate,[192,193] 
barium sulfate,[194] and calcium carbonate.[195] While providing 
some fascinating examples of control over crystallization, the 
dynamic nature of these systems means that they can be dif-
ficult to employ in systematic studies of confinement. Vesicles, 
in contrast, provide isolated reaction volumes and can be gener-
ated with diameters ranging from around 20 to 200 µm. These 
are therefore better suited to studies of confinement, although 
it can be challenging to obtain high reactant concentrations—
and therefore significant crystallization—within these self-
assembled environments. This section therefore describes 
studies whose focus has been on the use of surfactant assem-
blies to conduct investigations into the effects of confinement 
on crystallization.

6.1. Microemulsions

An elegant demonstration of the potential of achieving thermo-
dynamic control over crystallization in small, finite volumes has 
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been provided by experiments utilizing microemulsions, where 
the extreme confinement provided by these environments 
was used to select crystal polymorph.[87,196,197] As described 
in Section  5.1, crystallization within highly constrained, iso-
lated environments leads to a substantial depletion in the  
supersaturation as the nucleus grows, leading to a minimum in 
the free energy with respect to the nucleus size.

Comparing this effect for two polymorphs, a more stable 
polymorph (A) is less soluble than a polymorph of lower ther-
modynamic stability (B), and therefore grows to a larger size 
before the supersaturation is depleted (Figure 15). The minima 
in the free energy curves *

minF∆  therefore occur at *
minr  (A) > *

minr
(B) and it is expected that (A)*

minF∆  < (B)*
minF∆ . The population 

of *
minr  nuclei at equilibrium then depends upon the Boltzmann 

factor, exp( / )*
minF kT−∆ . When *

minF∆   > kT, the system is stabi-
lized due to confinement effects and no crystallization occurs. 
Under conditions where *

minF∆   ≤ kT, a population of (near) 
stable nuclei are produced such that thermodynamic control 
over polymorph can be achieved when polymorph A, but not 
polymorph B, has *

minF∆   ≤ kT. Polymorph A—but not poly-
morph B—can then form a significant population of nuclei, 
provided that the nucleation energy barrier to formation of this 
phase is surmountable. The latter can be achieved under the 
conditions of high initial supersaturation that can be achieved 
in small droplets. Finally, conditions where *

minF∆  ≤ kT for both 
polymorphs will lead to a mixture of crystal forms.

The possibility of using this framework for gaining ther-
modynamic control over crystal polymorph was tested against 
the crystallization of glycine, ROY, and mefenamic acid. 
Conditions where crystallization occurred within droplets to 
yield nuclei of the stable polymorph, but negligible quanti-
ties of other polymorphs were identified by initially creating a 
supersaturated system that is stabilized in confinement such 
that negligible numbers of (near) stable nuclei are present  
(Δ *

minF  > kT). Subsequent increase in the supersaturation then 
yields conditions where only (near) stable nuclei of the stable 
polymorph form in significant quantities. Further growth of 
the crystals then occurs as the microemulsions collide and 
their contents merge. Analysis of all three systems using small-
angle X-ray scattering (SAXS) demonstrated that the popula-
tion of as-synthesized microemulsions had average core radii 
of ≈2–4 nm.

Mefenamic acid crystallizes as two polymorphs under 
ambient conditions, rather creatively termed Form I (stable) 
and Form II (metastable). While crystallization of mefenamic 
acid from dimethylformamide (DMF) in bulk solution invari-
ably yielded Form II, the polymorph formed on cooling micro-
emulsions of mefenamic acid/DMF in heptane/sodium dioctyl 
sulfosuccinate (also known as AOT) depended on the initial 
supersaturation of the mefenamic acid/DMF solution. Crystal-
lization was extremely slow at an initial supersaturation ratio of 
C/Csat = 4.1, while crystals were principally Form I at C/Csat = 
4.1–5.3 and increasing quantities of Form II crystals formed at 
higher supersaturations. Further investigation of this system 
showed that the Form II crystals grew much faster than those 
of Form I. Form I crystals could be exclusively obtained from 
compositions that initially yielded a mixture of Form I and 
Form II crystals by gently heating the microemulsions to pref-
erentially dissolve Form II.[196]

Gylcine, in turn, forms as α, β, and γ polymorphs under 
ambient conditions where the γ-polymorph is the stable form. 

Figure 15. The change in free energy as a function of nucleus size for 
systems crystallizing from a) bulk solution and b–d) nanoconfined solu-
tion. a) Ostwald’s rule of stages is obeyed as the metastable polymorph B 
(blue) crystallizes before the stable polymorph A (red). b) Crystallization 
is not favored and the system is stabilized due to confinement. c) Only 
polymorph A will crystallize due to the thermodynamic control, whereas 
in (d) this control is lost leading to the crystallization of both polymorphs. 
a–d) Reproduced with permission.[87] Copyright 2011, American Chemical 
Society.
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However, it is very difficult to precipitate γ-form from neutral 
solutions in the absence of additives as the α-form is only 
slightly less stable, but exhibits a much higher growth rate. 
Crystallization of glycine in microemulsions was achieved by 
combining a microemulsion of an aqueous solution of glycine 
in heptane, stabilized with Span 80 (sorbitan monooleate) and 
Brij 30 (polyethylene glycol dodecyl ether), with one solubilizing 
water/methanol. Again, low supersaturation conditions yielded 
the γ-glycine polymorph alone, while increasing quantities of 
the α polymorph formed as the initial concentration of glycine 
was increased. Extension of the experiments to use AOT as 
the surfactant yielded the γ-polymorph at a lower supersatura-
tion than with Span/Brij, where this was attributed to a stabi-
lizing interaction between the AOT molecules and developing 
nucleus.[197] Investigation of the ROY system—which has ten 
known polymorphs—further supported the hypothesis, where  
the most stable Y prism form could be generated from micro-
emulsions of a toluene solution of ROY in heptane/Igepal (poly-
oxyethylene (12) isooctylphenyl ether), under control of super-
saturation. Higher supersaturations yielded mixtures of YN, R, 
ON, and Y crystals.

Analysis of these systems shows that the average number of 
solute molecules within each droplet is in the order of 2–5, such 
that crystallization can only occur in the largest droplets with 
the highest supersaturations. Indeed, given a free energy differ-
ence of 0.2 kJ mol−1 between the α and γ polymorphs of glycine, 
a thermodynamic preference will occur when the (near) stable 
nuclei contain ≈20–30 glycine molecules. Assuming a Poisson 
distribution of glycine molecules among the droplets, only 10−8 
of them are predicted to contain sufficient glycine molecules to 
support nucleation of the γ polymorph.

6.2. Vesicles

Biomineralization processes invariably occur within privileged 
environments, where an organism can define and localize 
where mineralization occurs, and exert control over mineraliza-
tion, for example, by introducing different soluble additives at 
different time points. Liposomes (vesicles bounded by a phos-
pholipid membrane) provide a convenient model of biominer-
alization systems, and have often been used as environments 
to precipitate materials such as calcium carbonate,[198,199] iron 
oxides,[200–202] and calcium phosphate.[203–205] The cations are 
typically encapsulated within the liposomes, and precipitation 
is then initiated either by diffusion of a gaseous reagent across 
the lipid bilayer or through a pH change in the bulk medium. 
The particles formed within the liposomes invariably differ 
from those precipitated in bulk solution, where this has been 
attributed to the small volume of solution (and thus limited 
availability of reactant ions) and interaction with the vesicle 
membrane.

Liposomes with well-defined sizes have also been used as 
an excellent system for systematically investigating the effect 
of confinement on the precipitation of calcium carbonate, and 
in particular on the transformation of ACC.[206–209] Unilamellar 
diphosphatidylcholine (DPPC) liposomes were generated by 
extrusion of multilamellar vesicles, prepared in the presence 
of 1 m CaCl2 solution, through track-etched membranes with 

pores of diameter 1 µm, 500 nm, or 200 nm.[206] Calcium ions 
external to the vesicles were removed by size exclusion chro-
matography and calcium carbonate precipitation was then 
induced by addition of ammonium carbonate to the suspension 
of vesicles, or by placing the liposome suspension in a closed 
environment with solid ammonium carbonate. Examination of 
the liposomes using cryo-TEM or cryo-scanning TEM (STEM) 
demonstrated that only one particle formed in liposomes with 
200 nm diameters, and that they did not appear to be associated 
with the liposome membrane. An identical result was obtained 
for liposomes containing up to 20 wt% phosphatidylinositol 
(PI), which exhibits a negative charge and hydroxyl groups that 
are known to bind and stabilize ACC. Analysis of the intrave-
sicular precipitate demonstrated that it was amorphous and 
had no well-defined morphology. Notably, no crystallization 
was observed within the 20 h time-span of the experiment, in 
marked contrast to the rapid precipitation of crystalline calcite 
in control experiments performed in bulk solution. Charac-
terization of larger liposomes using TEM was challenging due 
their sizes, but all of the particles formed within the vesicles 
were amorphous for the duration of the experiment.

This strategy was then extended to giant unilamellar DPPC 
liposomes with diameters of 20–50  µm (Figure  16).[208] Large 
aggregates of spherical ACC particles with diameters of 
≈650 nm formed within these vesicles and were stable for over 
8 days. Confirmation that the stabilization is due to confine-
ment effects was obtained by lysing the liposome using deter-
gent. Rapid precipitation and dissolution of the ACC occurred 
when the vesicle was opened. Comparable experiments were 
also performed with SrCO3 and BaCO3 to explore the gener-
ality of these findings. A transient amorphous precursor was 
observed for the SrCO3 system, which transformed to crystal-
line strontianite within 5–10 min. No amorphous material was 
seen with BaCO3, and crystalline witherite formed after ≈1 min.

The extended lifetime of ACC within these liposomes can be 
attributed to the exclusion of impurities from these confined 
environments.[208,209] ACC precipitates rapidly within the vesi-
cles, indicating a low energetic barrier to formation, or indeed 
no barrier at all if it forms via spinodal decomposition.[101] The 
composition of the solution within the vesicles is then defined 
by the solubility of ACC. Transformation of the ACC to calcite 
is then dependent on the initial formation of a calcite nucleus, 
which can subsequently grow, fed by dissolution of the ACC. 
However, the barrier to homogeneous nucleation of calcite 
is extremely high under these conditions. With an interfacial 
free energy of 109 mJ m−2,[210,211] an energy barrier of 93 kT is  
predicted at the solubility limit of ACC.[212] Therefore, only 
hetero geneous nucleation will enable crystallization to occur on 
a reasonable time-frame. That both strontianite and witherite 
crystallize in minutes within the vesicles suggests that both 
possess much smaller energy barriers to nucleation as com-
pared with the crystalline CaCO3 polymorphs.

7. Nanoscale Cylindrical Pores

Matrices possessing cylindrical pores have been extensively 
used to investigate the effects of confinement on crystallization. 
These are categorized here into two main groups: 1) individual 
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nanotubes that can offer true nanoscale confinement, and 
2) matrices containing parallel arrays of cylindrical pores or 
entwined networks of cylindrical pores. These are extremely 
versatile and provide the opportunity to systematically study 
the effects of confinement over length scales ranging from the 
atomic- to the micrometer-scale (as defined by the pore dia-
meter), and in many cases the surface chemistry can also be 
modified. Depending on the system, crystallization processes 
can be followed within individual pores, or measurements are 
recorded as an average over a population of pores. Crystals can 
be analyzed within, or after extraction from the pores, and a 
wide range of analytical techniques can be employed. While 
many of these systems have been used to synthesize nanomate-
rials with different morphologies and sizes, the focus here is on 
studies of confinement effects on crystallization processes. The 
growth of organic crystals in the confines of these systems has 
been described in a number of excellent reviews.[213,214]

7.1. Atomic Scale Confinement—Carbon Nanotubes

With internal diameters of just a few nanometers, carbon 
nanotubes offer true atomic-scale confinement. They are elec-
tron transparent such that they—and the compounds they 
contain—can be readily characterized using high resolution 
TEM (HRTEM). Data can also be obtained from an individual 
nanotube rather than as an average over a population of envi-
ronments. Carbon nanotubes therefore provide a unique oppor-
tunity to characterize the effects of atomic-scale confinement on 
the assembly of matter, where the positions of individual atoms 
can be determined. Nanotubes with diameters of 1–2 nm have 
dimensions comparable to the unit cells of many compounds 
and therefore have many effects on the structures of the internal 
compound including lattice distortions,[215,216] the formation of 
structures not seen under analogous bulk conditions,[217,218] and 
even the generation of new crystal phases.[219–221]

Figure 16. Optical microscopy images of Ca2+-loaded PC liposomes. A) Before the addition of (NH4)2CO3. B) Initial precipitation of particles within 5 min 
of addition. C,D) Aggregation and sinking of particles within 2 h (shown as two different focal planes). E,F) Condensation of aggregate with a rough 
surface, but is not birefringent. G,H) SEM images of an isolated aggregate consisting of 650 ± 5 nm diameter sized nanoparticles. A–H) Reproduced  
with permission.[208] Copyright 2014, Royal Society of Chemistry.
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Following the discovery[222] and successful production of 
high yields[223] of concentric, cylindrical multiwalled carbon 
nanotubes (MWCNTs) in the early 1990s, extensive work has 
been conducted to fill these structures with different com-
pounds to generate novel nanocomposite materials. A range 
of strategies have been developed, where the Young–Laplace 
equation predicts that only compounds with surface tensions 
< 200 nN m−1 are able to enter the CNT through capillary action 
at atmospheric pressure.[224] Liquids with high surface tensions 
(e.g., metals) can therefore only enter under an applied pres-
sure, or under oxidative conditions where the metal reacts with 
the oxygen or carbon to create a compound with reduced inter-
facial tension.[224]

Early studies focused on filling nanotubes with metals,[225–227] 
metal oxides,[228–232] metal carbides,[226,233,234] and metal salts,[235–237]  
where these and subsequent studies have been summarized in 
a number of review articles.[238–240] Similar experiments have 
also been carried out using alternative nanotubes including 
the formation of single crystal nanowires of potassium halides 
in BN nanotubes,[241] PbI2 in BN,[242] MoS2,[242] and WS2 nano-
tubes,[243] and CsI in WS2 nanotubes.[244]

One of the systems that has received the most attention is 
the crystallization of KI within single walled carbon nanotubes 
(SWCNTs). KI was deposited within ≈1.6  nm SWCNTs by 

heating a mixture of the nanotubes with molten KI at 954 K.  
Analysis of the deposited KI using HRTEM demonstrated that 
the structure was based on the rocksalt structure of the bulk 
phase and that it grew with its 〈001〉 direction parallel to the 
long axis of the tube (Figure 17).[215] Perpendicular to this direc-
tion, the {001} layers alternate between 1I–2K–3I–2K–1I and 
1K–2I–3K–2I–1K. The central K–I–K–I row therefore experi-
ences the 6:6 coordination of the bulk structure, while the 
atoms on the face and edges have reduced coordinations of 5:5 
and 4:4, respectively. The reduced coordination is associated 
with distortions in the lattice, where the crystal is contracted 
along the 〈001〉 direction, while the cross-section is distorted 
from a square with a greater expansion along the 〈100〉 than the 
〈110〉 direction.

SWCNTs with yet smaller internal diameters of ≈1.4  nm 
further constrained the growth of KI crystallites such that they 
were just 2 atomic layers thick and the ions were entirely 4 
coordinate.[216] These are therefore “surface only” and contain 
no internal ions. These crystallites exhibited the same orienta-
tion with the 〈001〉 parallel to the pore axis and a marked expan-
sion perpendicular to their long axis.

The simplicity of these systems is such that simulations can 
be performed to gain insight into the structures of KI crystal-
lites formed within SWCNTs, and the mechanism by which 

Figure 17. A) Phase image showing a 〈110〉 projection of KI incorporated within a 1.6 nm diameter SWNT, reconstructed from a focal series of 20 images. 
Maximum and minimum spatial frequencies of 1/(0.23 nm) and 1/(1.05 nm), respectively, have been retained with a Wiener filter. The upper left inset 
shows an enlargement of region 1 (symmetrized about the chain axis) and a schematic illustration depicting alternating arrangement of I–2–3I–2K–I 
and K–2I–3K–2I–K {100} layers within the crystal. The lower right inset shows the surface plot of region 1. B–F) Single-pixel line profiles obtained 
from line traces marked B to F in the upper left inset in (A). The background level in these profiles is arbitrary because the reconstruction procedure 
does not recover low-spatial-frequency variations in phase. Schematic crystal structures showing atoms contributing to the contrast are also shown.  
A–F) Reproduced with permission.[215] Copyright 2000, AAAS.
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liquid KI fills nanotubes.[245–247] The minimum energy struc-
tures of KI crystals that are two (2 × 2) and three (3 × 3) atoms 
wide were calculated when they were embedded within nano-
tubes of various diameters or within nanotubes surrounded 
by amorphous KI, and also unconstrained. In both cases, the 
constituent atoms in the unconstrained crystals experienced 
distortions that were in the same direction, but much smaller 
than those observed experimentally. For the (2 × 2) cluster this 
represents an expansion perpendicular to its major axis, while 
the (3 × 3) cluster experiences a contraction.

Looking at the (2  ×  2) crystallites within nanotubes of dif-
fering internal diameters, crystallites within 1.09 nm nanotubes 
experience a compression perpendicular to the main axis, while 
an expansion is observed in 1.26  nm nanotubes. This can be 
explained in terms of the ion-carbon separations in these nano-
tubes, where the smaller separations in the 1.09  nm nano-
tubes fall in the attractive regime, and the larger separations in 
the 1.26  nm nanotubes the repulsive regime. Embedding the 
1.26 nm nanotubes within molten KI then significantly affects 
the distortions, where the ion–ion interactions are sufficiently 
long-range that the ions within the nanotube are influenced by 
those on the outside. This induces further compression per-
pendicular to the main axis and yields distortions very close to 
those obtained experimentally. The (3 ×  3) crystal, in contrast, 
must be significantly compressed for it to be inserted into a 
1.63 nm nanotube.

Considering then the mechanism driving crystallization 
within the nanotubes, a number of possibilities can be consid-
ered. The small pore size is expected to lead to an increase in 
the melting point such that crystallites preferentially form in 
the small pores. The strong ion–ion bonding in molten KI is 
also such that the Coulombic interactions between ions within 
the nanotube drive the formation of a crystalline structure, and 
amorphous phases are energetically inaccessible.[245]

The role of the ratio of K to I ions on the structure of the 
confined crystallite has also been considered.[248] Deposition of 
KI within nanohorns with internal pore diameters <2 nm was 
achieved by heating them with KI in a sealed cell at 1073 K. 
HRTEM analysis revealed that the high pressure phase (CsCl 
structure) formed rather than the rocksalt structure expected 
under ambient pressure conditions.[248] Calculations to evaluate 
the energetics of this system suggested that the structure type 
may derive from different ratios of K and I within the nano-
pores.[249] To maintain stoichiometry, the rocksalt KI structure 
must be oriented with its [001] direction parallel to the long axis 
of the nanotube, while the CsCl structure must be [111] oriented. 
The rocksalt structure was found to the more energetically 
stable for all of the nanotube radii considered. However, under 
conditions where an imbalance occurs in the number of K and 
I atoms within the nanotube—which can arise as an effect of 
the confinement—the high pressure CsCl phase is then ener-
getically favored. This effect is then lost as the pore diameter 
increases and stoichiometry is obtained.

Confinement within nanotubes can also drive the forma-
tion of structures not seen in bulk systems, where reduced 
anion and cation coordinations are common. While bulk TbCl3 
consists of TbCl9 polyhedra organized in a 3D hexagonal net-
work, a 1D chain of edge-sharing TbCl6 octahedra forms within 
a 1.6  nm SWCNT.[250] This structure forms with a reduced 

rearranged anion sublattice, but retains the cation sublattice of 
the bulk halide. In bulk, BaI2 crystallizes in a number of struc-
tures comprising a 3D network of trigonal prisms.[251] Within 
1.6  nm SWCNTs, in contrast, a 1D chain consisting of edge-
linked coordination polyhedra is formed in which the barium 
ions exist in 5 and 6 coordinations; neither of these occur in 
bulk BaI2. CoI2 confined within SWCNTs, in turn, exhibits a 
unique helical structure based on a twisted, double chain of 
Co2I4 units within SWCNTs.[252] Measurement of the diameter 
of the nanotubes then revealed that they also undergo an ellip-
tical distortion in correspondence to the CoI2 crystal, which is 
indicative of a strong interaction between the confined crystal-
lite and the supporting nanotube.

These effects have also been observed for monoatomic sys-
tems. Deposition of iodine within SWCNTs yielded a single 
chain of iodine atoms with helical form in nanotubes with 
internal diameters of ≈1.05  nm,[221,253] where the chains can 
move when irradiated by the electron beam.[221] The SWCNTs 
then accommodated two, and then three helices as the diameter 
increased to 1.4 nm, where the helical pitches often varied within 
a single nanotube (Figure  18). The iodine atoms are incorpo-
rated as negatively charged I3− or I5− species such that the charge 
on the iodine atoms causes repulsion between the helices and 
an elliptical distortion of the nanotube. SWCNTs with diam-
eters larger than 1.45  nm supported the formation of crystal-
line iodine. HRTEM revealed dynamic interchange between 
three phases, where at least three helical atomic chains of iodine 
(termed Phase I) could reversibly crystallize into Phases II and 
III during imaging. Phase II is a highly distorted form of the 
recognized orthorhombic structure, while Phase III is a com-
pletely new structure. The orthorhombic phase of bulk iodine 
was finally observed in nanotubes with diameters of 1.55 nm.

That the rigidity of the wall of the nanotubes can play a role 
in structure determination has been shown through the deposi-
tion of PbI2 within SWCNTs and double-walled carbon nano-
tubes (DWCNTs) of different dimensions, where DWCNTs 

Figure 18. Images of iodine-doped SWNT ropes showing different perio-
dicities, where TEM images are shown at the top and the corresponding 
schematic is shown at the bottom of each pair of images. a) An iodine 
helix showing 12–13 nm periodicity and b) a helix of longer periodicity. 
a,b) Reproduced with permission.[253] Copyright 2000, American Physical 
Society.
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are more rigid than their single wall counterparts.[254,255] PbI2 
exhibits a complex layered structure and can exist in a range 
of polytypes.[220] The 2-H polytype was observed to form in 
both types of nanotube, as compared with the 4-H form which 
readily forms in bulk. However, PbI2 did not crystallize in 
DWNTs with internal diameters of less than 2  nm, although 
crystalline material was readily obtained in SWNTs with com-
parable diameters. This can be attributed to the rigidity of the 
DWNTs, such that they cannot distort to accommodate asym-
metric crystal fragments.

DWCNTs have also been used to create rigid nanopores with 
such small internal diameters—under 1 nm—that true atomic 
chains of atoms can be created. Chains of CsI that comprised 
alternating Cs+ and I− ions were observed in such environ-
ments, where the structures of the chains were confirmed 
using annular dark field (ADF) imaging and electron energy 
loss spectroscopy (EELS) chemical mapping. [256] Linear chains 
were observed in the smallest nanotubes, while some distor-
tion occurred in larger diameter tubes due to the attraction of 
the positively charged Cs+ ions, and repulsion of the negatively 
charged I− ions to the walls of the CNT. Single chains of Eu 
atoms have been reported in 0.76 nm pores, as compared with 
FCC-structured nanowires in 1.06 and 1.54  nm nanotubes. 
Bulk Eu has a BCC structure. Chains of individual Mo atoms 
were also reported within 0.6–0.8 nm DWCNTs,[257] but further 
examination of this system demonstrated that DWCNTs with 
inner diameters of 0.7–1 nm actually supported the formation 
of nanowires whose unit cell is a subunit of a BCC structure 
and comprises just 4 atoms rather than linear chains.[258]

7.2. Matrices with Multiple Cylindrical Pores

Commercially available porous media including AAO mem-
branes, polycarbonate track-etched (TE) membranes, and 
nanoporous glasses provide excellent media for studying 
crystallization in confinement (Figure  19a,b). A number of 
polymer monoliths that have been fabricated to contain cylin-
drical pores have also been employed for confinement studies. 
The majority of studies have focused on organic compounds, 
where their high solubility in many solvents makes it pos-
sible to achieve high loadings into the pores, and to generate 
crystals uniquely within the pores and not on the surface of 
the porous medium. Many organic compounds also exhibit a 
rich polymorphism, and phase transformations can be studied 
using scanning calorimetry. They therefore offer an interesting 
test case for investigating the effects of confinement on 
crystallization.

AAO membranes have been used extensively to template 
inorganic nanorods and nanotubes of a wide range of mate-
rials including metals, metal oxides, and semiconductors.[259–267] 
They are particularly attractive due to their thermal and chem-
ical stability and because they exhibit a high density of cylin-
drical pores.[24] They can also be readily manufactured in the lab 
and obtained commercially with a wide range of pores sizes. TE 
membranes are an alternative, commercially available filtration 
membranes that are perforated with cylindrical channels with 
diameters from ≈10 nm to tens of micrometers. These are usu-
ally supplied coated with poly(vinylpyrrolidone) (PVP) to increase 

hydrophilicity, but can be purchased uncoated. Although 
offering a significantly lower density of pores than AAO mem-
branes, they have been used to template single crystal and poly-
crystalline nanorods of materials including ZnO, CuO, and  
α-Fe2O3 (hematite),[268] alkaline earth fluorides,[269] and Tb-doped 
CePO4.[270] With the ability to readily dissolve the membrane in 
organic solvents, and therefore release the intrapore crystals for 
analysis using techniques such as electron microscopy, they also 
offer an attractive means of investigating the effects of confine-
ment on the crystallization of inorganic compounds.

Finally, controlled pore glasses (CPGs) are a silica material of 
a refractory nature that comprise a sponge-like network of inter-
connected pores, and are available with mean pore dia meters 
from three to hundreds of nanometers. These therefore provide 
access to extremely small pore sizes. With high thermal and 
chemical stability, and the ability to characterize compounds 
within them using a wide range of analytical techniques, CPGs 
have been widely used for studies of confinement effects.

7.2.1. Depression of Melting Points

The influence of confinement on the phase behavior can be sys-
tematically studied in these porous media. The melting point 
depression experienced by a crystal forming in a cylindrical 
pores can be described by the Gibbs–Thomson equation (see 
also Section 4)
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where this predicts a linear relationship between ΔTm and 1/d 
(the channel diameter). However, this form of the equation fails 
to take into account the energy terms associated with the solid/
substrate and melt/substrate (melt-sub) interfaces by assuming 
a contact angle of 180° between the solid and cylinder wall. It is 
therefore more appropriate to rewrite the equation as
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which predicts a different dependence of the melting point 
depression on the pore size for the different porous media.

This relationship was confirmed by studying the melting 
points of 2,2,3,3,4,4-hexafluoro-1,5-pentanediol (HFPD) and (R)-
(+)-3-methyladipic acid (R-MAA) within polystyrene monoliths 
with parallel cylindrical channels and CPG beads using thermal 
analysis.[271] A large melting point depression was observed for 
both compounds, where this increased with decreasing channel 
diameter and thus increasing surface-area-to-volume ratio of 
the crystals. The melting point depression exhibited a linear 
dependence on 1/d, despite the fact that ΔHfus also decreased  
linearly with increasing 1/d. The linearity was attributed to the 
decrease in ΔHfus being compensated for by a decrease in γsolid-melt  
with decreasing crystal size. The experimental data also 
revealed that the slope of ΔTm versus 1/d is different for both 
HFPD and R-MAA within CPGs and the polystyrene mono-
liths. The melting point depression was greater in the polysty-
rene monoliths than in the CPGs, which derives from different 
interactions of the compounds with the two media.
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7.2.2. Influence over Orientation

Crystallization within AAO- and TE-membranes frequently 
leads to a preferential orientation. This effect is characteristic 
of anisotropic crystals, where these achieve an orientation such 
that their fast-growing crystallographic direction lies parallel to 
the long axis of the nanopore. This can be attributed to com-
petitive growth effects, where unimpeded growth is only pos-
sible parallel to the pore axis. Those crystals oriented with their 
direction of rapid growth coincident with the pore axis therefore 
grow at the expense of crystals in other orientations, such that 

the faces with higher surface energy span the narrowest dimen-
sion of the pore.[272–274] When pores are comparable in diameter 
to the critical nucleus size, growth may be constrained such 
that crystals cannot exceed a critical volume, which further pro-
motes growth of the highly oriented crystals.[214]

Many examples of this behavior are seen across the litera-
ture. β-Glycine crystals formed within AAO membranes with 
20–200  nm pores[275,276] and porous polystyrene–poly(dimethyl 
acrylamide) (PS-PDMA) monoliths with 10 and 20  nm 
pores[272,277] were oriented such that their fast-growing [010] axes 
were parallel to the pore axis. While the metastable β-glycine 

Figure 19. Top: a,b) SEM images and diagrams of a controlled pore glass with a pore size of 55 nm (a) and a platinum-coated p-PCHE monolith 
with an array of cylindrical pores of 30 nm in diameter (b). a,b) Reproduced with permission.[214] Copyright 2014, Royal Society of Chemistry. Bottom: 
c) Schematic of the crystallization of calcium phosphate in membrane pores in a double-diffusion configuration. d) Schematic of the crystallization 
sequence beginning with amorphous calcium phosphate particles (yellow) which then transform to hydroxyapatite (red). The hydroxyapatites are 
preferentially oriented with the [001] axis aligned with the long axis of the pore. e,f) SEM and TEM (inset) images of crystals after six days of growth 
in 200 nm pores (e) and a hydroxyapatite rod from a 50 nm pore after one day (f). g,h) SAED images with corresponding TEM images (inset) of a 
randomly oriented rod from a 300 nm pore (g) and a rod oriented parallel with the pore length of a 25 nm pore (h). c–h)  Reproduced with permis-
sion.[273] Copyright 2013, Wiley-VCH.
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crystals showed long term stability in the pores under ambient 
conditions, incubation at relative humidities of 90% induced 
a transformation to α-glycine within 24 h.[276] These crystals 
were now oriented with the [100] axis parallel to the pore axis, 
corresponding to a 90° rotation of the glycine molecules with 
respect to the original β-glycine crystals. Notably, addition 
of chiral auxiliaries to the growth solution that retard growth 
of β-glycine along the [010] and [010] axes changed the orien-
tation of the crystals such that the [105] direction (which lies 
perpendicular to the (102) plane) was oriented parallel to the 
pore axis.[272] This represents a rotation of 90°, where the {010} 
planes were now parallel to the pore axis.

A range of other organic compounds have also been shown 
to exhibit orientation in cylindrical pores. Crystals of ROY were 
formed within 30 nm pores of poly(cyclohexylethylene) (PCHE) 
monoliths containing hexagonal arrays of cylindrical pores, and 
the R crystals were oriented such that the (111) plane is aligned 
with the pore axis.[278] Crystals of HFPD formed within porous 
polystyrene monoliths showed a preferential orientation such 
that the (012) planes were approximately parallel to the long 
axis of the pores.[271] This plane features HFPD molecules held 
together by in-plane hydrogen bonds, such that only the nonpolar 
CF2 groups protrude from its surface. This orientation therefore 
also minimizes the contact of the polar hydroxyl groups with the 
polystyrene pore walls. Crystallization of an organic semicon-
ductor (triisopropylsilylethynyl pentacene) within 60–200  nm 
AAO membrane pores resulted in preferential orientation such 
that the fast-growing direction (the π-stack direction) was aligned 
with the long axes of the pores,[279] and oriented acetaminophen 
(paracetamol) formed within AAO membrane pores where the 
(0k0) faces of the form II crystals, and the (h00) faces of the form 
III crystals were oriented normal to the pore axes.[280]

A detailed study was also carried out of the orientations of 
crystals of α,ω-alkanedicarboxylic acids (HO2C(CH2)n−2CO2H, 
n  = 3−13, odd) in the cylindrical pores of PCHE monoliths 
and revealed a dependence of the orientation on the chain 
length.[281] Crystals of malonic acid (n  = 3) in 14, 30, and 
40 nm pores existed in two orientations, both of which lay par-
allel to the direction of the hydrogen-bonded chains. Crystals 
of glutaric acid (n  = 5) also possessed orientations where the 
hydrogen-bonded chains were coincident with the long axes 
of the 30 and 40 nm pores, but the 14 nm pores supported an 
entirely different orientation in which the average direction 
of the hydrogen-bonded chains lay perpendicular to the pore 
axis. Pimelic acid (n  = 7) crystals were similarly oriented with 
their hydrogen-bonded chains parallel to the pore direction, but 
crystals of n = 9, 11, or 13 alkane dicarboxylic acids adopted ori-
entations in which the hydrogen-bonded chains progressively 
tilted away from the pore direction as the alkane length was 
increased. This was attributed to changes in the fast-growing 
crystal direction according to the alkane structure, where crys-
tals oriented such that their rapidly growing axis can grow 
unrestricted at the expense of crystals in other orientations.[213]

Inorganic compounds also exhibit preferential orientation. 
Single crystals of Rochelle salt (NaKC4H4O6·4H2O) and KNO3 
preferentially oriented with their respective 〈100〉 and <〈010〉 axes 
parallel to the long axes of 35 nm AAO membrane pores, where the 
KNO3 crystallized with the aragonite form.[282] Single crystal Bi2S3 
nanowires formed within 20–80 nm pores using metal–organic  

chemical vapor deposition (MOCVD)[283] were oriented with 
the [002] direction parallel to the long axis of the pore,[283] while 
single crystal nanorods of the superconductor YBa2Cu3O7−δ 
(YBCO) were preferentially oriented with the [100] axis parallel to 
the pore axis.[284] CdS nanorods formed via an electrochemical 
method were oriented with their c-axes parallel to the long axes 
of the pores.[285] Silicon wafers can also be etched to create arrays 
of cylindrical channels, and crystallization of n-hexanes within 
10 nm pores resulted in crystals with the triclinic structure char-
acteristic of the bulk phase aligned with their fast-growing 〈001〉 
axis parallel to the long axis of the pore.[286]

A strong pore size dependence has been seen in the ori-
entation of calcium phosphate (CaP) within the pores of TE 
membranes (Figure  19c–h).[273,287] CaP was precipitated within 
25–300  nm pores under physiological conditions, where the 
progression from amorphous CaP to octacalcium phosphate 
(OCP) or hydroxyapatite (HAP) was retarded in the membrane 
pores. The intra-pore crystals exhibited rod-like morphologies 
and were either single crystal OCP or polycrystalline HAP. 
They were also oriented such that the fast-growing [001] axis 
of HAP was parallel to the long axis of the pore with angular 
spreads of ±15°–25° for the 200 nm and ±15°–20° for the 50 nm 
rods. Exploration of even smaller pores of 20  nm was made 
possible using AAO membranes, where a high degree of orien-
tation was achieved with an angular spread of ±5°–12°.

These experiments are also relevant to CaP precipitation 
in biological nanocomposites, such as bone and dentine. Both 
bone[288,289] and collagen fibrils mineralized in vitro[39,290,291] 
exhibit preferential orientation of the c-axes of the HAP crystal-
lites with the long axis of the collagen fibrils with an angular 
spread of ≈±15°. The mechanism by which collagen directs the 
orientation of HAP has been much discussed and has been 
attributed to factors such as a structural match between the HAP 
nanocrystals and the collagen. The possibility that the confines 
of the gap region in collagen directs orientation has also been 
suggested. These simple experiments with TE membranes add 
support to the hypothesis that confinement effects play a role in 
determining the orientation of HAP platelets in collagen.

Insight into the mechanism by which crystals achieve a prefer-
ential orientation within nanopores was obtained from a study of 
the growth of Ni(OH)2 within AAO membranes (Figure 20).[292] 
There, membranes were coated with a thin layer of carbon 
using CVD of propylene and were then impregnated with an 
ethanolic solution of Ni(NO3)2·6H2O and dried. Following 
hydrothermal treatment in 10 m NaOH at 150  °C dissolution  
of the AAO membrane released carbon nanotubes containing 
the nickel compound. With their electron transparent character, 
this system enabled the crystallization pathway to be evaluated.

Detailed examination of crystallization within 100 nm pores 
revealed that after 1 h reaction time the pores contained <50 nm 
hexagonal crystals of β-Ni(OH)2, together with some small, thin 
crystals (Figure 20e–h). The hexagonal crystals have exactly the 
same structure, and comparable shapes and sizes to Ni(OH)2 
formed using a hydrothermal route in bulk solution. Larger 
hexagonal crystals and some small nanorods were observed 
after 6 h, and after 24 h most of the hexagonal platelets had 
grown to reach the walls of the nanotube. These were oriented 
such that the (001) planes that comprise the large faces of the 
hexagon were parallel to the pore axis. The nanorods then 
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continued to increase in number and size at the expense of the 
hexagonal crystals with longer reaction times. Comparison with 
different-sized pores showed that short nanorods were present 
after just 6 h in 25 nm pores, while individual hexagonal plate-
lets alone were present in the 300 nm pores after 24 h. Trans-
formation into single crystal nanorods was therefore attributed 
to an Ostwald ripening mechanism, where larger crystals grow 
at the expense of smaller ones. The small pores thus create a 
unique environment that can dictate the morphology, orienta-
tion and number of crystals within the nanopore.

7.2.3. Influence over Polymorph

The nanoscale pores within AAO- and TE-membranes and 
CPGs can stabilize metastable polymorphs of many crystals, 
where this has been attributed to a range of effects. Looking 
first at the behavior of organic compounds in confinement, 
metastable β-glycine exclusively formed within 20–200  nm 
AAO nanopores,[276] CPGs with pore sizes of 7.5, 24, and  
55 nm[277] and porous polystyrene–poly(dimethyl acrylamide) 
(PS-PDMA) monoliths with 10 and 20  nm pores[277] when the 

porous matrices were immersed in a glycine solution and then 
vacuum dried. This compares with α-glycine in bulk solution. 
β-glycine was stable for over a year within the 7.5, 24 nm CPGs, 
and transformed to the α-phase within 60 days in the 55  nm 
CPG. All crystals within the CPGs also exhibited a melting 
point depression that increased in magnitude with decreasing 
pore size.

An alternative study identified a mixture of glycine poly-
morphs within AAO membranes with 55  nm pores, where 
crystallization was induced by immersing the membrane in 
unsaturated solutions of glycine and then incubating for 20 h 
at 24 °C.[275] Concentrations of 2.3 g glycine/10 g H2O yielded 
the α-polymorph only, 2.0  g/10  g a mixture of the α- and 
β-polymorphs, and 1.8  g/10  g a higher ratio of the β- to the 
α-polymorph. The increase in β-polymorph with decreasing 
concentration was attributed to a lower diffusion rate of mole-
cules to the nucleation site, which limited the formation of the 
more stable α-phase.

Looking then at the much-studied model compound ROY, 
crystals were formed within 30  nm pores by evaporating a 
pyridine solution of ROY in contact with a PCHE monolith.[278] 
Both the Y-polymorph and amorphous ROY were identified, as 

Figure 20. Schematic of the hydrothermal synthesis of Ni(OH)2 crystals inside carbon-coated 1D nanochannels of anodic aluminum oxide (AAO).  
a–d) TEM images and an SAED pattern of Ni(OH)2 crystals synthesized for different periods in the nanochannels with diameters of 100 nm (a–c) and 
300 nm (d). The inset in (a) is an SAED pattern of the crystal labeled 1. e–h) High-magnification TEM images of Ni(OH)2 crystals synthesized for dif-
ferent hydrothermal periods in 25 nm diameter nanochannels: a) 1 h; b) 24 h; c) 96 h; d) 24 h; e) 1 h; f) 6 h; g) 24 h; h) 96 h. Schematic (top): Adapted 
with permission.[292] Copyright 2007, Royal Society of Chemistry. a–h) Reproduced with permission.[292] Copyright 2007, Royal Society of Chemistry.
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compared with the Y polymorph on the surfaces of nonporous 
PCHE. A further heating/cooling cycle was also performed 
after removing any bulk crystals from the porous monolith sur-
face, and amorphous ROY and the R polymorph were gener-
ated. Notably, crystallization of ROY was suppressed in 20 nm 
pores, such that amorphous ROY formed. This was attributed 
to the pores being too small to accommodate critical nuclei of 
any of the crystalline polymorphs. By comparison, polymorphs 
R and ON formed on the monolith surface.

Acetaminophen (paracetamol) has three known polymorphs, 
where Type-I is the most stable, Type-II metastable, and Type-
III unstable under bulk conditions. Selectivity over polymorph 
has been obtained by crystallizing within AAO membranes 
and CPGs with different sized pores.[280,293–295] Acetaminophen 
was crystallized within CPG membranes by immersing them 
in molten acetaminophen and then cooling.[293–295] The crystal-
line layer on the surface of the membranes was then removed 
and the sample was subjected to differential scanning calo-
rimetry (DSC) scans. Cooling in the presence of a reservoir 
on the membrane surface led to the formation of Type-I aceta-
minophen in CPGs with pore sizes between 22 and 103  nm. 
Confinement within the nanopores resulted in a melting point 
depression, where this was very small for the 103 nm pores and 
increased in magnitude with decreasing pore size.

Samples in which acetaminophen was only located within 
the pores were also quenched from 180 °C, generating an amor-
phous solid. Isothermal heating yielded the type-III polymorph 
at 80  °C and the type-II polymorph at 100  °C. Similar studies 
with AAO membranes of pore sizes of 25–400 nm showed that 
type-II and III are formed in pores >100 nm.[293] That all three 
polymorphs can form within these environments demonstrates 
that the stabilization of metastable phases cannot be ascribed to 
the exclusion of phases whose critical nuclei are too large.[293] 
Examination of CPGs with pore sizes of only 4.6  nm showed 
that crystallization was completely suppressed in this environ-
ment.[294] Estimation of the critical nucleus size as ≈4 nm sug-
gests that the pore diameter may simply be too small to allow 
the formation of a crystalline nucleus. The low mobility of 
molecules at the reduced crystallization temperature may also 
lead to slow kinetics.

A strong size effect was seen for the crystallization of o-ter-
phenyl and benzyl alcohol within CPGs with pore sizes of 
4–73 nm,[296] where o-terphenyl only crystallized in 73 nm pores 
while the crystallization of benzyl alcohol depended on the pore 
size and reaction conditions. Benzyl alcohol failed to crystallize 
in 4 nm pores, and crystallization only occurred in 8.5 nm pores 
when they were overfilled, potentially due to the formation of 
nuclei outside the pores. Failure to crystallize in the smallest 
pores may be due to the inability of a critical nucleus—which is 
estimated to have a size of around 4 nm—to form in the highly 
constrained pore. The failure of o-terphenyl to crystallize may 
arise from its recognized slow kinetics.

Polymorph selectivity of anthranilic acid (AA) in CPGs was 
also attributed to a size-restriction of a critical nucleus. AA 
crystallizes in three polymorphs, where form II is formed on 
cooling supersaturated solutions or by rapid evaporation at 
room temperature. Form III can be generated from the melt, 
and mixtures of II and III can be obtained by sublimation. 
CPG beads were infiltrated with molten AA and then slowly 

cooled.[278] Form III AA formed on the surfaces of the beads 
and within beads with 55  nm pores, while Form II was the 
dominant polymorph in 23 nm pores and the sole product in 
7.5 nm CPGs. Polymorph selectivity was attributed to the larger 
critical nucleus of the type-III polymorph, which precluded its 
formation in the 7.5 nm pores.

In our final example of studies of organic compounds, 
the influence of the structure of small organic molecules 
on their crystallization within porous PCHE monoliths and 
CPG beads was investigated for a series of α,ω-dicarboxylic 
acids and coumarin (1,2-benzopyrone) (Figure  21).[297] Glu-
taric acid (HOOC(CH2)3COOH) was precipitated within these 
porous media by infiltrating them with a methanolic solu-
tion, and then evaporating the solvent. Both the α and β poly-
morphs formed in PCHE monoliths with 14 nm pores, while 
only α-glutaric acid in 30 and 40 nm pores; β-glutaric acid is 
stable in bulk. Subsequent melting and recrystallization of the 
intrapore crystals then yielded the α-polymorph alone in all 
three pore sizes. A mixture of the α and β polymorphs formed 
in 7.5, 24, and 55  nm pores in the CPGs. The CPGs were 
also infiltrated with molten glutaric acid, in which case the 
α-polymorph exclusively formed on cooling. The β to α transi-
tion was also suppressed in these confined environments. This 
behavior suggests that α-glutaric acid is thermodynamically 
favored in nanoscale confinement, and that the β-polymorph is 
a kinetic product when crystallized by evaporation of methanol 
solutions.

Pimelic acid (HOOC(CH2)5COOH) has three polymorphs, of 
which the α and β polymorphs precipitated within CPGs filled 
from a methanolic solution, while the α-polymorph was the 
sole product in the monolith under these conditions. Different 
results were obtained for samples produced by cooling of a 
melt. A new polymorph (termed δ) formed within 7.5 nm CPGs, 
while the α- or δ-polymorphs formed within 23 nm pores and α 
only in 55 nm pores. Conversion to the δ-polymorph within the 
7.5 and 23 nm pores occurred within 1 month. The δ-polymorph 
was also the sole form within the 14 and 30 nm monolith pores, 
while a mixture of the δ- and α- polymorphs was generated 
in the 40 nm pores. The δ-pimelic acid crystals within 30 nm 

Figure 21. Schematic summarizing the results of the crystallization of 
α,ω-alkanedicarboxylic acids, including pimelic acid (C7, n = 7), glutaric 
acid (C5, n = 5), and suberic acid (C8, n = 8), and coumarin in the pores 
of p-PCHE and CPG. This resulted in the identification of three, previously 
unreported polymorphs. Reproduced with permission.[214] Copyright 2014, 
Royal Society of Chemistry.
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pores underwent partial conversion to the α-polymorph within 
one month, while it was stable for over a year in 14 nm pores.

Only one polymorph is recognized for suberic acid 
(HOOC(CH2)6COOH), but bulk experiments have suggested the 
existence of a metastable β-phase. Cooling of a melt of suberic 
acid within the CPGs yielded the β-polymorph, which remained 
stable at room temperature. A new form of coumarin—termed 
the β-polymorph—precipitated within 14 nm pores in the mono-
liths, while a mixture of α- and β-coumarin crystallized in 30 
and 40 nm pores. α-coumarin exclusively formed within 55 nm 
CPGs, while the β-polymorph was also present in the smaller 
pores. The data was consistent with the α-coumarin having 
greater stability at crystal sizes of 55  nm and above, and the 
β-polymorph for crystal sizes of 23 nm or below.

Polymorph selectivity has also been observed for inorganic 
compounds in confinement. Pressure injection was used to 
fill the AAO membrane pores with liquid Bi, which crystal-
lized under slow cooling.[298] While the majority of the rods 
formed had the same structure as the bulk crystal, some pores 
contained a metastable, high-pressure phase. As Bi expands on 
transformation from liquid to solid, it was suggested that the 
membrane pores could impose an external stress that stabilizes 
the high pressure crystal structure.

The polymorph of the all-inorganic cesium lead halide 
(CsPbI3) perovskite can also be selected using confinement 
effects.[299] The α-phase has attractive semiconductor proper-
ties, but typically converts to the nonphotoactive δ-phase at 
temperatures below 300  °C. The δ-phase was the only poly-
morph detected within 112  nm pores in AAO membranes, 
while a mixture of the α- and δ-phases was produced in 69 nm 
pores. The α-phase alone was found in 30 and 41 nm pores. The 
perovskite methylammonium lead iodide (MAPbI3) has also 
been deposited within AAO membranes with pores of diameter 
20–200  nm.[300] These environments supported the formation 
of a metastable crystalline phase containing solvent molecules, 
where the crystals were oriented such that alternating sheets of 
PbI2 and solvent molecules lie parallel to the long axis of the 
pores. Annealing at 130 °C converts this phase to randomly ori-
ented MAPbI3 crystals. The confines of the membrane pores 
also retard the degradation of MAPbI3 to PbI2, where they 
remained stable for over two weeks.

Significant effects on polymorph were observed for potas-
sium ferrocyanide, K4Fe(CN)6 (KFC) on crystallization within 
CPGs with very small pore sizes. KFC crystallizes at room tem-
perature as an anhydrous form (KFC) and as potassium ferro-
cyanide trihydrate (KFCT), which has a metastable tetragonal 
form and a thermodynamically stable monoclinic polymorph. 
Anhydrous KFC, which was never observed on precipitation in 
bulk aqueous solution, was the first phase to crystallize within 
the CPGs and was present for at least 1 day in 8, 48, and 362 nm 
pores.[301] Slow transformation to the metastable tetragonal 
polymorph of KFCT then occurred, where this polymorph was 
stable for a month in 8 nm pores. Finally, this converted to the 
thermodynamically stable monoclinic polymorph. Notably, this 
phase was always found after a few minutes in bulk solution.

Extensive studies have focused on the crystallization of cal-
cium carbonate within the pores of TE membranes,[35,36,38,302,303] 
in order to gain insight into the mechanisms by which 
organisms gain control over biomineralization processes. 

Precipitation of calcium carbonate at low temperatures invari-
ably generated ACC that was stable for up to 30 min and that 
subsequently transformed to calcite.[35,36] However, the yield of 
crystals was low in small pores (≈50 nm) using this strategy.[38] 
Infiltration into small pores was vastly enhanced by addi-
tion of low concentrations of the polyelectrolytes poly(aspartic 
acid) (PAsp) or poly(acrylic acid) (PAA) where these generate 
a so-called polymer-induced liquid precursor (PILP) phase.[304] 
The mineral precursor phase subsequently crystallized within 
the membrane pores to give high aspect ratio single crystals 
(Figure 22a,b).[38]

TE membranes were also used to investigate the potential role 
of confinement in calcite/aragonite polymorphism.[305] While 
aragonite is only slightly less thermodynamically stable than cal-
cite under ambient conditions, it typically only forms as a minor 
product in additive-free solutions at room temperature. How-
ever, aragonite is an abundant biomineral, and certain organ-
isms can selectively generate calcite and aragonite. The mecha-
nism by which they achieve such control has been the subject 
of intense interest, where it is widely believed that organisms 
achieve polymorph selectivity using organic macromolecules. 
Experiments were conducted using uncoated polycarbonate TE 
membranes and low concentrations of magnesium and sulfate 
ionsboth of which promote aragonite formation and which 
are present in high concentrations in the oceans.

Experiments were initially performed in bulk solution to 
identify sulfate and magnesium concentrations that promote 
low levels of aragonite. These were then applied to the TE 
membrane system with pore diameters of 1200, 800, 200, 50, 
and 25 nm. The crystals in the 1200 nm pores and on the sur-
faces of all of the membranes were almost entirely calcite. The 
proportion of aragonite then increased with a decreasing pore 
diameter to 19% aragonite in 800 nm pores and 69% in 200 nm 
pores, and aragonite was the sole polymorph in 50 and 25 nm 
pores (Figure  22c). Experiments were also conducted in the 
absence of magnesium and sulfate. Very little aragonite formed 
in the 1200 and 800 nm pores and just 8% in the 200 nm pores. 
However, 47% of the crystals in the 50 nm pores were aragonite 
and aragonite single crystals formed in the absence of any addi-
tives in the 25 nm pores.

Growth within the cylindrical pores also influenced the orien-
tation and single crystal/polycrystalline characteristics of the rods. 
Aragonite crystals grown in the presence of magnesium and sul-
fate in the 200  nm pores were polycrystalline and exhibited no 
preferential orientation. Those in the 50 nm pores were virtually 
single crystals, and the 25 nm rods indistinguishable from single 
crystals (Figure  22c,d). These aragonite crystals were preferen-
tially oriented with the c-axis (the direction of fast growth) par-
allel to the pore axis, such that ≈50% and 100% of rods in the 50 
and 25 nm pores were oriented in this way. 90% of the aragonite 
crystals formed in the 25 nm pores under additive-free conditions 
were also oriented with their c-axes parallel to the pore axis.

No definitive answer can be given for the selection of arago-
nite in these small volumes. However, a graph of the aragonite 
percentage versus the inverse of the pore diameter reveals a 
linear relationship between these quantities. This is expected if 
the number of aragonite nucleation sites is proportional to the 
surface area (d2), while the amount of CaCO3 is proportional 
to volume (d3) under a constant rate of crystal growth. The 
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proportion of aragonite therefore increases with the degree of 
confinement as the surface increases in importance relative to 
the bulk. This may be related to a surface-induced alteration of 
the local ionic environment in the small pores, where the dis-
tribution of ions adjacent to a charged membrane surface can 
differ significantly in a membrane pore compared with a planar 
surface, particularly for divalent ions.[306,307]

7.2.4. Influence of Surface Chemistry

A number of studies have shown that the surface chemistry 
of the pore can also influence crystallization. Bi was crystal-
lized within AAO membranes that had either been anodized 
in H2C2O4 and etched using H3PO4 (termed C-templates) or 
anodized or etched using H2SO4 (S-templates). These had pore 
sizes of 20–120 and 9–30 nm, respectively.[298] Oriented single 
crystal nanorods formed within the pores, where 90% of those 

in the C-membranes were directed with the (202) plane parallel 
to the plane of the membrane. Two orientations were observed 
in the S-membranes such that the (012) or (202) plane was par-
allel to the plane of the membrane.

The influence of the membrane surface chemistry was 
investigated for the crystallization of hentetracontate (termed 
C41) within AAO membranes using X-ray diffraction and noni-
sothermal crystallization, where the samples were incubated at 
120 °C for 5 min, and then cooled to 30 °C at different cooling 
rates.[308] C41 crystallized at two temperature ranges below the 
bulk value within unmodified membranes. In membranes 
modified with polydimethylsiloxane, in contrast, crystallization 
was suppressed at the upper temperature range, and enhanced 
at the lower temperature range. The orientation of the C41 
crystals was also affected by the surface of the membrane, such 
that the C41 crystals were oriented with the a-axis parallel to 
the pore axis within the unmodified membranes, while two ori-
entations—one identical to the unmodified membrane and the 

Figure 22. a,b) SEM images of calcite crystals precipitated in 100  nm pores of track-etched membranes in the presence of poly(aspartic acid).  
a,b) Reproduced with permission.[38] Copyright 2011, Wiley-VCH. c) XRD spectra showing the increase in the proportion of aragonite formed as the pore 
size reduces for crystals precipitated under conditions [Ca2+] = [CO3

2−] = 1.5 × 10−3 m and [Ca2+]:[Mg2+]:[SO4
2−] = 1:2:1. A, aragonite; C, calcite. d,e) TEM 

image and corresponding electron diffraction pattern of a single aragonite rod precipitated in 50 nm membrane pores under the solution conditions 
described in (c). c–e) Reproduced with permission.[305] Copyright 2018, National Academy of Sciences, USA.
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other with the (110) plane parallel, and the c-axis perpendicular 
to the pore axis—were obtained in the modified membranes.

The surface chemistry can also influence the polymorph 
produced, as seen in the calcium carbonate system. CaCO3 was 
precipitated within AAO membranes with 200 nm pores whose 
surfaces were modified with Gly-His and Gly-Ser peptides,[309] 
and small, polycrystalline aragonite particles formed within the 
pores as compared with calcite under identical bulk solution 
conditions. However, it cannot be ruled out that dissolution of 
the membranes under the experimental conditions used con-
tributed to the polymorph observed.

Variation in CaCO3 polymorph was also observed in TE 
membranes depending on the source of the membranes.[302] 
Comparison of crystal growth from [Ca2+] = 10  × 10−3 m solu-
tions in membranes with 200  nm pores from two suppliers 
showed that Millipore membranes supported the formation of 
a high yield of intrapore crystals. These crystals were almost 
exclusively single crystals of vaterite that remained stable  
for >4 days even when the membrane remained immersed in 
the reaction solution. This compares with the calcite crystals 
formed on the membrane surfaces. In contrast, a low yield of 
intra-pore crystals was obtained in membranes supplied by 
Sterlitech. These were ≈1/1 calcite/vaterite as compared with 
calcite on the membrane surface. That the two membrane types 
behave differently suggests that they must create different envi-
ronments within the pores. However, extensive characterization 
of the pore size distributions, the surface chemistry, and topog-
raphy revealed only minor differences in the surface roughness 
and no compositional variations. Very subtle differences in the 
microenvironments within the pores must drive the observed 
effects on CaCO3 precipitation, where these could comprise 
differences in the density or conformation of the chemical 
species lining the membrane pores. It is also interesting that 
single crystals of vaterite form within the membrane pores as 
compared with the polycrystalline particles that invariably form 
in bulk solution. This again demonstrates that the membrane 
pores must limit vaterite nucleation such that nuclei can grow 
with limited competition to give a single crystal product. A sim-
ilar mechanism was proposed for the growth of single crystals 
of Pb in carbon nanotubes.[310]

8. Mesoporous Solids

Mesoporous silica has been extensively explored as a carrier for 
drug delivery, where the small pores can readily stabilize many 
drugs in an amorphous form, and thus enhance solubility.[311–315] 
The majority of work has focused on MCM-41 and SBA-15 
where these have pore sizes of ≈4 and ≈8 nm respectively. NMR 
has been used to investigate the environment of small mole-
cules[316–318] and larger drug molecules[319] within mesoporous 
silica. Crystallization of flufenamic acid (FFA) was investigated 
in the mesoporous silicas MCM-41, SBA-15, and MCF where 
these have pore sizes of 3.2, 7.1, and 29  nm, respectively. No 
crystallinity was observed in the MCM-41 or SBA-15 after filling 
with the melt. Crystallization did occur in the larger pores of 
MCF, however. 19F NMR of FFA-MCF revealed the presence of 
two molecular environments corresponding to crystalline mate-
rial and a liquid-like layer at the surfaces of the pores. Analysis 

of FFA-MCM and FFA-SBA also revealed two environments 
corresponding to a disordered amorphous phase and a liquid-
like surface phase, where the liquid-like surface layer can be 
attributed to weak interactions between the hydrophobic FFA 
guest and the hydrophilic silica surface. NMR was additionally 
used to follow the crystallization of FFA-MCF, and revealed that 
the population of FFA molecules associated with the liquid-like 
layer remains unchanged over time.

9. Crystallization in Wedge Geometries

A wedge-shaped geometry provides the opportunity to study 
crystallization between surfaces that range continuously from 
angstroms to the macroscopic level in a single experiment. 
Importantly, it is also possible to create wedges that are sharp 
on the nanoscale, and even at the atomic-level. Effective ways of 
creating a well-defined wedge with a sharp apex include placing 
a sphere on a planar substrate or by crossing two half cylin-
ders. Both create an annular wedge, where the separation of the 
surfaces as a function of the distance from the contact point 
is defined by the radius of the sphere/cylinder. Natural cracks 
that occur in brittle materials can provide an opportunity for 
studying crystallization in atomically sharp environments.

9.1. Surface Forces Apparatus (SFA)

The SFA is used to measure the force between two surfaces 
in liquid and in vapor.[320] This is achieved using two curved, 
atomically flat surfaces (usually mica), which are mounted in 
a crossed-cylinder configuration. The surface separation h 
between identical crossed cylinders with radii of curvature R is 
equal to that between a sphere of radius R and a flat surface, 
and is related to the radial distance x from the contact point by

/22 2 2h R R x x R= − − ≈  (29)

Mounting one of these surfaces on a mechanical spring and 
recording its deflection allows the force between the surfaces 
to be determined as a function of the surface separation. 
The separation, in turn, is determined using multiple beam 
interferometry. Replacement of the spring with a more rigid 
support enables this apparatus to be used to study confinement 
effects on phase behavior.[43] Further, information about the 
refractive index, and thus the phase of the material between the 
surfaces can also be obtained using interferometry.

Freezing/melting phenomena have been studied in the 
SFA, as reviewed by Christenson.[43] The process of capillary 
condensation from unsaturated vapor has been widely investi-
gated, and the liquid condensate sometimes crystallizes below 
the melting point (Tm) when the surfaces are separated. Direct 
deposition of solid from vapor has also been observed at tem-
peratures well below Tm. Significant differences in behavior are 
observed for different compounds.

An SFA was used to study the behavior of an aqueous 
solution of the chloride salt of the low solubility rod-shaped 
dye molecule bis-(dimethylamino)heptamethine (BDH+Cl−) 
in the confines between two mica surfaces.[321] The cationic 
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dye molecules adsorb to the mica surfaces, where they can 
interact and ultimately form aggregates when present at suf-
ficient concentrations. Multiple approach/separation cycles 
therefore lead to the formation of a crystal, where cations 
accumulate between surfaces separated by a molecularly thin 
gap, and then add to the aggregates as the surface separation 
is increased.

The interaction between two polycrystalline calcite sur-
faces and their surface reactivity in confinement has also been 
studied using an SFA,[322,323] and similar systems have been 
considered using modeling approaches.[324,325] Experiments 
were conducted using calcite surfaces glued to two crossed cyl-
inder disks, where the calcite thin films were deposited on mica 
using atomic layer deposition. Solutions were saturated with 
CaCO3, and the influence of the additional electrolytes NaCl, 
CaCl2, and MgCl2 was also explored.[322] Force curves were 
measured as a function of the surface separation, and repulsive 
forces were recorded in all cases. Despite the solution being 
saturated with respect to calcite, the calcite surfaces underwent 
minor dissolution, where this was attributed to the roughness 
of the films. Dissolution was then followed by the onset of a 
precipitation front, which propagated inward toward the con-
tact zone. Precipitation was attributed to a build-up of super-
saturation and was associated with a significant increase in the 
repulsive forces. The precipitates were consistent with ACC 
and moved freely in the solution, suggesting that they did not 
nucleate on the calcite surfaces. Subsequent approach/separa-
tion cycles eventually led to the formation of ≈5  µm particles 
that appeared to be crystalline. Added NaCl and CaCl2 induced 

faster formation of the precipitation front, which could be 
attributed to more rapid dissolution of the calcite or decreased 
solubility of the calcium carbonate, while Mg2+ ions signifi-
cantly delayed nucleation.

9.2. Crossed Cylinders Apparatus

A crossed cylinder apparatus was used to investigate the effects 
of confinement on the precipitation of calcium carbonate,[326,327] 
calcium phosphate,[328] calcium oxalate,[329] and calcium sul-
fate.[330] Cylinders with diameters of 25 mm offer a surface sep-
aration that varies from zero at the contact point to 2–3 mm at 
the air/solution interface of the droplet (around 7–8 mm from 
the contact point). A droplet of supersaturated solution is placed 
between the cylinders, providing a large reservoir of ions. The 
crystals precipitated on the cylinders can be characterized after 
separating the cylinders, and their position with respect to the 
contact point yields the surface separation at which they formed 
(Figure 23a,b).

Looking first at calcium carbonate,[326] experiments were con-
ducted with glass cylinders coated with a gold thin film, and 
then functionalized with a SAM of mercaptohexadecanoic acid 
(MHA). Solutions with concentrations of (4–10) × 10−3 m Ca2+  
were employed. Surface separations >10  µm supported the 
formation of calcite crystals with comparable number densi-
ties, orientations and morphologies to those formed on the 
same surfaces in bulk solution (Figure  23c). Separations of 
≈5 µm were characterized by a change in morphology, where 

Figure 23. a) Schematic diagram of the crossed-cylinder configuration with radius of curvature R. b) The surface separation h plotted as a function of 
distance x to the contact point. c–f) Representative SEM images of calcium carbonate precipitated between crossed cylinders at approximate surface 
separations of millimeters (c), 10 µm (d), 2 µm (e), and 0.5 µm (f). As the separation decreases the particles become less geometric and more amor-
phous in character. a–f) Reproduced with permission.[326] Copyright 2010, Wiley-VCH.
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the crystals were now irregular in shape and bounded by 
many small faces (Figure  23d). No morphological features 
characteristic of crystalline CaCO3 were seen in particles 
formed at surface separations of <0.5 µm, where the particles 
were about 10 µm in diameter, and roughly circular in shape 
(Figure  23f). These particles were confirmed as ACC using 
Raman spectroscopy, where transformation to calcite was 
recorded after heat treatment. Confinement—even at large 
length scales (sub-micrometer)—can therefore lead to stabili-
zation of a metastable intermediate, where ACC is short-lived 
under comparable solution concentrations in bulk solution.

The origin of this confinement effect on the stabiliza-
tion of ACC was considered. The surface free energy of ACC 
is expected to be lower than that of calcite, such that contact 
between ACC and a solid substrate should be more favorable 
than contact between calcite and the substrate, while the bulk 
free energy of calcite is lower than that of ACC. In confine-
ment, if the particle surface area is very large with respect to the 
volume, an ACC particle can therefore become thermodynami-
cally more stable than calcite. This dimension was estimated 
by considering ACC precipitates close to the contact zone to 
be discs of radius r and thickness d. The total free energy dif-
ference ΔG between calcite and ACC consists of a bulk term 
ΔGbulk and a surface term ΔGsurf, where the surface free-energy 
change for crystallization is given by

π γ γ π γ γ π γ γ∆ = − + − = ∆ + ∆2 ( ) 2 ( ) 2 ( )surf
2

s/calc s/ACC W/calc W/ACC s LG r rd r r d

 (30)

γS/calc, γS/ACC, γW/calc, and γW/ACC are the free energies of the sub-
strate–calcite interface, the substrate–ACC interface, the water–
calcite interface, and the water–ACC interface, respectively. ΔγS 
and ΔγL are the differences according to Equation (2). The bulk 
term is
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where ΔGcryst is the free energy of crystallization of calcite per 
mole, and at equilibrium

0surf bulkG G G∆ = ∆ + ∆ =  (32)

These equations can then be combined to give the following 
equation for the value of ΔGcryst for the conversion of ACC to 
calcite
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Taking a value of ΔGcryst at 18 kJ mol−1 at 20 °C,[331] VM = 3.7 × 
10−5 m3, and γS ≈ 10 mJ m−2 and ΔγL ≈ 100 mJ m−2, where these 
are order-of-magnitude estimates, one obtains
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 =  (34)

where d and r are in nm. Particles with micrometer-scale diam-
eters would therefore need to have thicknesses in the order of 
0.1 nm for ACC to be thermodynamically stable with respect to 
calcite.

The stabilization of ACC with respect to calcite at such large 
surface separations must therefore be kinetic in origin. It was 
suggested that this effect could derive from the restricted con-
tact between the ACC precipitates and solution when they are 
sandwiched between the glass surfaces. Synthetic ACC can be 
stable for long periods of time when isolated from aqueous 
solution,[332] or when precipitated from nonaqueous solvents 
such as ethanol.[333] Further, an initial dissolution/repre-
cipitation step is considered essential in the transformation 
process.[334]

Calcium carbonate was also precipitated between crossed 
glass cylinders with nonfunctionalized surfaces, from solu-
tions with low supersaturations: [Ca2+] = [CO3

2−] = 0.5 × 10−3, 
1.0 × 10−3, 1.5 × 10−3, 2.5 × 10−3, and 4.5 × 10−3  m.[327] After 
1 day, solution concentrations of [Ca2+] = [CO3

2−] = 4.5 × 10−3 m 
yielded rhombohedral calcite crystals at h ≥ 2.5 µm, while plate-
like vaterite crystals were observed at h ≈ 1 µm. Aggregates of 
ACC were observed at h  ≤ 0.5  µm. Lower concentrations of  
1.5 × 10−3 m yielded calcite at h > 10 µm, vaterite and ACC at h ≈ 
5–10 µm and ACC alone at h ≈ 2.5 µm. All of the ACC particles 
observed at this, and lower concentrations were nonaggregated. 
No vaterite was observed from 1.0 × 10−3 m CaCO3 solutions, 
where small calcite crystals formed at h > 10 µm, and ACC par-
ticles at separations of 5 µm and below. At 0.5 × 10−3 m, sparsely 
distributed individual nanoparticles consistent with ACC were 
observed, but were too small to analyze with selected-area 
electron diffraction. These data can be compared with control 
experiments performed in bulk solution, where calcite was the 
only crystalline phase formed in 1.5 × 10−3 and 1.0 × 10−3 m solu-
tions, and ACC was only occasionally detected. No ACC or cal-
cite were ever found in 0.5 × 10−3 m solutions after 1 day. These 
results therefore confirm predictions from a titration study 
which suggest that the solubility product of ACC is an order 
of magnitude lower than previously believed.[335] The stabiliza-
tion provided by confinement can therefore enable detection of 
metastable phases at solution concentrations where observation 
may be impossible in bulk solution. They also highlight the 
role of surface chemistry in directing crystallization in confined 
environments, where no vaterite was observed under compa-
rable solution conditions with functionalized glass surfaces.

Investigation of the effects of confinement on the precipi-
tation of calcium sulfate,[330] calcium phosphate,[328] and cal-
cium oxalate[329] showed a similar pattern of results, where 
metastable phases were significantly stabilized between 
the surfaces of the crossed cylinders. Looking first at cal-
cium sulfate, these experiments were conducted with a TEM 
grid inserted between the crossed cylinders to facilitate  
characterization of the precipitated particles (Figure  24a). 
Bassanite (CaSO4⋅0.5H2O) was the first phase formed from 
100 × 10−3 m solutions, and fully transformed to gypsum 
(CaSO4⋅2H2O) after 10 min. In the crossed cylinders apparatus, 
in contrast, bundles of gypsum crystals and individual gypsum 
plates were present at h = 5 µm, while a mixture of gypsum plates 
and bassanite nanorods formed at h = 1.5 µm. Smaller separa-
tions of h = 1–0.5 µm were characterized by bassanite nanorods 
only, where their sizes decreased with a decreasing surface sepa-
ration, and aggregates of 10–30 nm nanoparticles were observed 
in addition to small nanorods at h = 0.2 µm. These results are 
summarized in Figure  24b,c. Conclusive evidence that the 
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nanoparticles were amorphous CaSO4 was obtained by continued 
exposure to the electron beam, where partial crystallization to 
gypsum was apparent after 2 min. Notably, these amorphous 
nanoparticles were viewed after 1 h in the crossed cylinders appa-
ratus, but could not be found in bulk solution at 100 × 10−3 m.  
Given that gypsum is more hydrated than bassanite, and the 
particles are nanoparticulate, a different stabilization mecha-
nism must operate as compared with ACC. In bulk solution it 
has been suggested that transformation of bassanite to gypsum 
occurs via an aggregation-based process,[336] where this would 
inevitably be retarded in confinement.

Calcium phosphate, in turn, is of enormous importance 
as the principal inorganic component of biominerals such 
as bones and teeth, where it forms within the confines of 
organic matrices. Precipitation of calcium phosphate (CaP) in  
bulk solution led to the formation of 20  nm amorphous cal-
cium phosphate (ACP) nanoparticles within 1 h, and all trans-
formed into thin lamellae of hydroxyapatite (HAP) within 5 h. 
Experiments performed under the same solution conditions for  
3 days using the crossed cylinders apparatus, in contrast, 
yielded flower-like clusters of HAP crystals at h = 2–5 µm, while 
at h  = 1.5  µm, where the surface separation is comparable to 
the size of the clusters, the HAP precipitates appeared with 
flattened surfaces. An effect of confinement on both the mor-
phology and polymorph of the CaP precipitates was observed 

at smaller surface separations, where thin, flat plates of octacal-
cium phosphate (OCP) were observed in the region where h ≈ 
1 µm. Amorphous nanoparticles were observed in combination 
with the OCP platelets at h ≈ 0.5 µm, while amorphous nano-
particles alone were observed at h ≈ 0.2 µm.

The combined effects of spatial confinement and soluble 
additives were then investigated with the goal of gaining 
insight into the possible role of the noncollagenous pro-
teins in the mineralization of collagen fibrils in bone. PAsp 
was selected as it has been considered an effective mimic of 
the noncollagenous proteins implicated in the mineralization 
of collagen with CaP. Control experiments conducted in bulk 
solution showed that this polymer inhibited crystallization. The 
initial phase formed was ACP, which transformed to OCP and 
ultimately HAP within 1 week. This pathway was significantly 
stabilized in confinement, where OCP particles were observed 
after 1 week at h  ≈ 1.5  µm, and transformation to HAP took 
≈2 weeks. Further, ACP alone initially formed at h ≈ 500 nm. 
Again, neither of the mechanism proposed for calcium sulfate 
and calcium carbonate can operate in the CaP system. This 
provides strong evidence that a general mechanism must also 
operate in these systems. Undoubtedly, convective transport—
which is often the dominant mechanism for transport of mate-
rial to a growing crystal,[337] is reduced in these confined sys-
tems, such that the rate of transport between a growing, stable 
crystal and a dissolving metastable crystal is reduced. The 
amount of ACP available to a growing crystal within a certain 
radius must also decrease as the surface separation decreases, 
which would lead to slower conversion.

Finally, three forms of calcium oxalate—monohydrate 
(CaC2O4:H2O), dihydrate (CaC2O4:2H2O) and amorphous cal-
cium oxalate—were observed within the crossed cylinders 
apparatus.[329] Calcium oxalate monohydrate is the thermody-
namically most stable phase of calcium oxalate under ambient 
conditions and was the principal polymorph at h > 1.5 µm. This 
was gradually replaced by the metastable phase calcium oxa-
late dihydrate as the surface separation was reduced to 0.2 µm. 
Spherical nanoparticles that were morphologically consistent 
with an amorphous phase were observed below h  = 0.2  µm. 
Electron diffraction analysis also suggested that they were 
amorphous, but this could not be confirmed by irradiation with 
the electron beam, as this resulted in decomposition rather 
than crystallization. Further experiments including the produc-
tion of amorphous calcium oxalate via freeze drying confirmed 
that an amorphous phase can be formed in aqueous solution, 
where it has also been shown that CaOx can be precipitated in 
an amorphous form from ethanol.[338]

9.3. Mica Pockets

It is very difficult to manufacture environments that offer 
atomically sharp features. Naturally occurring environments 
can, however, provide access to this size regime. Campbell et al. 
exploited the “pockets” that commonly form along the steps 
on cleaved Muscovite mica (Figure  25a).[339,340] These neces-
sarily exhibit a highly acute wedge that exhibits an angle below 
1°, and crystallization within these structures can be studied 
using optical microscopy and interferometry (Figure  25b). 

Figure 24. a) Schematic image of crossed cylinder apparatus, together 
with b) a low magnification image of a TEM grid supporting calcium 
sulfate particles precipitated in confinement, showing the contact point, 
and c) the characteristic precipitates generated at different distances 
from the contact point (DCP), corresponding to surface separations (SS).  
a–c) Reproduced with permission.[330] Copyright 2013, Wiley-VCH.
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Illumination with reflected light results in a set of fringes 
whose intensities (I) are described by the relation

sin
2

0
2I I a

zπ
λ

≈ +  (35)

where z is the separation of the mica surfaces, λ is the wave-
length of the light, I0 is the intensity of background light 
reflected from other surfaces, and a is a constant dependent 
on the reflectance. A bright fringe therefore first appears at 
λ/4, and at subsequent intervals of λ/4. Measurement of the 

changes in the positions and intensities of the fringes during 
crystallization therefore gives detailed information about the 
profile of the wedge and the development of the crystals. The 
heights of the condensates in the pockets could also be esti-
mated by recording the intensity profile across an interference 
fringe and finding the location of a sharp step in intensity from 
the condensate edge (Figure 25f–h).

The crystallization of three organic compounds with high 
vapor pressures and melting points well above room tempera-
ture—norbornane, carbon tetrabromide and camphor—was 

Figure 25. Crystallization in mica pockets. a) An optical microscopy image of a pocket. b) View of the highlighted region at higher magnification 
showing interference fringes. c–e) Illustration of a pocket with the growth of twinned bulk crystals shown in red. f) Wedge geometry where the conden-
sate forms. g) The intensity of light across a single fringe for both an empty wedge (black) and a wedge with condensate of carbon tetrabromide (red). 
h) The profile of the wedge from the black curve; the green curve represents a 0.3° angle for reference. The bottom panel shows optical micro scopy 
images of crystals of the indicated compounds crystallizing from the two corners of one or more mica pockets. Bottom images and (a)–(f): Reproduced 
with permission.[340] Copyright 2017, National Academy of Science, USA.
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studied.[340] Experiments were carried out in a sealed cell con-
taining a reservoir of the material to be studied, and the mica 
substrate was mounted at the top such that it could be studied 
in reflected light, and was held at room temperature. Satura-
tion was then achieved by increasing the temperature of the 
reservoir, and the temperatures of the reservoir and substrate 
were recorded. The pockets provided highly effective nucleation 
sites for all of the compounds studied (Figure 25). A condensate 
was first observed to form around the apex of the wedge, which 
thickened with time. Bulk crystals then emerged at each of the 
corners of the pockets. Multiple crystallization cycles were also 
performed in individual pockets and in almost all cases the crys-
tals located at the pocket corners were in different orientations. 
This demonstrates that the two bulk crystals and connecting 
condensate are seldom a single crystal. The bulk crystals also 
formed in different orientations in separate runs, showing that 
the structure of the mica pocket did not direct their orientation.

As described in detail in Section 9.1, a condensate can form 
within the mica wedge slightly below saturation—by capillary 
condensation—provided that the contact angle between the 
condensate and mica is below 90°. To meet this criterion the 
interfacial free energy between the mica and the condensate 
must be lower than that between the mica and the vapor. As  
the Gibbs–Thomson effect predicts that a confined phase 
exhibits a reduction in the melting point that is inversely 
proportional to the pore size, the first condensate to form 
is expected to be a supercooled liquid, which subsequently 
freezes. However, the heights of the condensates formed within 
the pockets were significantly greater than estimates for liquid 
condensates, showing that the condensates observed experi-
mentally were solid rather than liquid.

Ice formation in the mica pockets was also investigated by 
conducting experiments in a sealed cell whose temperature 
was controlled using a Peltier element. A stream of nitrogen at 
constant humidity was then flowed through the cell as the tem-
perature of the substrate was reduced until the frost point of 
the gas is passed; this is the point at which the water vapor is in 
equilibrium with the vapor, i.e., the point at which it becomes 
supersaturated.[339,340] The crystallization pathway within the 
pocket varied according to the observed frost point. At frost 
points below about −42  °C, condensates were seen to form at 
the wedge apex in most experiments, and bulk crystals then 
formed at just one pocket corner, or when crystals did form at 
both corners, this occurred at different times. At frost points 
between −42 and −35 °C, in contrast, no condensate, but some 
small ice crystallites were initially observed along the wedge 
apex. Bulk crystals then usually appeared at both pocket cor-
ners at the same time. No crystallization occurred within the 
pocket at frost points above −35 °C, but instead water droplets 
condensed on the flat mica substrate and then froze.

These data are consistent with the two-step mechanism 
proposed by Page and Sear[341] in which crystal growth from 
a nanoscale pore or pocket is potentially a two-step process in 
which there are barriers both to nucleation within the pore and 
then emergence from the pore. Crystallization within the mica 
pockets is nucleation-limited at higher temperatures, while the 
emergence of the crystals from the pocket is the limiting factor 
at lower temperatures. Under both conditions, a continuous 
condensate initially forms along the apex of the wedge (although 

it may be too small to observe at lower temperatures). The satu-
ration of the vapor (with respect to ice) is smaller at the lower 
temperature, which creates a barrier to the emergence of the 
crystals from the pockets. However, the probability of nuclea-
tion is greater at the lower temperature. At higher temperatures 
the probability of nucleation is reduced, but the barrier to the 
emergence of the crystals is reduced or even eliminated. There-
fore, crystals usually emerge simultaneously from the pocket 
corners at high temperatures, but not at low temperatures.

These experiments therefore allow direct visualization of 
crystallization in true nanoscale environments and demonstrate 
that emergence of crystals from these environments depends 
on a complex interplay between growth and nucleation rates.

9.4. Simulations of Crystallization in Wedges

A comparison of nucleation in a wedge as compared with on a 
flat surface was made by carrying out Monte Carlo simulations 
of the crystallization of a Lennard–Jones solid in the confines 
of a wedge-shaped groove formed when 2 planes meet along 
a line, separated by an angle β (Figure  26).[342] Crystallization 
occurred from a liquid and supersaturation was controlled 
by varying the temperature. The simulations showed that 
nucleation was many orders of magnitude higher within the 
wedge than on a planar surface. The rate of nucleation was also 
strongly dependent on the angle of the wedge and reaches a 
maximum at ≈70° (Figure 26e). Detailed analysis of nucleation 
in wedges with different angles demonstrated that as a nucleus 
grows, close-packed {111} planes of an FCC structure grow 
along both faces of the wedge (Figure  26a). An FCC crystal 
bounded by {111} planes fits perfectly within a wedge of angle 
70.5°, such that it can form defect-free, while maximizing the 
interaction between the crystal and the walls of the wedge, 
which reduces the free energy barrier to nucleation. As the 
angle changes, the crystals form with different defect structures 
(Figure 26b–d). Wedges with angles of 62° also offer an inter-
esting case, where this corresponds to the angle separating the 
{111} and densely packed {101} planes in an HCP structure; a 
poor fit to the FCC structure occurs at this angle. Nucleation of 
an HCP rather than an FCC structure may therefore be antici-
pated. The simulations again support this analysis where the 
structure is principally HCP, with multiple stacking faults.

Simulations have also been conducted of ice nucleation in a 
wedge formed between two graphene sheets.[343] Most wedge 
angles supported higher nucleation rates than planar surfaces. 
In common with the study of Page and Sear,[342] the nucleation 
rate exhibits a nonmonotonic dependence on the wedge angle 
(Figure 26f,g). Ice nucleation is significantly promoted at angles 
of 45°, 70°, and 110°, while little enhancement occurs at 30°, 60°, 
and 135°. The simulations show that nucleation at the latter set 
of angles occurs far from the apex of the wedge, on the flat sur-
face. Nucleation is thus comparable to an unconstrained system. 
The promotion effect at 70° and 110° can be attributed to a struc-
tural match with cubic ice, where an FCC structure bounded 
by {111} planes ideally fits within wedges with these angles 
(Figure 26h). The activity of the 45° wedge instead derives from 
the formation of ice with specific topological defects that bridge 
the wedge. At all angles where nucleation is promoted, the 
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wedge reduces the space that the water molecules can explore. If 
the restriction in motion is compatible with a structural unit of 
ice, the entropic component of the free energy barrier to nuclea-
tion is reduced, increasing the rate of ice nucleation.

10. Manufactured Reaction Chambers

Thanks to the wealth of microfabrication techniques now avail-
able, it is also possible to fabricate well-defined environments tai-
lored to the study of crystallization processes. Examples described 
here include a “crystal hotel” microfluidic device that comprises a 

series of inter-linked circular rooms, microwells, and the sample 
cells used for liquid-phase TEM, which allow a flow of fluid into 
cells comprising planar faces, separated by 0.1–5 µm.

10.1. The Crystal Hotel

Microfluidic devices offer many features that are characteristic 
of biological systems including confinement and flow. Crystal 
hotel devices were therefore constructed to explore biomin-
eralization processes, and in particular how multiple strate-
gies can be combined to control crystallization (Figure 27).[344] 

Figure 26. a–e) Simulation configurations of crystals in wedges. (a), (b), and (c) show snapshots of crystals in wedges of angles (denoted as β) 70.5°, 
45°, and 62°, respectively. Crystalline molecules are shown in yellow and fluid molecules are shown in blue. (d) is the same crystal as (c) with fcc environ-
ments shown in dark green, and those in hcp environments shown in cyan. e) The nucleation rate as a function of wedge angle. a–e) Reproduced with 
permission.[342] Copyright 2009, American Chemical Society. f–h) Experimental crystallization of ice within atomically sharp wedges. f,g) The nucleation 
rate as a function of wedge angle at two labeled temperatures. h) Cross-section of the fully crystallized ice at 230 K within the 70° (left) and the 45° 
(middle) wedges with a zoom in of the 45° wedge shown on the right. f–h) Adapted under the terms of the CC-BY Creative Commons Attribution 4.0 
International License (https://creativecommons/licenses/by/4.0).[343] Copyright 2017, The Authors, published by Springer Nature.
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Devices were fabricated from polydimethyl siloxane (PDMS) 
bonded to glass using common lithographic methods and 
comprised interlinked circular “rooms” of diameter 120  µm, 
3 µm heights, and volumes of 23 pL. Each room is patterned 
with an array of vertical pillars and a direct feeding channel 
supplies solution. Each room is also surrounded by a circular 
channel that is separated from the room by a PDMS mem-
brane. This channel was used to provide gas flow. Calcium car-
bonate was used as the focus of the study and was precipitated 
within these environments by filling the rooms with CaCl2 
solution and then continuously flowing ammonium carbonate 
vapor and calcium chloride solution through the appropriate 

supply channels. Diffusion of ammonium carbonate vapor 
into the room results in the precipitation of calcium carbonate 
(Figure 27a–d).

Standard reaction conditions of [CaCl2] = 5 × 10−3 m, solution 
flow rate = 1 µL h−1, and gas flow rate = 10 µL min−1 resulted in 
the precipitation of ACC within 30 min (Figure 27f). Transfor-
mation to a single crystal of calcite occurred over the next 1.5–2 h  
via a dissolution/reprecipitation process, and the crystal then 
continued to grow at a highly uniform rate (Figure 27e). Crys-
tals grew through the template and were entirely space-filling 
such that they grew right up to, and engulfed the pillars. Many 
crystals exhibited asymmetric external morphologies, however, 

Figure 27. Schematic diagram of the crystal hotel. a–c) The PDMS device is composed of circular rooms, numbered R1–R8, which are internally pat-
terned with pillars. Each room is surrounded by a circular channel (blue arrow) from which it is separated by a PDMS membrane, which is used to 
provide gas flow to the room, and a direct feeding channel that supplies solution (yellow arrow). d) The device is positioned on an inverted microscope 
and crystallization is achieved by supplying CaCl2 solution and vapor released from (NH4)2CO3 powder via two syringe pumps. e) Graph of the change 
in the crystal area with time. PAA, Mg, and Ca5 all correspond to the standard conditions given for (f) and (g), with [PAA] = 1 µg mL−1 and [MgCl2] = 5 
× 10−3 m. Low gas flow rate is identical to Ca5-low, with the exception of a gas flow rate of 1 µL min−1. f,g) Calcite crystals precipitated in the crystal hotel 
in the absence of additives under growth conditions of [CaCl2] = 5 × 10−3 m, gas flow rate 10 µL min−1, and solution flow rate 1 µL h−1. f) Diffuse particles 
are present after 30 min, which are consistent with ACC; these are replaced by a single crystal after 1.5 h. The inset shows an image recorded between 
crossed polars. g) The growth of an individual crystal over 72 h. Growth is pinned such that it is retarded along the direction indicated, where this 
results in a domain of different orientation, as observed using a quarter-wave plate. a–g) Reproduced with permission.[344] Copyright 2015, Wiley-VCH.
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due to pinning at a particular site (possibly at defects) within 
the reaction chamber (Figure 27g).

Control over crystallization could be achieved by varying the 
gas flow rate and adding soluble additives (Figure 27d). Increase 
in the flow rate resulted in a concomitant increase in the number 
of crystals formed within the rooms, while magnesium ions and 
PAA reduced the rate of crystal growth. Notably, pinning events 
were rare in the presence magnesium ions, such that the crys-
tals exhibited isotropic morphologies and could grow to fill the 
entire room. In contrast, pinning was extremely common in the 
presence of PAA and crystals exhibited highly irregular mor-
phologies. Finally, these environments were used to explore a 
key feature of many biomineralizing systems—crystal orienta-
tion. As a mimic of the organized organic matrices that direct 
crystallization in vivo, the base of the rooms was functionalized 
with carboxyl-terminated alkylsilane monolayers. These SAMs 
supported faster crystal growth and were able to select the same 
unique crystal face as occurs in bulk solution.

An alternative crystal hotel device was also used to explore 
the influence of soluble additives on the early stages of growth 
of calcite (Figure 28).[345] Due to the challenges associated with 

studying dynamic phenomena on the nanoscale, and moni-
toring the development of crystals by isolating them from solu-
tion at different reaction times, it can be highly challenging to 
investigate how additives influence the growth of crystals in the 
nanoparticle regime. As crystallization processes proceed more 
slowly in confinement than in bulk solution, suitable constrained 
environments can provide an excellent opportunity to monitor 
the morphological development of small crystals. Crystal hotel 
devices were therefore designed to offer a sequence of 48 rooms 
with diameters of 400 µm and heights of 150 µm. The rooms are 
linked by microchannels and do not contain pillars. The rooms 
were filled with CaCl2 solution containing either magnesium 
ions or poly(styrene sulfonate) (PSS), and calcium carbonate was 
precipitated by then flowing ammonium carbonate vapor only 
through the supply channel. The reactions were terminated at a 
selected time by flowing ethanol through the device.

ACC was the first phase formed in all cases (Figure 28a). Its 
transformation to calcite was retarded in the presence of both 
additives, which enabled this process to be studied. Many of 
the ACC hemispheres formed in the presence of Mg2+ exhib-
ited small rhombohedral particles consistent with calcite on 

Figure 28. Top: a–h) SEM images of CaCO3 precipitates in the crystal hotel. a,b) Amorphous calcium carbonate obtained at [Ca2+] = 2.5 × 10−3 m and 
[Mg2+] = 1.25 × 10−3 m. c,d) Calcite crystals grown without additives at: c) [Ca2+] = 5 × 10−3 m, and d) [Ca2+] = 50 × 10−3 m. The insets show crystals at 
higher magnifications. e–h) In the presence of: e) [Ca2+] = 2.5 × 10−3 m and [Mg2+] = 1.25 × 10−3 m, f) [Ca2+] = 2.5 × 10−3 m and [PSS] = 500 µg mL−1,  
g) [Ca2+] = 2.5 × 10−3 m and [PSS] = 250 µg mL−1, and h) [Ca2+] = 1.25 × 10−3 m and [PSS] = 250 µg mL–1. Bottom: i) Schematic summarizing how additives 
affect calcite morphologies. i) Mg2+ and PSS compete with the Ca2+ and CO3

2− growth units to bind to kink sites (yellow) at step edges. The thickness 
of the arrows indicates the relative binding strength. j) The length of step edges and hence the number of kink sites increases with the crystal size. 
k) For simplicity only one {104} face is shown. Newly formed calcite crystals have few kink sites and the probability of additive binding is low. As the 
crystals grow, increase in the length of step edges and associated kink sites raises the probability of additive binding. Ultimately, the crystals are suf-
ficiently large for additive binding to cause a change in the macroscopic crystal shape. a–k) Reproduced with permission.[345] Copyright 2017, Wiley-VCH.
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their surfaces (Figure  28b), which supports the suggestion 
that conversion of ACC into calcite is initiated adjacent to the 
ACC/solution interface.[334] The morphological development of 
the calcite crystals was then studied, and rather surprisingly, 
perfect rhombohedra were observed until the crystals reached 
sizes of ≈1 µm in the presence of PSS ([Ca2+] = 2.5 × 10−3 m and 
[PSS] = 500  mg mL−1) (Figure  28f–h) and 100–500  nm in the 
presence of Mg2+ ions ([Ca2+] = 2.5 × 10−3 m and [Mg2+] = 1.25 × 
10−3 m) (Figure 28e). Initial modifications of the morphologies 
comprised truncations of the edges and roughening of the sur-
faces, and the crystals then developed to exhibit the same mor-
phologies as those observed in bulk solution.

These results were rationalized by considering the mech-
anisms by which additives interact with calcite crystals 
(Figure  28i–k). Screw dislocations and islands on the calcite 
surface exhibit acute and obtuse step edges, and additives typi-
cally bind preferentially to one edge type. The growth of spar-
ingly soluble compounds such as calcite are further governed 
by the availability of kink sites on these steps, where strong 
binding can change the shape, speed, and separation of the 
steps. This ultimately leads to changes in the macroscopic form 
of the crystal. The influence of an individual additive therefore 
depends on its residence time at a kink site as compared to 
the propagation rate of the steps. As very small crystals exhibit 
short steps and few kink sites, the probability that an additive 
binds to a kink site and prevents completion of that growth 
layer is very small. As the crystal grows, the area of the faces, 
the length of the step edges, and the number of kink sites all 
increase, which increases the chance that an additive will influ-
ence the propagation of an individual step. Strongly binding 
additives therefore induce changes in morphologies at smaller 
crystal sizes, as observed for Mg2+ versus PSS. This model 
was supported by simple calculations that estimated the frac-
tion of kink sites that are occupied by additives rather than cal-
cium carbonate growth units, as a function of the crystal size. 
In keeping with the experimental data, these showed that the 
“critical size” at which a crystal begins to change morphology 
is dependent on the binding strength and concentration of an 
additive, and the solution supersaturation.

10.2. Microwells

Lithographic methods have been used to generate arrays of 
microwells on a transparent glass base.[346] The wells comprise 
gold side-walls of height 20  nm and diameters of 2–10  µm 
(giving volumes of 0.8–2 fL) and the solution can be constrained 
to the wells by functionalizing the wells such that the base is 
hydrophilic and the top surface separating the wells is hydro-
phobic. Crystallization of lysozyme in these microwells yielded 
tetragonal crystals in the 10  µm wells, as was also observed 
under bulk hanging drop conditions. Both tetragonal and plate-
like crystals formed in 3 µm wells. Yet smaller wells supported 
the formation of single protein crystals with plate-like shapes. 
The change in morphologies can be attributed to the faster 
evaporation rate of the small volumes. Similar changes in mor-
phology with a reduction in the well volume were also observed 
for thaumatin and glucose isomerase. Yet smaller organosi-
lane nanopores with diameters of ≈90 nm and depths of a few 

nanometers were also formed by particle litho graphy, and were 
used to support the formation of erbium-doped yttrium oxide 
nanoparticles.[347] The pores were filled with a precursor solu-
tion and dried, and then heated at up to 800  °C to generate 
individual oxide nanoparticles in each nanopore.

10.3. Liquid-Cell for TEM

Liquid cells have been developed for use with transmission 
electron microscopes to enable analyses to be conducted in real 
time, in solution. The cells must therefore be very thin to allow 
transmission of the electron beam, and are constructed with 
silicon nitride windows that are separated by spacers that typi-
cally range between 0.1 and 5 µm in size. These cells have been 
widely used to study crystallization processes, but the contribu-
tion of the confined environment to the processes occurring 
within the cells remains poorly characterized.

Liquid cell (LC)-STEM was used to study calcium carbonate 
precipitation from a 10  × 10−3 m solution in a cell constructed 
using 500  nm spacers.[348] The results were then considered in 
light of finite element simulations of the flux of ions from a reser-
voir to a growing calcite crystal confined between parallel plates. 
CaCl2 and Na2CO3 solutions were mixed prior to flowing them 
through the cell at 300 µL min−1. No precipitation was observed 
in a viewing area of 400 × 400 µm even after 30 min at a magnifi-
cation of 20 k (corresponding to a dose of 3 eÅ−2). Increase of the 
magnification triggered precipitation due to the influence of the 
electron beam, but these dissolved on reduction of the dose. The 
phase of the particles formed was not determined. Notably, these 
results do not entirely agree with those of Nielsen et al, who also 
studied calcium carbonate precipitation from CaCl2 and NaHCO3 
solutions flowed through a LC-TEM cell.[349] They again noted 
that the formation of ACC was influenced by the electron beam, 
but the precipitation of crystalline polymorphs were unaffected 
and they also formed in regions of the cell that were not exposed 
to the electron beam. The lateral growth rate of the crystals was 
also not affected by the thickness of the cell.

Kroger et al. carried out 2D finite element calculations to 
consider the growth of a calcite crystal confined between two 
parallel plates with lateral dimensions of 5 mm and separated 
by 500 nm.[348] Two processes were considered: the rate of incor-
poration of ions into the growing crystal, and the flux of ions 
from the reservoir. Unlike the experiments where new solution 
is continuously flowed through the cell, the simulations con-
sidered a static system with an infinite reservoir or ions. The 
simulations demonstrated that the dimensions of the deple-
tion zone around the crystal is affected by the degree of con-
finement. The concentration of ions around the crystals rapidly 
recovers to bulk solution levels at a plate separation of 1 mm, 
while significant effects are seen even at 10 µm. This effect will 
therefore limit the growth rate of crystals, and the nucleation of 
new crystals within the depletion zone will be limited.

11. Crystallization in Porous Media

The crystallization of minerals in heterogeneous porous media 
is a widespread phenomenon in geochemistry and building 
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materials, and is observed in a wide range of settings and envi-
ronments.[350–352] With relevance to processes including the 
degradation of rocks in natural systems, and of porous building 
materials such as stone, brick, cement and concrete,[11] the for-
mation of ore deposits,[353] the storage of carbon dioxide[13,14] and 
sequestration of toxic metals in minerals,[15] and the extraction 
of oil,[354–357] this topic attracts enormous interest and is the sub-
ject of an extensive body of literature. Predicting the outcome of 
crystallization within these porous media is an extremely com-
plex problem that depends on an ability to model both transport 
processes and crystal nucleation and growth within confined 
volumes.[358,359] It is therefore dependent on the structure of the 
porous medium, as defined by the pore size distribution, pore 
number density, and the connectivity of the pores.[360]

Highlighting some salient examples, the precipitation of salts 
within porous natural and man-made systems is often associated 
with weathering processes, where damage to these materials 
occurs due to the force exerted by the crystal on the walls of the 
porous network.[361–365] These crystallization reactions are typi-
cally driven by cycles of evaporation and rehydration within the 
pore space. This is often associated with the build-up of very high 
supersaturation levels, where porous media can be extremely 
effective at suppressing nucleation.[361,366] Precipitation of salts 
in porous rocks that host oil and gas deposits causes additional 
problems by clogging the system by essentially decreasing the 
porosity in pivotal areas of flow.[354,355] The incompatible mixing 
of formation brines and injection water is often the cause of this 
decrease in porosity, as a variety of sulfates are known to precip-
itate in these environments.[367–369] These issues can also occur 
in geothermal systems during the capturing of CO2 in under-
ground well systems.[356]

In this section we aim to provide a brief overview of this 
topic, where we have chosen to highlight studies that focus on 
the influence of confinement on crystal nucleation and growth. 
Understanding of crystallization within porous rocks and man-
made building materials is extremely challenging due to the 
heterogeneous structures of these media. Further, specialist 
techniques such as X-ray tomography[364,370–374] are required to 
characterize the structure of these materials and to determine 
the locations and structures of the growing crystals. A range of 
model systems with well-defined structures and which can be 
characterized using laboratory techniques have therefore been 
employed and are outlined here.

11.1. Crystallization in Silica Gels

Much of our current understanding of crystallization in porous 
media comes from early work using silica gels, where these 
possess a number of properties that make them well-suited to 
this purpose.[360,375–380] Silica gels have the advantage that they 
are optically transparent, such that it is possible to use optical 
microscopy to monitor the formation of crystals over time. They 
can also be prepared within any selected environment, and 
their porosity controlled. A key factor governing crystallization 
within porous media is that it relies on the mass transport of 
dissolved ions through the medium until a level of supersatura-
tion (the critical supersaturation, Scrit) is achieved that supports 
crystal nucleation and growth. A beautiful feature of silica gels 

as a model system is that it is possible to monitor the evolution 
of the supersaturation in both space and time, where this can 
be achieved by taking gel columns at different reaction times 
and cutting them into slices.[375] The total concentrations of the 
free ions in each slice is then determined by chemical analysis. 
An equation system formed of mass-balance equations and 
ionic association equilibria is then solved iteratively to produce 
the concentrations of all of the relevant ionic species. Finally, 
the ionic strength, activity coefficients and supersaturation 
are calculated, where that the calculation of the ionic strength 
involves the concentration of all the main species in solution.

11.1.1. Evolution of Supersaturation

A series of experiments were conducted using a U-tube shaped 
double diffusion-reaction system where these systems are char-
acterized by two vertical reagent reservoirs separated by a hori-
zontal silica hydrogel column (Figure  29). The structure, and 
therefore transport properties of the gel are controlled during 
the preparation stage, which typically involves the acidification 
of a solution of sodium silicate (Na2SiO3) to a given pH.[360] 
The solution is then placed in the horizontal column where 
it polymerizes and solidifies into a gel. The silica gel contains  
≈95 vol% of solution within the pores and the pore size varies 
from 100 to 500  nm in diameter.[351] The silica gel allows 
counter diffusion of the chosen reagents (e.g., CaCl2 and 
Na2SO4 for gypsum), such that after a given amount of time—
determined by the transport properties of the gel—the reagents 
in the column meet and precipitation occurs.[360]

Initial experiments focused on the crystallization of gypsum 
(CaSO4⋅2H2O) within silica gels.[375] The gel columns were cut 
into 48 slices and were chemically analyzed as described above. 
Experiments were carried out for 24–50 days at various concen-
trations of mother solutions. With solutions of equal concentra-
tions the highest saturation was obtained in the middle slice 
regardless of incubation time. The experiments that ran for 
24 and 32 days were undersaturated (S < 1) throughout the gel 
column whereas supersaturation developed at slices 6 and 3 in 
experiments run for 40 and 50 days, respectively. For all times, 
the highest degree of supersaturation was found slightly shifted 
from the middle of the column (slice 15) due to the lower diffu-
sion coefficient of the sulfate ion.

Experiments were also conducted by varying the concentra-
tion ratios of the mother solutions (1 m CaCl2: 0.3 m Na2SO4 
and 0.3 m CaCl2: 1 m Na2SO4) for different diffusion times 
(32–80 days).[375] Supersaturation was once more achieved in 
experiments with residence times of 40 days or higher, but the 
supersaturation region was narrower than when equimolar 
solutions were employed. The supersaturated region was 
additionally skewed toward the higher concentration reactant 
for lower diffusion times (32 and 40 days) and progressively 
shifted toward the lower concentration reactant with increasing 
time (80 days). The shift in the position of maximum super-
saturation demonstrates the importance of the initial reagent 
concentrations. These findings differ greatly from oversimpli-
fied mass transfer models. Additional information about the 
actual concentration distribution of supersaturation is required 
to interpret the location of the first precipitate. The ratio of 
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concentrations of both reagents also dictates where nuclea-
tion occurs because the nucleation probability is very small 
unless this ratio is close to unity (termed as “equality range” 
condition).[376]

Building from these initial results, similar crystallization 
experiments were conducted with both barium and strontium 
carbonates (witherite and strontianite).[376] In these experi-
ments the pH of the solution throughout the gel column 

was determined by adding a colored pH indicator during the 
preparation of the gel. Initially, the entire column was of uni-
form pH. However, as the diffusion of reagents progressed, 
the gel developed a color banding which could be used to 
determine the pH profile. The pH profile paralleled the mass-
transfer phenomena, steadily increasing in pH from 5.5 in 
slice 1–10.5 in slice 21, where it remains constant to slice 28. 
As expected, the pH and total carbon concentrations behaved 
similarly throughout the gel column at all diffusion times, 
where a higher pH corresponds to higher total carbon concen-
trations. The maximum supersaturation was shifted toward the 
carbonate reservoir, where this can be explained by the distri-
bution of the carbon-containing species H2CO3

0, HCO3
−, and 

CO3
2−. This again depends on the pH.[376] The profiles of these 

species shows that H2CO3
0 is the dominant species at low pH 

(5.5, slices 1–7), but with increasing pH and carbon concentra-
tion HCO3

− becomes more important (slices 7–16), until CO3
2− 

finally becomes the prevailing species in slices 16–28.[376]

The influence of the concentrations of the reagents was 
also explored. [376] While the morphologies of the crystals did 
not change, the number of crystals did vary, where the nucle-
ation density was highest at high concentrations of both rea-
gents, and decreased as the concentrations of one or both of 
the reagents were reduced. Perhaps the most important infor-
mation obtained from these experiments, however, is the loca-
tion of the first precipitates. In all experiments, the precipitate 
location did not coincide with the supersaturation maximum. 
This demonstrates that the critical supersaturation condition is 
not the only requirement for nucleation to occur. Further, the 
nucleation zone is limited to a narrow range of concentration 
ratios and corresponds to [CO3

2−]/[Ba2+] or [CO3
2−]/[Sr2+] ratios 

which are close to unity.[376] This is consistent with the “equality 
range” condition for crystal nucleation.[360] Thus, both the crit-
ical supersaturation and the “equality range” conditions must 
be met in order to achieve nucleation. Similar results were also 
obtained in the barite system.[360]

These analyses also fail to take into account that the super-
saturation in these systems is not constant, but varies with time 
and the location in the gel column.[360] In time-dependent and 
nonhomogeneous systems we must consider the saturation 
threshold, Sth, which is a kinetic concept that corresponds to the 
metastability limit that can be achieved for the specific set of 
conditions.[360,378] It is also noted that the induction time is a dif-
ficult quantity to measure as it relies upon the ability to detect 
the onset of critical nuclei. Thus, Prieto and co-workers opted 
to use an alternative measure called the “experimental waiting 
period.”[360,378] Utilizing these concepts allows the supersatura-
tion rate to be calculated at specific reaction times, where this is 
defined as the derivative of the supersaturation versus time.[378]

The relationship between the supersaturation threshold and 
the supersaturation rate was investigated in a number of nuclea-
tion experiments on a variety of minerals including barite, stron-
tianite, witherite, and gypsum.[377,378] The experimental waiting 
period, supersaturation threshold and the supersaturation  
rate were determined for multiple concentrations of the mother 
solutions and a clear relationship was observed between the 
starting reagent concentrations and the waiting time. This is 
expected as the initial concentration dictates the supersatura-
tion rate of the system.[378] The supersaturation rate also affects 
the supersaturation threshold, such that

Figure 29. a) A schematic diagram of U-tube experimental arrange-
ment. Typically cut into 28 equal sized slices for chemical analysis. b) A 
supersaturation–nucleation–time (S–N–T) diagram for pore sizes 1 and 
0.1 µm. c) Pore-size effect on the homogeneous nucleation in a porous 
medium with two pore sizes. a) Adapted with permission.[384] Copyright 
2014, Mineralogical Society of Great Britain and Ireland. b,c) Reproduced 
with permission.[384] Copyright 2014, Mineralogical Society of Great 
Britain and Ireland.
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( )∝supersaturation rate supersaturation threshold
m  (36)

where m is an empirical coefficient that is determined by the 
crystallizing material. This relationship is linear in ln–ln space, 
where the relationship between the supersaturation rate and 
threshold is analogous to that of the cooling rate and supersatu-
ration.[377] The slope of the curves corresponds to the empirical 
coefficient m, which should be a function of the amount of par-
ticles that form the critical nucleus.[377]

11.1.2. The Effect of Additives

The influence of additives on crystallization in silica gels has 
also been studied, where this is relevant to crystallization in 
porous media in the environment and offers a potential strategy 
for inhibiting crystallization. Investigation of the effect of the 
inhibitors phosphero-modified poly(acrylic acid) derivative 
and phosphero-modified poly(malaic acid) on the crystalliza-
tion of barite in silica gels showed that both of these increased 
the supersaturation threshold.[377,378] However, the relationship 
between the rate and threshold remained linear in ln–ln space. 
The slope of this graph was also much higher than for pure 
barite, which is indicative of an increase in the size of the crit-
ical nucleus in the doped solutions.[377,378]

The effect of magnesium ions on calcium carbonate pre-
cipitation attracts particular interest due to the high concentra-
tion of this ion in seawater, and the significant effects it has on 
crystal polymorph and morphology.[379,381,382] In the absence of 
Mg2+, the first crystals formed in silica gel columns were always 
calcite with typical rhombohedral forms. With time, crystals 
began to grow into hopper crystals of rhombohedral form with 
nonflat wavy faces. After longer incubation times, aragonite 
spherulites formed closer to the carbonate reservoir. The super-
saturation increases from the calcium reservoir to the carbonate 
reservoir as does the metastability, which explains the presence 
of metastable aragonite proximal to the carbonate reservoir.

Addition of magnesium ions yielded an identical crystal-
lization sequence, but the elapsed time between calcite and 
aragonite crystallization increases as a function of the magne-
sium concentration. The Mg2+ ions also had a dramatic effect 
on the morphology of the calcite crystals, where these initially 
developed as spheres with very rough surfaces. Longer reac-
tion times then produced a wide range of morphologies from 
dumbbell-like forms to bundles or sheaf-like crystals. The 
magnesium content of the calcite crystals also increased with 
increasing supersaturation (toward the carbonate reservoir) and 
the crystals displayed compositional zoning consistent with 
nonequilibrium selection of surface composition. The mor-
phologies observed correspond to the supersaturation profile 
within the gel. Further investigations of a variety of other sys-
tems showed that compositional zoning is very easily achieved 
in gels that have high degrees of supersaturation and metasta-
bility compared to bulk solutions.[380,383]

11.1.3. Effect of Pore Size

The dependence of crystallization on pore size has been 
observed in many systems.[351,358,384] However, it can be 

extremely difficult to obtain systematic data regarding this 
effect. 1) Knowledge of the pore-size distribution is critical to 
our understanding of the crystallization behavior, where the 
existence of nanopores and macropores can drastically change 
the potential for crystallization in any of the pore size ranges. 
This information can be difficult to obtain. 2) The shape of 
the pores can influence crystallization, where this effect will 
vary according to the preferred habit of a given crystal. 3) The 
interconnectivity of the pores and the permeability will affect 
how ions are transported throughout the medium, and thus 
the development of supersaturation. 4) The solubility of the 
particular crystals must be taken into account as supersatura-
tions vary enormously for soluble and poorly soluble crystals. 
5) It is very difficult to perform systematic studies in which just 
one parameter—such as the size, interconnectivity or pore-size 
distributions—is varied. This makes it very challenging to com-
pare results obtained from different systems.

Recently, supersaturation–nucleation–time (S–N–T) dia-
grams have been used to predict nucleation in porous media 
based on experimental data from barite crystallization in 
silica gels (Figure  29b).[384] Using classical nucleation theory 
as a framework, S–N–T diagrams were calculated for cases 
of homogeneous and heterogeneous nucleation for different 
pore sizes. All experimental saturation thresholds were seen 
to fall between the calculated curves for pore sizes of 0.1 and 
1 µm, showing that nucleation is favored in larger pores. The 
induction time was also nine orders of magnitude greater in 
the 100  µm pores as compared with 0.1  µm at a supersatura-
tion level of 6000 (Figure 29c).[384] This finding was further sup-
ported by a set of experiments in which calcium carbonate was 
precipitated in an amorphous-silica medium with a bimodal 
distribution of pore sizes.[385] Precipitation was uniquely 
observed in the larger pores (≥30 µm).

Many explanations exist for the inhibition of nucleation 
in smaller pores,[350,351] where these are summarized here. 
1) As described by classical nucleation theory, nucleation 
is a stochastic process, that requires ions to come together 
to form clusters.[351] Only when these reach a critical size is 
growth energetically favorable. In small pores, the probability 
of these clusters forming, even at large supersaturations, is 
decreased.[351] 2) Interacting versus noninteracting pore walls 
will influence crystal growth.[384,385] [350] Indeed, precipitation 
of calcium carbonate within surface-functionalized controlled 
pore glasses (CPGs) revealed that the surface chemistry influ-
enced crystallization within the pores,[385] and that favorable 
interactions can promote growth within smaller pores. 3) Crys-
tals with large surface to volume ratios can exhibit higher 
solubilities than their bulk counterparts.[351] Referred to as 
pore-size-controlled solubility,[386] this suggests that a solution 
can simultaneously be undersaturated and supersaturated with 
respect to a crystal in small and large pores respectively. This 
may contribute to the precipitation of salts in larger pores.[351] 
4) The growth of crystals via the aggregation of nanocrystal 
building blocks could potentially be retarded in small pores.

11.2. Influence of Crystallization on the Confining Medium

Crystallization in porous media generally causes the porosity 
and permeability of the material to decrease as crystals grow 
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and fill the pore space. These crystals can continue to grow 
while in contact with pore walls, such that they exert a certain 
stress, which if sustained, can damage the host material. This 
is necessarily a cause of great concern in the industrial world 
due to the damage done to porous building materials ranging 
from stone to concrete. This effect has been known for some 
time, where Becker and Day demonstrated as long ago as the 
turn of the 20th century that crystals in saturated solution could 
not only lift their own weight but a considerable amount of 
surplus weight as well.[387,388] Two very important conclusions 
were drawn from these experiments.[366,389,390] The first is that 
a thin film of solution must exist between the crystal and the 
adjacent confining surface in order for the continued deposi-
tion of material to occur (Figure 30a).[391] The second is that the 
solution must be supersaturated to allow growth on the loaded 
face. The degree of supersaturation is proportional to the load 
on that crystal face. [365,391,392]

11.2.1. Calculation of the Crystallization Pressure

An expression to calculate the crystallization pressure as a func-
tion of the supersaturation was first derived by Correns and 
Steinborn,[389] whose original work has recently been trans-
lated and commented upon by Flatt and co-workers.[393] This is 
expressed as

V
ln

m

p
RT

S∆ =
 (37)

where Δp  = pc  − p1 is the crystallization pressure, pc is the pres-
sure on the loaded crystal face, p1 is the ambient pressure, R 

is the universal gas constant, T is the temperature and Vm is 
the molar volume. In this derivation, the supersaturation, S, 
is defined as a function of the concentrations in the saturated 
(c0) and supersaturated (c) solutions, such that, S  =  c/c0.[389,390] 
This formulation for the crystallization pressure has been 
adopted by many authors, although the supersaturation has 
also been defined using activities (S  =  a/a0)37 and activity prod-
ucts (S  =  K/K0).[394]

A second approach to the problem was taken by Everett, who 
related the crystallization pressure to the properties of curved 
interfaces between crystals and their solutions. He investigated the 
damage caused by frost heave to porous materials and particularly 
the formation of “ice lenses.”[395] When considering a scenario with 
a large pore adjacent to a small pore, he concluded that the crystal 
in the larger pore would exert a crystallization pressure since the 
growth of a crystal in the small pore was not favorable thermody-
namically.[391,395] The difference in the chemical potentials of these 
two crystals leads to a pressure difference equivalent to

d

d
clp

A

V
γ∆ =  (38)

where γcl is the interfacial free energy between the crystal and 
the liquid, V is the total volume of the solid, and A is the area of 
the interface.[391,395] In the case of spherical pores Equation (38) 
simplifies to
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  (39)

for large and small pores with radii r1 and r2, respectively.[391,395]

An expression for the crystallization pressure that is 
consistent with both of these models was subsequently 

Figure 30. a) Schematic diagram showing the crystallization pressure (pc) exerted onto the confining walls highlighting the importance of the presence 
of a thin fluid film. b) Experimental results of the measured force for three NaCl (black and gray), one KCl (green), and one NaCl with hydrophobic glass 
plates (red). c–h) The evaporation of NaCl solution between two hydrophilic glass plates. c) Droplet prior to precipitation, d) lateral crystal growth, 
e–h) evolution of the step growth on the confined face with the development of efflorescence on the left corner of the crystal. b)–h) Reproduced under 
the terms of the CC-BY Creative Commons Attribution 4.0 International License (https://creativecommons/licenses/by/4.0).[397] Copyright 2016, The 
Authors, published by Springer Nature.
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developed[391] that uses Pitzer’s[396] ion interaction approach in 
order to consider the nonideal behavior of the liquid phase. For 
cases where crystals have sizes greater than 0.1 µm, where cur-
vature effects are negligible, this can be written as[391]

ln ln ln
0 ,0

0 w

w,0

p
RT

V

m

m

a

am

ν γ
γ

ν
ν

∆ = + +








±

±
 (40)

Here, ν corresponds to the total number of ions released when 
the salt in question completely dissociates and ν0 is the total 
number of water molecules. m and m0 are the molalities of the 
supersaturation and saturated solutions respectively. The paren-
thesis can be split into two parts. The first is equivalent to the 
ln (c/c0) term in Correns and Steinborn’s expression,[389] but using 
the molalities (m) rather than the concentrations. The second part 
deals with the nonideal behavior of the salt solution where γ± is 
the mean activity coefficient and aw is the activity of water.

This expression was used to calculate the crystallization pres-
sures of supersaturated solutions of aqueous NaCl, NaNO3, 
Na2SO4, and MgSO4,[391] where these salts are very common in 
building materials. Both the anhydrous and hydrous phases for 
these salts were used for the calculations and it was demon-
strated that the crystallization pressures produced at low to 
moderate supersaturations are sufficient to yield tensile stresses 
on the pore walls. These stresses far exceed the tensile strength 
of most building materials. For instance, at supersaturations of 
1.2 all of the salts, with the exception of mirabilite, would have 
significantly larger crystallization pressures than the tensile 
strength of sandstone (≈3 MPa).[391]

The importance of considering the nonideal behavior of the 
liquids on the calculated crystallization pressure is striking. 
For salts whose activity coefficients increase with increasing 
confinement, the calculated crystallization pressure is greater 
than if ideal behavior is assumed (MgSO4 = 60%, NaCl = 28% 
and Na2SO4  = 7%).[391] Conversely, if the activity coefficients 
decrease then the calculated crystallization pressure is smaller 
(NaNO3 = −10%). For hydrated salts, there is also an error due 
to the use of the mole fraction of water rather than its activity. 
The omission of this effect in the original Correns and Stein-
born equation[389] leads to an error of ≈10–30% for these salts. 
Finally, the most critical issue arises from the failure to con-
sider the number of ions arising from dissociation of a salt. 
This underestimates the crystallization pressure by a factor of 
2 (in 1–1 salts such as NaCl) or 3 (in 1–2 and 2–1 salts such as 
CaCl2 and Na2SO4 respectively).

A more general expression that incorporates Everett’s[395] 
consideration of the interfacial energy of the crystal–liquid 
interface and which can be applied to all crystal sizes has also 
been derived[392]
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Here the ∞ subscript is used to denote the properties of the 
saturated solution with respect to an infinitely large reference 
crystal. It is used to calculate the pressure increase at crystal 
face i assuming that the solution between the pore wall and 
crystal has activity a > a∞ where a∞ is the equilibrium activity 
of an infinitely large reference crystal at ambient pressure.[392] 

Application of this equation to the crystallization pressure 
exerted by NaCl crystals with cubic morphologies at various 
degrees of supersaturation shows that the crystallization pres-
sure increases with crystal size for a given solution molality. 
Additionally, there is a minimum crystal size required for the 
onset of the crystallization pressure, which is a function of the 
crystal solubility.[392]

11.2.2. Experimental Investigation of Crystallization Pressure

Experiments to directly measure the crystallization pressure 
exerted by NaCl and KCl have been carried out using a par-
allel glass plate system in a climate-controlled chamber.[397] A 
rheometer capable of measuring the normal force was placed in 
contact with the top plate while an inverted microscope imaged 
the crystal growth between the glass plates from below. As 
discussed,[389,391–393] a thin liquid film is required for the devel-
opment of crystallization pressure; if no gap exists between 
the glass plate and the crystal face, then no ions can access 
the crystal face, and it cannot continue to grow. This phenom-
enon was investigated by using hydrophilic and hydrophobic 
glass plates. [397] No pressure was recorded using hydrophobic 
glasses, where these inhibit the formation of a wetting film. 
Conversely, the hydrophilic glass slides allowed a thin film to 
form, giving rise to a sizeable crystallization pressure. For both 
salts, the crystallization pressure increased with increasing salt 
concentration,[397] as expected from theory,[389,391–393] and halite 
(NaCl) exerted a higher crystallization pressure than sylvite 
(KCl) for a given concentration of salt (Figure 30b).

The latter result can be readily rationalized. In order to 
maintain a liquid film, repulsive forces must exist between 
the crystal face and the confining surface. DLVO-type forces 
(named after Derjaguin–Landau–Verwey–Overbeek) are 
obvious candidates.[397] The disjoining pressure within a film 
of a given thickness depends on the charge density at the sur-
face, the relative permittivity of the bulk and free space and the 
Debye screening length with a specific molar concentration of 
salt.[397] The charge density at the surface is affected by the ions 
present in solution and decreases from 0.12 C m−2 for NaCl to 
0.072 C m−2 for KCl, thus explaining the lower crystallization 
pressure recorded for KCl. The disjoining pressure measured 
in these experiments at a supersaturation of ≈1.5 is equal to 
150  MPa ±  50, as compared with 135  MPa for the calculated 
crystallization pressure of Steiger[31] at the same supersatu-
ration.[397] These results demonstrate that it is entirely pos-
sible for a crystal to grow and exert a crystallization pressure 
large enough to overcome the tensile strength of natural rocks 
(Figure 30c–h).

Microfluidic devices have also provided an effective means 
of studying crystallization within channels, and the concomi-
tant development of crystallization pressure. NaCl was precip-
itated within finite volumes present in channels in a PDMS/
glass microfluidic device, and an increase in supersaturation 
was achieved by allowing controlled evaporation.[398] Coupling 
the experimental data with computational modelling generated 
an in-depth understanding of stress generation by the growing 
crystals and showed that this is governed by the supersatura-
tion in the solution film between the crystal and the pore wall 
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rather than that in the bulk of the droplet. As this is limited 
by ion transport, the stress generated is less than that expected 
based on the bulk supersaturation. The growth of halite crys-
tals within PDMS channels in a microfluidic device was also 
studied using optical microscopy, where the growing crystals 
deformed the elastic PDMS.[399] Changes in the crystal growth 
were observed at both the NaCl/PDMS and the NaCl/solution 
interfaces, and the crystal faces adjacent to the PDMS were 
indented and bounded by a growth rim. The known mechanical 
properties of PDMS allowed the crystallization pressure to be 
estimated in this system.

Studies have also been conducted to image the crystal face 
adjacent to the pore walls during the development of crystal-
lization pressure, where these have shown that the face is not 
fully in contact with the substrate, but exhibits a growth rim 
surrounding a hollow core (Figure  31).[400,401] Reflection inter-
ference contrast microscopy was used to study the growth of a 
calcite crystal in a microfluidic device and to characterize the 
topography of the crystal surface adjacent to the glass substrate 
forming the base of the PDMS/glass device.[401] Time-resolved 
analysis revealed the presence of a thin fluid film between the 
crystal and substrate and demonstrated that this is not uniform 
in thickness. Confinement then limits mass flux to the growing 
crystal surface such that a cavity appears in the crystal face adja-
cent to the substrate where no growth occurs. An outer rim 
then develops where growth occurs, causing the crystal to be 
pushed away from the substrate.

11.3. Salt Weathering in Porous Materials

Many experiments have been conducted to explore the disinte-
gration of rocks and building materials due to salt crystalliza-
tion.[12,361,374,402–405] These range from the inspection of damage 
in porous rocks subjected to salt attack,[361,405] to the detection of 
crystallization pressure in situ during rock dilatation.[364,403] Of 
these, the crystallization of NaCl,[361,397] sodium sulfate,[12,403,404]

[361,406] and gypsum[407,374] have attracted particular attention. 
Goudie investigated the efficiency of different salts at breaking 
down rectangular sandstone blocks by submerging the lower 
part of the sandstone in a salt solution and then subjecting the 
block to simulated diurnal temperature cycles.[405] Damage was 
then evaluated after 40 and 60 cycles. From the exhaustive list of 
salts and mixtures of two salts explored, sodium carbonate fol-
lowed by magnesium sulfate and sodium sulfate were the most 
effective at rock disintegration, as was a mixture of Na2CO3 and 
MgSO4. These weathering effects were cumulative, with a large 
portion of damage occurring between the 40th and 60th cycle.

The relative humidity of the environment in which a porous 
medium is maintained is also an important environmental 
factor and affects the location of salt crystallization by pro-
moting either efflorescence (surface crystallization) or sub-
florescence (intraporous crystallization).[361] In cases where 
salts have multiple hydrated forms, the relative humidity can 
also determine mineral speciation. Crystallization of NaCl 
and sodium sulfate (mirabilite, Na2SO4⋅10H2O and thenar-
dite, Na2SO4) under controlled humidity within a number of 
microsystems (droplets, capillaries, and stone), and in a macro-
scale setup comparable to that of Goudie[405] showed that halite 

has a preference for efflorescence, while both sodium sulfate 
phases are prone to subflorescence.[361] Halite growth caused 
little damage to limestone whereas both mirabilite and the-
nardite produce substantial damage regardless of the relative 
humidity. As seen in optical microscope and SEM images, 
halite forms cubic crystals that are characteristic of growth at 
lower supersaturations.[408] This is then consistent with low 
crystallization pressures and the lack of damage caused by 
the crystallization of halite in the microporous network.[361,391] 
Halite can therefore only cause significant damage when it 
is combined with other salts such as gypsum[402] or if higher 
supersaturations can be achieved.

Halite’s preference for efflorescence has also been explored 
using X-ray computed microtomography,[364,409] where this 
technique can be used to perform in situ analysis of crystal-
lization within porous media (Figure 32). Precipitation within 
NaCl-saturated sandstones was studied following a number of 
wetting-drying cycles, where humidity cycling occurs in many 
climates, and is often associated with the formation of large 
crystals and severe damage.[409] After initial drying, the stones 
were brought into contact with either liquid water or water 
vapor until fully saturated, and they were then dried again at 
either 20% or 50% relative humidity. These cycles were then 
repeated. Regardless of the relative humidity, some salt crystals 
remained after rewetting with water. These then act as nuclea-
tion sites for the formation of new crystals in the subsequent 
evaporation step. Large, cauliflower-like crystal assemblages 
form at the surface of the stone, where this is attributed to 
the transport of salt through the porous network of the stone 
(Figure  32b). If the rewetting occurs by deliquescence (water 
vapor) the drying and recrystallization dynamics are quite dif-
ferent. As this process is slow, a very homogeneous saturated 
solution permeates through the porous network, transporting 
salt to the interior of the sandstone sample, where large cubic 
NaCl crystals form. This demonstrates that halite can exhibit 
subflorescence under specific conditions.

Sodium sulfate minerals, in contrast, are highly damaging to 
building materials and natural rocks.[12,403,404,406] Although this 
is often associated with the volume change occurring on hydra-
tion of thenardite to mirabilite,[361] a more complex picture has 
emerged involving the build-up of crystallization pressure.[12,361] 
Magnetic resonance imaging (MRI) and optical microscopy of 
wetting-drying cycles of Na2SO4 saturated sandstones and crys-
tallization within a rectangular glass capillary showed that anhy-
drous thenardite crystals formed in cycle 1 only partially dis-
solved upon rewetting in cycle 2.[12] As thenardite is more soluble 
than the hydrated mirabilite phase, their partial dissolution gen-
erates a supersaturated solution with respect to mirabilite, and 
the remaining crystals act as nucleation sites for the subsequent 
rapid growth of mirabilite. This increase in supersaturation also 
gives rise to an increase in the crystallization pressure to levels 
where it exceeds the tensile strength of the sandstone.[12]

11.4. Model Porous Media

A significant challenge facing studies of crystallization in 
natural and man-made porous media is the inhomogeneity of 
their structures, where they can contain combinations of pores 
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Figure 31. Top: diagram of the microfluidic channel and setup on the reflection interference contrast microscopy (RICM). The principle of RICM is 
illustrated at the top right. The detected intensity is dependent on the height difference between the two interfaces and the wavelength of the light. 
The use of both blue and green LEDs to illuminate a calcite crystal shows the fringes align near the rim, but differ as the distance increases toward 
the core. Bottom: A) in situ imaging of crystal growth along the 10 14 surface of calcite. B) Calculating the height between the crystal and interface 
as a function of the intensity. C) Interpretation of the growth sequence in (A). D) Top: the radii (inner and outer) as a function of time. Middle: the 
width of the rim as a function of time. Bottom: the rim width versus the height difference to the glass surface. Top image and (A) to (D): Reproduced 
with permission.[401] Copyright 2012, Elsevier.
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that vary in size across multiple length scales, and diverse 
interconnectivity. This makes it highly challenging to simu-
late flow through these media, and to correlate these data with 
the observed crystallization behavior. A range of model porous 
media with well-defined structures have therefore been devel-
oped, which provide the opportunity for systematic studies.

Packed glass beads provide a convenient model system, 
where it offers uniformity in structure, optical transparency, 
and the possibility of modifying the surface chemistry of 
the beads using silanization.[367,410–412] As an example of this 
approach, magnetic resonance imaging (MRI) and microcom-
puted X-ray tomography (µ-CT) was used to investigate calcium 
carbonate precipitation within a model porous medium com-
prising packed 200 µm glass beads.[413] MRI generate 3D maps 
of flow through the porous medium, while µ-CT should be used 
to visualize the growing crystals in 3D. In combination, these 
techniques can provide a powerful means of characterizing 
precipitation reactions in porous media. µ-CT was also used to 
study barium sulfate precipitation within packed glass beads.[412] 
Measurement of the growth rate as a function of time suggested 
that the rate was comparable to that on free surfaces provided 
that the growth is not transport limited and that the rate is nor-
malized with respect to the surface area of the crystals.

An array of glass beads was also used to study the dissolu-
tion and recrystallization behavior of NaCl crystals within 
porous media (Figure 33). A model system was constructed in 

which single crystals of NaCl were entrapped within a close-
packed array of 230 µm glass beads within a narrow flat capil-
lary (Figure 33a).[411] The filled capillary was then sintered and 
one end was sealed. This design therefore enables the initial 
size and positioning of the halite crystals to be controlled, 
and the beads can be treated to change the surface chemistry 
from hydrophilic to hydrophobic. Deliquescence was studied 
by maintaining the capillaries at a controlled relative humidity 
RH greater than the equilibrium relative humidity above a satu-
rated NaCl solution, and the process of water infiltration was 
studied using optical microscopy. With hydrophilic surfaces, 
water started to form around the NaCl crystals, causing them to 
start to dissolve. Solution then entered the neighboring pores, 
invading the small pores first and leading to full dissolution of 
the crystals. These samples were then exposed to low humidity 
levels. Drying occurred first in the large pores, and then con-
tinued to yield multiple small crystallites in the small pores.  
A different pattern of behavior was observed with the hydro-
phobic beads. There, solution preferentially entered the large 
pores and the subsequent drying cycle started in the small 
pores. In this system, crystals then form in the large pores 
where they were originally located.

A related model was also created by forming a packed 
column of controlled pore glass (CPG) beads.[385] This gener-
ates a system with a bimodal pore size distribution corre-
sponding to the nanopores within the beads, and macropores 

Figure 32. Dissolution–drying cycles lead to recrystallization. a) Optical photograph of sample. b) SEM image of the microcrystallites forming cauli-
flower structures at the surface of the sample. c,d) X-ray computed microtomography highlighting in red the NaCl on the surface and in the middle 
(core) of the sample. a–d) Reproduced with permission.[409] Copyright 2015, American Institute of Physics.
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Figure 33. a) A model porous medium was formed by filling a rectangular capillary with a monolayer of glass beads, together with a single NaCl crystal. 
b) Schematic of the process used to anneal the sample and achieve contact between the beads and both sides of the capillary. c) Optical microscopy 
images of a hydrophobic 2D porous medium after deliquescence. The areas marked in green, blue and red represent the evolution of the liquid clusters 
after 12, 24, and 40 h. The images below show the crystal during the deliquescence (first row) and evaporation (second row) processes. a–c) Reproduced 
with permission.[411] Copyright 2018, Royal Society of Chemistry.

Adv. Mater. 2020, 32, 2001068



www.advmat.dewww.advancedsciencenews.com

2001068 (53 of 64) © 2020 The Authors. Published by WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim

between the beads. X-ray scattering measurements, modeling, 
and electron microscopies were used to study the kinetics of 
calcium carbonate precipitation within these environments, 
where CPGs were employed in their native state, and function-
alized with self-assembled monolayers with anhydride terminal 
groups. Precipitation only occurred in the macropores in the 
native CPG columns, while calcium carbonate precipitated both 
within the nanopores and the macropores when the CPGs had 
been functionalized. The failure of calcium carbonate to pre-
cipitate within the nanopores in the native CPGs was proposed 
to arise from unequal concentrations of calcium and carbonate 
ions within the nanopores, where these could be act as chemi-
cally selective membranes under the solution conditions.

An additional way of studying crystallization within model 
porous media is the construction of micromodels, where these 
are fabricated to represent a network of interconnected pores in 
the 10–100 µm size regime.[414–417] These network models have 
been extensively used to study fluid flows in porous media,[417] 
but can also be fabricated to facilitate experimental analysis of 
crystallization. Kim et  al. used microfabrication techniques to 
fabricate optically transparent microfluidic devices containing: 
i) single straight channels with isolated pores, ii) a regular grid-
like network of microchannels, and iii) channels mimicking 
native porous media.[416] NaCl precipitation was studied within 
these devices under conditions relevant to CO2 sequestration 
in saline aquifers, where CO2 and brine were flowed through 
the microfluidic networks, and the flow, pH, and NaCl precipi-
tation monitored using optical and fluorescence microscopy. 
Two principal forms of salt crystals were observed, where large 
crystals formed at early times within the NaCl solution, and  
polycrystalline aggregates developed later in the evaporation 
process. These two forms of salt deposits acted together to 
block pores and reduce the potential carbon storage capacity.

Although used to study calcium carbonate dissolution under 
conditions relevant to oil/gas recovery and CO2 sequestration, 
it is also worth highlighting a rather elegant approach used by 
Song et al. to create a micromodel etched into the surface of a 
calcite (CaCO3) crystal.[414] A thick section was cut from a large 
calcite crystal, and its surface was coated with a thin layer of 
beeswax. The desired network pattern was then etched into the 
wax using a laser cutter, and the surface was exposed to HCl 
to etch the pattern into the calcite. The wax was then removed, 
inlet and outlet holes were drilled, and the cleaned surface was 
bonded to a glass slide. This effectively generated a microflu-
idic device in the surface of the crystal, where the transparency 
of the calcite substrate is such that dissolution, or the growth 
of new material, can be studied using optical microscopy.

12. Crystallization of Colloidal Particles  
in Confinement
It is well-recognized that colloidal particles with narrow size 
distributions can self-assemble into crystalline arrays under 
appropriate solution conditions.[418] With the ability to perform 
in situ analysis of the assembly of sub-micrometer particles 
using techniques such as confocal fluorescence microscopy, 
these systems are widely used as analogues of atomic and 
molecular crystals, and provide unique insight into colloidal 

interactions.[419–421] That methods of nanoparticle synthesis 
have now evolved to the point where many can be produced 
with very narrow size distributions has also opened the door to 
the crystallization of these species into superlattices, with the 
promise of generating new materials.[422,423] Confined systems 
have been explored as a method of controlling this assembly 
process. Encapsulation of nanoparticles within emulsions, and 
extraction/loss of the internal solvent can lead to the formation 
of supercrystals with uniform sizes and shapes, and a range 
of structures have been observed.[423–426] Microfluidic devices 
have also been used to screen for optimal evaporation-driven or 
destabilization-driven (addition of a suitable precipitant) condi-
tions for the assembly of nanoparticles.[427,428]

The behavior of colloidal particles in solution attracts con-
siderable attention, as these provide a model of many com-
plex fluids of great practical importance. These systems have 
been extensively treated by both theory and experiment, where 
individual micrometer-scale particles can be readily imaged 
using optical microscopy techniques, and their motion followed 
in real-time.[429–431] The assembly of spheres into condensed 
phases also offers unique insight into the formation of many 
structures in nature including ionic and molecular crystals. 
While the face-centered cubic (FCC) structure is the optimal 
packing for an infinite number of spheres, finite numbers of 
spheres can exhibit a range of structures that are not consistent 
with FCC packing.[432] Finite-size effects originating from con-
fined geometries also make the picture more complex and can 
give rise to different packings.[433,434]

12.2. Crystallization between Parallel Plates or Wedge

The effects of confinement on the crystallization of colloidal 
particles have been investigated experimentally by studying 
the assembly of micrometer-scale polymer particles between 
parallel plates or in a wedge geometry,[433,435] where these 
studies show that the structure of the colloidal crystal builds 
from a monolayer to multilayers of 2D crystalline layers with 
increasing dimensions of the confining system. The wedge 
geometry in particular allows the effects of extreme confine-
ment to be investigated, where this is defined as being in the 
order of the diameter of a single sphere.

Optical microscopy studies of the crystallization of polysty-
rene spheres between glass surfaces have revealed a structural 
evolution with increasing surface separation from a monolayer 
with triangular symmetry (symbolized as △), to a bilayer com-
prising stacked square layers (symbolized as □).[435] The full 
progression of structures was described as

� �1 1 , where 1,2,3n n n n�( ) ( )→ + → + … = …  
This sequence can be rationalized by considering how the 
spheres can achieve optimal packing density, Φ, in the con-
fined volume.[433,436] The first monolayer exhibits hexagonal 
packing as this is more efficient than the packing in the square 
layer. With increasing separation of the surfaces, the colloidal 
crystal alternates in structure between triangular and square 
symmetries. Two competing factors govern the crystal packing 
adopted for a given surface separation: the height of n square 
layers is smaller than that of n triangular layers, while the 
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triangular layers pack more efficiently than the square layers. 
As Φ decreases when the layers do not fully fill the confining 
volume, the square stack is the first to fit between the wall, and 
is replaced by the triangular stack as the surface separation 
increases in order to preserve a high Φ.[433]

Further detailed experimental investigation of this phenom-
enon reveals that the evolution in structure of this system is 
actually rather more complex and that a large number of inter-
mediate phases can form between the defined phases described 
above (Figure 34).[433,437] These are generated when the available 
gap falls between that required for the sequential structures, 
which gives rise to an increase in the packing density. A range 
of intermediate structures form according to the number of 
layers present, including buckled, prism, and rhombic phases 
(Figure  34c). This behavior has also been rationalized using 
simulations of the behavior of high densities of colloidal par-
ticles between parallel plates with separations between 1 and  
5 sphere diameters.[436] The existence of 26 thermodynamically 
stable crystal structures was demonstrated, which is in good 
agreement with the experimental data (Figure 34a,b). These cal-
culations also revealed that a high density of particles undergo 

freezing and melting transitions as the separations of the con-
fining surfaces are changed.

12.2. Crystallization within Evaporating Droplets

A fundamentally different approach was used to study the 
assembly of small numbers of colloidal spheres in spherical 
confinement.[432] Clusters of polymer spheres were generated 
by creating oil droplets in water in which a defined number 
(n) of micrometer-sized spheres are strongly bound at the 
droplet surface by surface tension. On evaporation of the oil 
the spheres are brought closer together on the droplet surface 
until a mechanically stable intermediate is generated when the 
spheres touch. Removal of further oil then causes the droplet to 
distort, giving rise to capillary forces that cause the spheres to 
rearrange. As the final oil is removed the spheres de-swell and 
van der Waals attractions increase, causing the particles to pack 
together in a cluster of a defined number of spheres.

Each cluster containing the same number of spheres 
exhibits identical structures, with small clusters showing 

Figure 34. a) Images of structures taken for the equilibrated colloids sample at the transition from a monolayer to a bilayer; image width (47.2 × 35.4) µm2. 
The white squares indicate the position of the fourfold enlargements shown bottom right in the images. The following structures are observed with 
increased plate separation: i) 1Δ; ii–iv) B; v,vi) 2□; vii) 2Ra; viii) 2Δ. B is a bucked phase and R is a rhombic phase. a) Reproduced with permission.[437] 
Copyright 2005, IOP Publishing. b) The equilibrium phase diagram of hard spheres with diameter σ confined between two parallel hard walls with 
plate separation H: packing fraction η representation. The white, shaded (yellow) and dotted regions indicate the stable one-phase region, the two-
phase coexistence region, and the forbidden region, respectively. c) Stable solid structures of confined hard spheres. i) The triangular phase 2Δ. ii) The 
square phase 2□. iii) The buckling phase 2B. iv) The rhombic phase 2R. v,vii) The prism phase with square symmetry 3P□. vi,viii) The prism phase 
with triangular symmetry 3PΔ. In (i)–(vi), the point of view is at an angle of 30° to the z direction. In (vii) and (viii), the point of view is at an angle of 
90°. Different colors indicate particles in different planes ((i)–(iv)), or particles belonging to different prism structures ((v)–(viii)). b,c) Reproduced with 
permission.[436] Copyright 2006, IOP Publishing.
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triangular (n  = 3), tetrahedral (n  = 4), triangular bipyramidal  
(n = 5), and octahedral (n = 6) morphologies, all of which are 
elements of an FCC lattice. Larger clusters containing between 
7 and 10 spheres exhibited unusual structures, termed convex 
deltahedra, that cannot be broken down into regular tetra-
hedra or octahedra, and which cannot be close-packed to fill 
space. These structures cannot be attributed to a minimiza-
tion of potential energy or volume, but instead correspond to 
a minimization of the second moment of the mass distribution 
(a measure of optimal packing). The structures of these clusters 
are therefore be considered to originate from the collapse of the 
shells of spheres on the surface of the droplets.

A similar methodology has been used to investigate the struc-
ture adopted by nanoparticles in spherical confinement.[424–426] 
6  nm gold nanoparticles functionalized with dodecanethiol 
were dispersed in surfactant-stabilized oil/water emulsions, 
and the oil phase was slowly evaporated.[425] Supraparticles of 
up to ≈100  nm in size were formed and exhibited decahedral 
and icosahedral morphologies. In situ analysis of their for-
mation using surface plasmon spectroscopy and small angle 
X-ray scattering (SAXS) demonstrated that these structures 
were not templated by the droplet surface, suggesting instead 
that the formation of these geometries is driven by free energy 
minimization.

The assembly of large numbers of particles under spherical 
confinement has also been studied.[426] Up to 100 000 particles 
were suspended in oil-in-water droplets, and the oil was then 
slowly evaporated to induce assembly. Particles that fell into 
two size regimes were employed: cobalt iron oxide nanoparti-
cles with a core diameter of 6.0  nm and a shell of oleic acid, 
core/shell semiconductor particles with diameters of 12 nm and 

1.3  µm fluorescently labeled core/shell silica particles. These 
were assembled into supraparticles with diameters of between 
75 and 785 nm, and their internal structures were determined 
using electron tomography for the nanoparticles,[438] and con-
focal fluorescence microscopy for the micrometer-sized parti-
cles. The supraparticles exhibited different structures according 
to their size, and those generated from nanoparticles were 
almost invariably crystalline (Figure  35). Supraparticles con-
taining up to 1000 particles exhibited icosahedral morphologies, 
with twelve vertices and twenty triangular (111) faces on the sur-
face. These structures can be regarded as multiply-twinned crys-
tals with 5-fold symmetry. An increase in the number of parti-
cles to between 1000 and 3000 led to the formation of suprapar-
ticles with rhombicosidodecahedral morphologies comprising 
12 pentagonal faces, 20 triangular faces, and 30 rectangular 
faces. Finally, a transition to a purely FCC structure occurred 
between 25 000 and 90 000 particles. The supraparticles formed 
from the colloids were only partially ordered and adopted either 
of the icosahedral forms. The FCC structure was not observed, 
potentially due to the effects of gravitational sedimentation of 
the larger particles.

Icosahedral symmetries are found in many systems 
including short-range structures in liquids and clusters of 
some atoms and metals.[439–441] A basic icosahedron comprises 
a central particle surrounded by a further 12 particles and can 
be considered as 20 tetrahedra sharing a common vertex. This 
structure minimizes short-range (Lennard–Jones) type attrac-
tions and is entropically favored, but is non space-filling so 
does not provide a building block for bulk crystals. The impor-
tance of the icosahedron in structural chemistry was first rec-
ognized by Mackay,[442] who described its relationship with 

Figure 35. Size dependence of the cluster structure. Structural transition from a Mackay icosahedron (Ico) to an anti-Mackay rhombicosidodecahedron 
(Rhomb) to a face-centered cubic (FCC) cluster, as observed for supraparticles consisting of nanoparticles. The fraction of structures, based on 121 
supraparticles, is plotted as a function of the number of nanoparticles per supraparticle. 14 icosahedra, 63 rhombicosidodecahedra, and 44 FCC clusters 
were observed. Reproduced with permission.[426] Copyright 2015, Springer Nature.
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CCP structures. Addition of further concentric shells of atoms 
to the icosahedral unit following FCC packing leads to larger 
icosahedra whose faces show FCC (111) packing. The cluster 
of 55 atoms (2 concentric shells) is particularly common and 
is termed the Mackay icosahedron.[439,442] Addition of atoms to 
the (111) faces can also occur by HCP packing. This anti-Mackay 
overgrowth corresponds to a packing fault and generates a 
hierarchical structure. Both structures therefore originate from 
the same icosahedral core, but have different surface termina-
tions. The smaller clusters formed correspond to Mackay icosa-
hedra, while the larger rhombicosidodecahedra are anti-Mackay 
clusters.

Molecular dynamics simulations of the behavior of hard 
spheres (which have zero interaction energy unless they come 
into contact) in shrinking spherical confinement gave excellent 
agreement with the experimental data, supporting the observa-
tion that the structures formed were not specific to the particle 
type. This provides strong evidence that the formation of these 
icosahedral structure is entropy-driven. Simulations were also 
performed to investigate the evolution in structure of the supra-
particles. Consideration of 16  000 hard spheres in spherical 
confinement showed that crystallization starts at the surface of 
the particles, forming two to three ordered layers. Crystalliza-
tion then proceeds inward, and as the interior crystallizes the 
surface becomes less ordered. Finally, the interior completely 
crystallizes and the tetrahedral units that are components of the 
Mackay icosahedron.

The shape of the particles also dictates how they assemble 
under spherical confinement.[434,443] Oleic acid functionalized 
magnetite (Fe3O4) nanocubes with sharp edges (size 23  nm) 
and FexO/CoFe2O4 nanocubes with rounded edges (10  nm) 
were assembled within shrinking emulsion droplets.[443] The 
sharp nanocubes assembled as a simple cubic lattice in the 
core of the supraparticles, and were aligned with their flat faces 
parallel to its surface. The rounded nanoparticles, in contrast, 
assemble to form a supraparticle whose core exhibits Mackay 
icosahedral symmetry, while particles located on the surface 
form a defect-rich hexagonal array. Simulations supported these 
observations and revealed a change in structure from HCP or 
FCC packing for rounded particles, to a structure comprising 
wedges of HCP/FCC and cubic-packed particles as the edges of 
the particles become sharper, to wedges with cubic symmetry 
and finally a cubic core surrounded by spherical shells. The 
competing effects of flat faces tending to align the particles and 
sharp corners acting to separate the particles contribute to the 
formation of these different structures.

Further investigation into the influence of particle shapes 
on their assembly was performed by running Monte Carlo 
Simulations of the assembly of up to 60 particles of the Pla-
tonic solids (the tetrahedron, cube, octahedron, dodecahedron, 
and icosahedron) in spherical confinement.[434] A wide range 
of structures were observed, and for many values of N (the 
number of constituent particles) the icosahedra and dodeca-
hedra pack into clusters comparable to those formed from 
the same number of spheres. The clusters formed from cubes 
and octahedra also resembled the clusters of spheres for some 
values of N, while no such relationship was found for tetrahe-
dral particles. In contrast to packing in bulk solids where the 
particle morphology determines the packing geometry, this 

influence is significantly reduced in spherical confinement. 
The simulations also show that certain numbers of particles—
termed “magic numbers”—give rise to clusters with high den-
sities, but that these can exhibit different structures according 
to the shape of the particles. These results highlight the pos-
sibility of combining confinement effects with different par-
ticle morphologies to generate clusters with a wide range of 
structures.

13. Summary and Perspective

This article provides a review of crystallization in confined vol-
umes, where we demonstrate that confinement can influence 
virtually every aspect of crystal nucleation and growth. Infor-
mation is dispersed across the literature in relation to fields 
as diverse as ice nucleation, biomineralization, nucleation 
kinetics, nanomaterial synthesis, pharmaceuticals, and geo-
chemistry, where each of these has a somewhat different focus. 
For example, studies of ice nucleation address the freezing of 
water in nanopores, where this has relevance to ice nucleation 
in the atmosphere, while arrays of droplets offer multiple iden-
tical, impurity-free environments, and are invaluable for stud-
ying nucleation kinetics. Crystallization in porous media lies at 
the heart of geochemical phenomena such as weathering and 
the formation of ore deposits. Together, this body of literature 
shows how confinement affects the crystallization of different 
substances in environments with different length scales and 
geometries.

Significant effects can be observed on crystal nucleation 
and growth. Growth within a constrained volume can limit 
the growth of a crystal such that its morphology is defined by 
the environment. This can yield complex 3D morphologies 
that could not be formed using conventional additive-based 
approaches. Similarly, competitive growth of crystals with ani-
sotropic structures within anisotropic environments lead to 
strong orientation effects. Crystals within porous media can 
also continue to grow even when they have filled the pore when 
a thin fluid film is present between the crystal and substrate. 
This leads to the development of a crystallization pressure.

Perhaps the most fascinating effects occur at nucleation, 
however. An influence on nucleation is easily rationalized 
within environments that have dimensions comparable to the 
size of a critical nucleus (typically a few nanometers). Thus, 
crystallization within carbon nanotubes can generate crystals 
with distorted lattices, structures not seen under analogous 
bulk conditions, and even new crystal phases. Many organic 
compounds form as amorphous rather than crystalline phases 
within very small pores, and polymorph selectivity may occur 
when the confining environment can only accommodate crit-
ical nuclei of certain polymorphs. Polymorph selectivity can 
also be observed within finite volumes that contain just enough 
ions to form a critical nucleus, due to the different solubilities 
of different polymorphs.

Interestingly, strong effects on nucleation are also seen at 
length scales far larger than a critical nucleus. Significant sta-
bilization of metastable polymorphs is commonly observed, 
and increases with increased confinement. This effect is pre-
dominantly kinetic in origin and has been attributed to reduced 
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diffusion rates within small pores, and the formation of very 
high supersaturations. The surface chemistry of the confining 
medium may also play a role in selecting polymorph, where it 
may directly favor one polymorph over another, or influence the 
ionic composition within a nanopore. Once formed, metastable 
polymorphs would also be expected to be slow to transform due 
to the reduced nucleation rates associated with small volumes.

Finally, vastly reduced nucleation rates are observed in 
small volumes, where this has been attributed to a number of 
effects including the reduced probability of nucleation in small 
volumes, and the elimination of the impurities that promote 
nucleation in bulk solution. Notably, these effects even operate 
in droplets that are hundreds of micrometers in diameter. 
The consumption of ions that accompanies the formation of 
a crystal nucleus within a small, finite volume also gives rise 
to a continuous depletion of the supersaturation, and thus the 
driving force for nucleation.

This range of effects demonstrates the scale of the challenge 
of understanding crystallization in natural environments such 
as porous rocks and building materials, where these often pre-
sent pores ranging from the nanometer- to the macroscale and 
possess a wide range of interconnectivities and even chemical 
compositions. Crystallization within porous media is also inti-
mately linked to flow through the network, where the system 
is dynamic and evolves with time as growing crystals begin to 
block pores and change the interconnectivity. Significant efforts 
are therefore being made to develop reactive transport models 
that can describe the dynamic behavior of large-scale sys-
tems.[444,445] These need to be supported by experimental data 
obtained from in situ characterization to evaluate the relation-
ship between flow profiles and crystallization.

The technique of X-ray tomography is well-suited to the 
study of crystallization in situ within natural stones and model 
porous systems.[370,412] However, resolution is generally limited 
to around the micrometer level such that it is impossible to 
simultaneously investigate the role played by nanopores and 
macropores. Electron tomography, in contrast, has the reso-
lution to characterize nanoscale pores but can only be per-
formed on thin slices of material such that macropores cannot 
be studied.[446–448] It is also currently not possible to perform 
time-resolved studies of crystal nucleation and growth. It 
is envisaged that the development of cutting-edge imaging 
techniques such as X-ray ptychography, which can currently 
achieve resolutions of tens of nanometers, be used to study 
relatively large specimens and even be coupled with spectro-
scopy techniques,[449–451] may ultimately be able to address this 
problem.

Well-defined model systems are therefore invaluable in 
studying confinement effects on crystallization. These ide-
ally possess well-defined geometries and it should be possible 
to systematically change the dimensions. A limiting factor is 
again the ability to characterize the system, and ideally perform 
time-resolved, in situ analysis. However, this is somewhat more 
straightforward in a well-defined system, where microscopy-
based techniques can be selected to target the particular length 
scale under investigation. Well-defined, uniform environments 
are also well-suited to time-resolved spectroscopic studies, 
where methods such as “Classic” NMR could be used to simul-
taneously study the evolution of both the liquid and solid 

phases.[452,453] It is also expected that the continued develop-
ment of cutting-edge methods such as liquid-phase TEM[454,455] 
will ultimately make it possible to study the process of crystal 
nucleation and growth in situ in nanoscale environments.

A significant barrier to understanding confinement effects 
in nanoscale volumes is the lack of knowledge of the distribu-
tion of ions within small pores, and how this is governed by the 
surface chemistry. While this could be expected to have a sig-
nificant effect on nucleation—and may be the origin of some 
of the observed size-dependent changes in polymorph—this 
cannot be determined experimentally, and therefore relies on 
theoretical prediction. It is also well-recognized that liquids are 
typically more ordered adjacent to a surface than in bulk,[456–459]  
where this structure is maintained for a few molecular layers 
before rapidly decaying to the bulk structure.[460] A substan-
tial portion of the liquid in pores with diameters of a few 
nanometers, or surfaces separated by a few nanometers would 
therefore exhibit a different structure from the bulk. This may 
again influence crystal nucleation and growth. Techniques such 
as NMR or neutron scattering have been used to analyze the 
structure of liquids and solids in nanoporous glasses,[43] and 
could potentially be employed to further probe the relation-
ship between the surface chemistry of the confining media, the 
structure of the confined liquid and the structure of the product 
crystal.

Further recognizing the important role played by surfaces 
in directing crystal nucleation, it is well-known that solid state 
organic thin films often exhibit crystal structures that differ 
from those of the corresponding bulk materials.[459] Illustrating 
with the important, and much-studied organic semiconductor 
pentacene,[461–463] this compound has five recognized poly-
morphs that comprise layers of molecules packed in a herring-
bone arrangement. In the bulk crystal structure the individual 
molecules are tilted within the layers. In contrast, thin films 
with thicknesses of under 100 nm that have been vapor-depos-
ited on substrates including amorphous silica and various 
polymers exhibit an alternative polymorph in which the mole-
cules only exhibit a small tilt. In contrast, the molecules in 
monolayers of pentacene lie perpendicular to the substrate.[464] 
Molecular dynamics simulations suggest that formation of this 
new polymorph is governed by the intralayer molecular inter-
actions rather than interactions of the pentacene molecules 
with the substrate.[465] This raises the interesting possibility 
that similar effects may give rise to changes in polymorph in 
confined systems exhibiting large surface to volume ratios.

It is also difficult to determine where nucleation occurs 
within nanopores. While one might assume that the nucleation 
barrier is reduced on the pore wall, it is noted that crystalliza-
tion within porous/confined media is often associated with the 
presence of a fluid layer between the crystal and the adjacent 
substrate. This has been clearly demonstrated both in microm-
eter-scale pores in relation to the development of crystallization 
pressure,[365,389,397] and also in nanopores in association with 
studies of melting/freezing phenomena.[56,58,64–67] However, 
little is known about the crystal/substrate interface for crystals 
grown from solution in small volumes. This raises questions 
about whether nucleation is homogeneous or heterogeneous 
in these systems, or indeed whether crystals can nucleate on a 
substrate without full displacement of bound water molecules.
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The development of a superior understanding of the effects 
of confinement on crystallization will ultimately enable us to 
control and profit from this phenomenon. The weathering and 
decay of rocks and construction materials could potentially be 
reduced by treating their surfaces to eliminate the fluid layer 
lying between the crystal and pore wall. This will prevent fur-
ther crystal growth and a concomitant build-up of stress. It may 
facilitate the development of strategies to promote crystalliza-
tion within porous media for contaminant sequestration and 
remediation,[350] and could be used to screen for polymorphs 
or generate pharmaceuticals in an amorphous form. An 
understanding of confinement effects is also essential when 
using liquid-phase TEM, where crystallization within this con-
fined flow cell is expected to be modified as compared with 
bulk solution.[348] An appreciation of confinement effects also 
allows us to view processes such as biomineralization—which 
invariably occur within constrained volumes—from a different 
perspective. While the lion’s share of attention has focused on 
the role of soluble organic additives and insoluble matrices in 
directing features including the crystal polymorph, morphology, 
and orientation,[16] it is clear that confinement may also play a 
major role in controlling mineralization. Finally, studying crys-
tallization in confinement may also afford us the opportunity 
to gain a superior understanding of crystal nucleation, where 
the extremely high surface/volume ratios of nanoporous media 
offers a unique chance to investigate the interaction between 
the crystal and substrate.
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