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Abstract 10 

The origin of moderate magnitude (tens of metres), short-term Cretaceous eustatic cycles 11 

remains enigmatic. The historical view of ubiquitous Cretaceous warmth casts doubt on the 12 

presence of significant terrestrial ice caps and the role of glacio-eustasy. As such, aquifer-13 

eustasy is increasingly advocated as the primary driver of Cretaceous short-term sea-level 14 

change. Here, we analyse the role of aquifer-eustasy in driving Cretaceous short-term cycles 15 

by assessing the spatio-temporal pattern of aridity and humidity under differing CO2 forcing in 16 

new climate simulations for the Valanginian, Turonian, and Maastrichtian. Elevated CO2 17 

forcing acts to increase the spatial extent of fully arid land areas, while resulting in only a 18 

marginal expansion of fully humid zones. Consequently, the greatest aquifer charge is more 19 

likely during lower CO2/cooler intervals, indicating that aquifer-eustasy works in phase with 20 

both glacio- and thermo-eustasy in contrast to the current aquifer-eustasy paradigm. Modern 21 

data indicate that climate is a primary control on water table depth. Using this constraint, the 22 

hydrological response in our Cretaceous simulations to large changes in atmospheric CO2 are 23 

insufficient to generate reported eustatic magnitudes. Our most likely aquifer-eustasy 24 

estimates are decimetre scale. Even using optimistic values for the impact of lakes and 25 

assuming the water table depth was reduced from the modern average to 0 m globally, the 26 

total aquifer-eustasy response remains smaller than 5 m. Our results indicate that glacio-27 
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eustasy was the most likely driver of Cretaceous short-term cycles, consistent with a growing 28 

body of evidence that challenges the ubiquitously warm Cretaceous notion. 29 

 30 

1. Introduction 31 

 32 

Although short-term (<3 million years) sea-level cycles are well documented in the Cretaceous 33 

(Immenhauser, 2005; Miller et al., 2005a, 2005b; Voigt et al., 2006), their origins have 34 

remained a subject of debate. However, there is growing evidence that many short-term cycles 35 

are synchronous (Gale et al., 2002; Wilmsen and Nagm, 2013; Wendler et al., 2014) and 36 

eustatic in nature (Miller et al., 2005a). This has been supported by the recent collation and 37 

analysis of approximately 800 published estimates of the magnitude of Cretaceous short-term 38 

sea-level change, which demonstrates a stage-level synchronicity in the magnitude of sea-39 

level change as well as longer-term magnitude trends (Ray et al., 2019). In combination, this 40 

information suggests that a significant proportion of published sea-level estimates reflect 41 

globally synchronous sea-level changes (eustasy), and that these eustatic events occur at 42 

frequencies that can be best accounted for by orbitally influenced climatic processes (Boulila 43 

et al., 2011; Sames et al., 2016). 44 

 45 

The climatic drivers of short-term cyclic eustasy are limited to density-driven changes in the 46 

volume of the oceans (thermo-eustasy) and processes that influence the exchange of water 47 

between the ocean and terrestrial stores, such as aquifers (aquifer-eustasy) or ice caps 48 

(glacio-eustasy) (Sames et al., 2016). An important starting point for identifying the drivers of 49 

Cretaceous short-term eustasy is an assessment of the upper magnitudes of eustatic cycles 50 

through time. This has been conducted for the entire Cretaceous (Ray et al., 2019) and 51 

demonstrates that short-term cycles of significant magnitude (>40 m) occur during the 52 

Valanginian, Aptian, Albian, and Maastrichtian, slight magnitude cycles (<10 m) are restricted 53 

to the Berriasian, and moderate cycles (10 to 40 m) characterise the remaining stages of the 54 

Cretaceous. 55 
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 56 

The temporal changes in Cretaceous magnitudes documented by Ray et al. (2019) can be 57 

compared to the upper magnitude limits of thermo- and glacio-eustasy, which are distinct and 58 

well established at 10 m and more than 200 m, respectively. However, the upper limit of 59 

aquifer-eustasy is more poorly constrained (Ray et al., 2019). Aquifer-eustasy relies on short-60 

term fluctuations in precipitation patterns that result in spatiotemporal shifts in the areal extent 61 

of arid and humid zones (Wagreich et al., 2020). This results in the differential charge of 62 

available aquifers, affecting the net water balance between the continents and oceans 63 

(Wendler et al., 2016). Observations of long-term, temperature-driven shrinkage/expansion of 64 

the intertropical convergence zone humid belt provides support to the active role of aquifer-65 

eustasy in the Cretaceous (Hasegawa et al., 2012; Hay and Floegel, 2012). However, 66 

estimates of aquifer-eustasy magnitudes range widely from 8 m (Jacobs and Sahagian, 1993) 67 

to 50 m (Hay and Leslie, 1990) to as much as 100 m (Haq and Huber, 2017). Of these 68 

estimates, those provided by Hay and Leslie (1990) are the most frequently citied, although 69 

their estimate of a 50 m aquifer-eustasy limit requires the alternate filling and emptying of all 70 

available present-day aquifers and might therefore be unrealistic. Nonetheless, a consensus 71 

has begun to form around magnitudes of 10 to 40 m being obtainable during the Cretaceous 72 

by invoking larger aquifer volumes and a more vigorous hydrological cycle (Wendler et al., 73 

2016; Wendler and Wendler, 2016). 74 

 75 

A further complicating factor in establishing the drivers of short-term Cretaceous eustasy 76 

relates to the climatic controls upon thermo- and glacio-eustasy. For example, the temperature 77 

of the entire volume of water in the global ocean would need to increase by ~10°C to generate 78 

a 6 m eustatic rise (Sundquist, 1990). Therefore, a 10 m short-term, thermo-eustatic cycle 79 

would require a temperature fluctuation equivalent to the early Eocene Climate Optimum to 80 

the present (Cramer et al., 2011). This  is inconsistent with planktonic and benthic climate 81 

proxy records (Huber et al., 2002; Cramer et al., 2011; O’Brien et al., 2017). Climate proxies 82 

also document that the Cretaceous experienced substantially warmer climates than present 83 
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(Jenkyns et al., 2004; Vickers et al., 2019), supported by the occurrence of forests (e.g. 84 

Bowman et al., 2014) and ectothermic reptile species (e.g. Vandermark et al., 2007) at high 85 

latitudes. This poses significant challenges to the role of glacio-eustasy, resulting in aquifer-86 

eustasy being increasingly advocated as the primary driver of Cretaceous short-term eustatic 87 

cycles (Föllmi, 2012; Sames et al., 2016; Wendler et al., 2016; Wendler and Wendler, 2016; 88 

Laurin et al., 2019; Sames et al., 2020). However, the assumption of a 40 m upper magnitude 89 

limit for aquifer-eustasy poses a challenge to the role of aquifer-eustasy in that approximately 90 

50% of the Cretaceous is associated with larger magnitude cycles (Ray et al. 2019). 91 

Furthermore, Ray et al. (2019) demonstrated that the largest magnitude (up to 65 m), short-92 

term sea-level variations occur during the coolest stages of the Cretaceous, which is 93 

inconsistent with the aquifer-eustasy paradigm (Wendler et al., 2016), leading Ray et al. (2019) 94 

to the conclusion that glacio-eustasy was the fundamental driver of short-term eustatic cycles. 95 

This view is supported by a range of data that challenge the notion that the Cretaceous was 96 

ubiquitously warm. Geochemical proxy estimates indicate evident long-term trends with 97 

distinct cooler conditions in the Valanginian-Barremian, Late Aptian, and Maastrichtian (e.g., 98 

O’Brien et al., 2017). Evidence for cold high-latitude conditions have been reported during 99 

these times (Davies et al., 2009; Bowman et al., 2013; Grasby et al., 2017), which, when 100 

combined with geochemical (Bornemann et al., 2008) and sequence stratigraphic insights 101 

(Kominz et al., 2008; Maurer et al., 2013; Uličný et al., 2014), makes the reported presence of 102 

polar ice sheets (Alley et al., 2019) plausible. This possibility is further supported by the 103 

downward revision of Cretaceous atmospheric CO2 concentrations (e.g., Breecker et al., 104 

2010). 105 

 106 

Here, we explore the climatic controls and likely magnitude limits of aquifer-eustasy for three 107 

time intervals characterised by differing short-term magnitudes (Ray et al., 2019) (Figure 1). 108 

We focus on the Turonian, when short-term magnitudes were modest (~30 m) and available 109 

geochemical proxies indicate peak Cretaceous warmth was reached (O’Brien et al., 2017), 110 

and the Valanginian and Maastrichtian, when short-term magnitudes were more significant 111 
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(~65 and ~50 m, respectively) and cooler climatic conditions prevailed. We use new climate 112 

simulations using the Hadley Centre Coupled Climate Model Version 3 (HadCM3L) to assess 113 

the spatio-temporal trends in precipitation and resulting arid and humid zones under differing 114 

CO2 forcing to determine the likely impact on aquifer storage. The area of deserts in each 115 

simulation is compared to the present to assess whether the enhanced hydrological cycle 116 

during the Cretaceous could have resulted in enhanced aquifer storage. Modern water table 117 

data are used to quantify the likely aquifer-eustasy response. 118 

 119 

2. Methods 120 

2.1 Climate Simulations 121 

The HadCM3L general circulation model (Gordon et al., 2000; Pope et al., 2000) was used to 122 

generate new simulations for the Valanginian, Turonian, and Maastrichtian. We incorporated 123 

the land surface scheme MOSES 2.1 (Essery et al., 2003) and the TRIFFID dynamic global 124 

vegetation model (Cox, 2001). The tectonic configuration, gross depositional environments, 125 

and resulting paleo digital elevation models (PDEM) that underpin this study were created by 126 

Halliburton Neftex® Insights using a modified version of the approach of Vérard et al. (2015) 127 

to include a wider range of input data. The PDEM, land-sea mask, and lake fields were 128 

regridded to model resolution using an area-weighted algorithm. Model-specific smoothing 129 

was applied to the bathymetry, and hand edits were applied where the land-sea mask was 130 

unsatisfactory. A model resolution river drainage model was generated that is internally 131 

consistent with the PDEM and known river outlets. 132 

 133 

Three simulations were conducted for each time slice with differing atmospheric CO2 134 

concentrations to explore the potential impact of short-term climate variations on the spatio-135 

temporal trends in precipitation and resulting arid and humid zones. A compilation of available 136 

proxy estimates for atmospheric CO2 concentrations was generated for the three time periods 137 

(refer to the supplementary information), and low, medium, and high atmospheric CO2 138 
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concentrations were prescribed for each simulation (Table 1). Other atmospheric constituents 139 

were held at preindustrial levels. 140 

 141 

Annual precipitation data over land were extracted from the time-averaged simulation results, 142 

and data were binned by latitude using the model grid cells. Zonal mean, maximum, and 143 

minimum values were obtained. To further assess the spatial changes in precipitation and 144 

evaporation patterns, climate zones were identified using the Köppen-Geiger climate 145 

classification scheme (Kottek et al., 2006) for each simulation and the total area of each class 146 

calculated. 147 

 148 

To test the validity of the simulations, a database of proxies indicating land aridity (calcretes 149 

and evaporites) and humidity (bauxites, coals, crocodiles, laterites, and palms) was collated 150 

from Boucot et al. (2013). Although Boucot et al. (2013) do not use crocodiles and palms as 151 

exclusive indicators of humid climates, their work demonstrates that they do not generally co-152 

occur with proxies for aridity. This is supported by data demonstrating that modern palms are 153 

far more common in non-arid zones (Reichgelt et al., 2018) and that the geographic pattern of 154 

decline among fossil crocodilians matches patterns of aridification in Africa and South America 155 

(Mannion et al., 2015). Because the time slices analysed by Boucot et al. (2013) are much 156 

broader than those used here, any data that could be determined not to be Valanginian, 157 

Turonian, or Maastrichtian in age were removed. Information on aeolian deposits was collated 158 

from Argentina (Buatois and Echevarría, 2019), Brazil (Scherer, 2002; Dal’ Bó et al., 2009), 159 

China (Hasegawa et al., 2012), France (Kindler and Davaud, 2001), Namibia (Mountney et 160 

al., 1998), Mongolia, and Thailand (Hasegawa et al., 2012) to bolster the arid proxy control. 161 

Because of the poor chronostratigraphic control on many of the proxies, a temporal confidence 162 

was applied to differentiate data that could be definitively tied to the stage of interest from 163 

covering multiple stages. In total, this resulted in 109 proxies for the Valanginian, 68 for the 164 

Turonian, and 110 for the Maastrichtian. 165 

 166 
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2.2 Water Tables 167 

To allow the eustatic impact of changes in land surface hydrology to be quantified, we utilised 168 

a global modern water table depth dataset from Fan et al. (2017). A statistical analysis of the 169 

total dataset was conducted along with an analysis of the fully arid and non-arid land areas. 170 

Modern land area types were identified using the Köppen-Geiger map for 1976-2000 from 171 

Rubel and Kottek (2010). 172 

 173 

3. Results 174 

Results from the simulations demonstrate a close match with the available proxies for the 175 

different time slices (Figure 2). The Köppen-Geiger predictions also demonstrate a good 176 

agreement with the broader chronological synthesis of Boucot et al. (2013), suggesting that 177 

the simulations represent a robust estimation of the studied time periods. Analysis of the global 178 

mean precipitation in the nine climate simulations demonstrates that the higher CO2 forcing 179 

generally results in elevated global precipitation indicative of an enhanced hydrological cycle 180 

(Table 2). The only exception is the Valanginian where global mean precipitation increases 181 

from the low to middle CO2 forcing but declines in the highest CO2 forcing. 182 

 183 

However, as might be expected, the elevated precipitation as a consequence of increased 184 

CO2 forcing is not evenly distributed but rather is concentrated in equatorial humid belts and 185 

at mid to high latitudes in humid to semi-humid belts (Figure 3). Precipitation in tropical arid 186 

belts either remains constant or decreases with elevated CO2 forcing (Figure 3). To explore 187 

the spatial impact CO2 forcing has on precipitation, a map was created to demonstrate the 188 

difference in precipitation between the simulations with the highest and lowest atmospheric 189 

CO2 concentrations for each time slice (Figure 4). The spatial response is complex, but the 190 

general increase in precipitation observed in the zonal median analysis in mid-high latitudes 191 

and equatorial regions in response to greater CO2 forcing (Figure 3) is apparent. A clear trend 192 

is also evident when the fully arid land areas on the lowest CO2 simulations are overlain with 193 

precipitation in these areas, demonstrating little change with CO2 forcing. Additionally, 194 
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adjacent areas exhibit a clear trend of decreasing precipitation with increased CO2 forcing. 195 

This reduction in precipitation explains the expansion of the fully arid land area with increasing 196 

CO2 forcing, as predicted from the Köppen-Geiger classification for the different time slices 197 

(Figure 2). An analysis of the area of fully arid land demonstrates a consistent expansion with 198 

higher atmospheric CO2 concentrations (Figure 5). Conversely, the geographical area of fully 199 

humid zones is generally at its greatest under lower CO2 forcing, and the variance between 200 

simulations is reduced (Figure 5). 201 

 202 

Longer-term trends are also apparent from this study. The analysis of both the mean global 203 

precipitation (Table 2) and the spatial extent of the fully arid and fully humid land areas 204 

(Figure 5) demonstrates that the Valanginian was considerably drier than the Turonian or 205 

Maastrichtian. This is likely a reflection of the greater continentality of the Valanginian when 206 

the break-up of Pangea was in an earlier stage and multiple epicontinental seaways and 207 

oceans characterising the Turonian and Maastrichtian had yet to form, including the South 208 

Atlantic (Granot and Dyment, 2015), Western Interior Seaway (Miall and Catuneanu, 2019), 209 

Labrador-Baffin Bay (Dickie et al., 2011), Turgay Seaway (Kontorovich et al., 2014), and the 210 

South Australian Bight (Totterdell et al., 2001). 211 

 212 

4. Discussion 213 

4.1 Aquifer-Eustasy Magnitudes 214 

To assess the eustatic impact of the spatial shifts in precipitation predicted by our simulations, 215 

it is first necessary to understand how climate impacts aquifer capacity. Modern data (Fan et 216 

al., 2013, 2017) indicate that at a regional scale, climate is the primary control on water tables, 217 

which are generally shallow (aquifers near full) in fully humid and partially humid areas and 218 

are only deep in fully arid zones and mountainous regions (Figure 6). Any changes in the 219 

spatial extent of the fully arid land area is therefore likely to have the most significant impact 220 

on aquifer storage and hence global sea level. The fully arid land area between the simulations 221 
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with the highest and lowest CO2 forcing differ by 15.6, 9.6, and 8.4 million km2 for the 222 

Valanginian, Turonian, and Maastrichtian, respectively (Table 3). 223 

 224 

Next, it is necessary to determine the likely impact the changes in fully arid land areas had on 225 

water column height. The depth of the water table in modern fully arid zones is highly variable, 226 

ranging from 0 to 986.8 m deep (Fan et al., 2013, 2017). However, the data are highly skewed, 227 

with 90% of the arid land area having a water table depth of 79.07 m or shallower. The 228 

geometric mean water table depth in fully arid areas is 18.90 m with a median value of 25.87 m 229 

(for the full statistics see the supplementary information). We use the median value and make 230 

an assumption that the water table depth rises to the non-arid median water table depth of 231 

11.20 m. The non-arid water table depths are also highly skewed, with 90% of the land area 232 

having depth of 62.91 m or shallower, and a geometric mean value of 4.66 m (for the full 233 

statistics see the supplementary information). It has been suggested that Cretaceous artesian 234 

basins were composed of a higher percentage of younger, more porous sediments compared 235 

to the present currently (Hay and Leslie, 1990); therefore, we assume an optimistic porosity 236 

of 30%. Given these assumptions, we can estimate the change in the volume of water stored 237 

in the aquifers because of the changes in the fully arid land area between the high and low 238 

CO2 simulations for each time period (Table 3). To assess the sea-level impact of any given 239 

volume of water, it is necessary to know the total ocean area. Our reconstructions indicate this 240 

is 184.4, 136.7, and 135.8 million km2 for the Valanginian, Turonian, and Maastrichtian, 241 

respectively. This allows us to estimate that 0.325, 0.373, and 0.374 million km3 of water is 242 

necessary to generate a 1 m eustatic change for the Valanginian, Turonian, and Maastrichtian, 243 

respectively (refer to the supplementary information). 244 

 245 

With this information, it is possible to determine a most likely impact of the simulated changes 246 

in the fully arid land area (Table 3, scenario 1) were 0.21, 0.11, and 0.10 m for the Valanginian, 247 

Turonian, and Maastrichtian, respectively (for upper and lower estimates calculated using P10 248 

and P90 values see the supplementary information). These estimates are several orders of 249 
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magnitude different to the most robust estimates of short-term eustatic magnitudes of 65, 30, 250 

and 50 m for the Valanginian, Turonian, and Maastrichtian, respectively (Ray et al., 2019), 251 

posing a challenge to the role of aquifer-eustasy in controlling moderate amplitude short-term 252 

sea-level cycles in the Cretaceous. In addition, although Cretaceous atmospheric CO2 253 

estimates exhibit a high degree of variability (e.g. Wang et al., 2014; also refer to the 254 

supplementary information), the values used in our simulations (Table 1) likely represent 255 

endmember scenarios and, in general, overestimate the magnitude of short-term variability in 256 

atmospheric concentrations. During the Cenomanian-Turonian, Oceanic Anoxic Event 2, 257 

atmospheric CO2 concentrations increased rapidly as a result of elevated rates of volcanic 258 

degassing associated with high seafloor spreading rates and initial emplacement of the 259 

Caribbean large igneous plateau (Jarvis et al., 2011). Following this, atmospheric CO2 260 

concentrations sharply reversed in response to the onset of widespread black shale deposition 261 

(Jarvis et al., 2011). However, even during this extreme event, it appears unlikely that 262 

atmospheric CO2 concentrations varied by the magnitudes used in our simulations (e.g., 263 

Barclay et al., 2010; Jarvis et al., 2011). 264 

 265 

Although we have concentrated so far on the impact of the changes in a fully arid land area, 266 

it is worth exploring the possible impacts of other scenarios. Although not supported by our 267 

simulations, if it were possible to fill the median aquifer space in the total arid area of the 268 

medium CO2 simulations to the non-arid area median, the eustatic response would still be only 269 

0.78, 0.48, and 0.44 m for the Valanginian, Turonian, and Maastrichtian, respectively (Table 270 

3, scenario 2. For upper and lower estimates see the supplementary information). Although 271 

humid and semi-humid regions currently have little aquifer space available (Fan et al., 2017, 272 

2013), the additional rainfall in these area might have impacted the water table depth. Because 273 

of the difficulty in assessing the water table impact of the additional precipitation in humid 274 

areas, we can take an extremely optimistic approach and use the median global water table 275 

depth (neglecting Antarctica and Greenland where data are unavailable) of 16.70 m (Fan et 276 

al., 2017) and assume that this was reduced to zero over the global land surface area, 277 
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including fully arid zones. This very unlikely scenario generates a eustatic response of 2.84, 278 

1.83, and 1.82 m for the Valanginian, Turonian, and Maastrichtian, respectively (Table 3, 279 

scenario 3. For upper and lower estimates see the supplementary information). What global 280 

change in the water table depth would be necessary to explain the reported short-term eustatic 281 

cycles of 65, 30, and 50 m for the Valanginian, Turonian, and Maastrichtian (Ray et al., 2019)? 282 

Using the preceding logic, an average shift in global aquifer depth of 383, 273, and 459 m 283 

would be necessary for the Valanginian, Turonian, and Maastrichtian (see the supplementary 284 

information). Given that the global median water table depth in the modern world is 16.70 m 285 

(Fan et al., 2017) and only 0.12% of the modern land surface has a water table deeper than 286 

273m, such magnitudes appear unrealistic. 287 

 288 

Aquifers are not the only medium that can influence the exchange of water between the ocean 289 

and terrestrial stores. It has been suggested that lakes and rivers could also have a role in 290 

terrestrial water storage resulting from spatio-temporal changes in precipitation (Föllmi, 2012). 291 

Whilst the exact impact of lakes and rivers needs additional study, it has been regarded as 292 

negligible (Sames et al., 2016). By assessing the volume of the 10 largest modern internally 293 

draining basins that are dry, it is possible to generate a eustatic response of 2.09 m if all these 294 

become full to spill (Jacobs and Sahagian, 1993). However, given the fact that the broad arid 295 

areas are persistent in our simulations under different CO2 forcing, this appears unlikely. 296 

Additional research is necessary to assess whether changes in orbital configuration might 297 

impact this conclusion and the changes in fully arid land area more generally. However, even 298 

if lakes were able to contribute to a ~2 m eustatic response and different orbital parameters 299 

acted to completely move arid areas into ocean basins so that all land areas became humid 300 

and the water table depth was reduced from the modern median of 16.70 to 0 m globally, the 301 

largest likely total aquifer-eustasy response remains smaller than 5 m (Figure 7). 302 

 303 
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4.2. Aquifer-Eustasy Phase 304 

In the established aquifer-eustasy paradigm, an enhanced hydrological cycle during warmer 305 

time intervals results in a shift in the net water balance from the ocean to the continents, 306 

causing global sea levels to fall (Wendler and Wendler, 2016). Conversely, during cooler 307 

intervals characterised by decreased precipitation on land, aquifers receive less charge, and 308 

there is a net exchange of water from land to ocean causing global sea levels to rise.. 309 

Therefore, in the current paradigm, aquifer- and glacio/thermo-eustasy have opposing sea-310 

level impacts for a given change, preventing them from working in tandem (Ray et al., 2019; 311 

Sames et al., 2020). Accordingly, climatic warming increases sea level by thermo- and glacio-312 

eustasy; however, in the current paradigm, an enhanced hydrological cycle would transfer 313 

water from the oceans to aquifers, causing a eustatic fall (Wendler and Wendler, 2016). 314 

 315 

Our results demonstrate that the current aquifer-eustasy paradigm might be incorrect, in that 316 

the simulations demonstrate a consistent trend for increasing fully arid land surface area with 317 

higher CO2 forcing (Figure 5). Furthermore, the results are consistent with an observed 318 

increase in land aridity since 1948 (Huang et al., 2016) and with the predicted continued 319 

expansion of arid zones as a result of anthropogenic CO2 forcing (Berg et al., 2016). Therefore, 320 

during warmer conditions, aquifers are likely to hold less water globally, and there is a net 321 

transfer of water to the ocean resulting in a eustatic rise. Consequently, our results indicate 322 

that aquifer- and glacio-eustasy work in phase and they work in concert with thermo-eustasy. 323 

Moreover, if correct, such a finding might explain modest magnitude sea-level changes as a 324 

combination of drivers with small eustatic contributions of thermo- and aquifer-eustasy 325 

supplemented by glacio-eustasy in response to the waxing and waning of small and possibly 326 

ephemeral ice caps (Figure 7). 327 

 328 

4.3. Implications on the Origin of Cretaceous Short-Term Eustatic Cycles 329 

Support for the current aquifer eustasy paradigm has been derived from the Songliao Basin, 330 

China, where the Turonian eustatic model of Haq (2014) appears to be out of phase with 331 
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lacustrine water level changes (Wagreich et al., 2014). Further, marine transgressions in the 332 

Turonian Chalk of the UK appear to be associated with cooling and regressions with warming 333 

(Wendler and Wendler, 2016). Although intriguing, such scant evidence does not permit 334 

definite statements on the role of aquifer eustasy on Cretaceous short-term eustasy.  335 

Significant challenges are associated with establishing a sequence stratigraphic framework in 336 

pelagic successions and the conclusions of Wendler and Wendler (2016) are in direct 337 

opposition to those of other workers who analysed the same chalk succession (e.g. Jarvis et 338 

al., 2015). Unfortunately direct comparisons between paleotemperature and systems tracts 339 

during the Cretaceous are relatively rare, but a number of studies exist which demonstrate 340 

transgressions are associated with warming and regressions with cooling (e.g. Mutterlose et 341 

al., 2009; Cramer et al., 2011). Additionally, it has been noted that during the Cretaceous, the 342 

magnitude of short-term eustatic cycles correlates with broad temperature trends (Ray et al., 343 

2019). Comparison of long term Cretaceous trends illustrate that the coolest time intervals are 344 

associated with the largest short-term magnitudes, whilst the warmest are associated with the 345 

smallest magnitudes. As the current aquifer-eustasy paradigm invokes an inverse relationship 346 

between aquifer- and glacio-eustasy (Sames et al., 2020), this observation argues against 347 

aquifer-eustasy being the primary driver of Cretaceous cycles. In conjunction with this, the 348 

magnitudes of sea-level change during the cooler intervals were in excess of what could be 349 

considered as the plausible 40 m upper magnitude limit of aquifer-eustasy. From these 350 

observations, Ray et al. (2019) concluded that during the Cretaceous, glacio-eustasy 351 

dominates short-term eustatic change with only the Berriasian, Turonian, and Coniacian 352 

having equivocal driving mechanisms. 353 

 354 

Our estimates of the magnitude of aquifer-eustasy for the Valanginian, Turonian, and 355 

Maastrichtian demonstrate that this process is unlikely to have caused the reported 356 

magnitudes (Ray et al., 2019), even during the warmest periods of the Cretaceous (Figure 7). 357 

Therefore, this study supports a growing view that glacio-eustasy was a dominant eustatic 358 

mechanism during much of the Cretaceous, mediated by changes in volume of relatively small 359 



14 

 

polar ice caps and episodic cold spells (Miller et al., 2005b; Galeotti et al., 2009; Koch and 360 

Brenner, 2009; Gréselle and Pittet, 2010; Maurer et al., 2013) alongside the in-phase 361 

contributions of thermo- and aquifer-eustasy. Despite ongoing perceptions in much of the 362 

geological community that the Cretaceous was dominated by persistent warm climates (e.g., 363 

Hay et al., 2019), this view is increasingly challenged by  climate modelling studies (e.g., 364 

Ladant and Donnadieu, 2016; Niezgodzki et al., 2019), sedimentological evidence 365 

(Macquaker and Keller, 2005; Davies et al., 2009; Alley et al., 2019; Vickers et al., 2019), 366 

estimates of the magnitude of short-term eustatic cycles (Lin et al., 2019; Ray et al., 2019)and 367 

changes in fossil assemblages (Mutterlose et al., 2009; Bowman et al., 2013; McAnena et al., 368 

2013). However, the role of glacio-eustasy is in contrast with geochemical proxy evidence 369 

(e.g. TEX86, δ18O, Mg/Ca), which generally implies that the Cretaceous was too warm for the 370 

presence of ice caps. This is well illustrated by the disparity between Maastrichtian TEX86 371 

estimates of mean annual sea surface temperature of ∼15°C for the Arctic Ocean (Jenkyns et 372 

al., 2004) with contemporaneous evidence for seasonal sea ice (Davies et al., 2009). Whilst 373 

this is a challenge that deserves additional future research, it is possible that these 374 

discrepancies might relate to calibration issues (Ho and Laepple, 2016; Bernard et al., 2017) 375 

and the presence of a seasonal bias in many geochemical proxy temperature estimates, 376 

particularly at high latitudes (Hollis et al., 2012; Davies et al., 2019). 377 

 378 

5. Conclusions 379 

 380 

We have used a range of climate simulations for the Valanginian, Turonian, and Maastrichtian 381 

to assess the assumptions behind the role of aquifer-eustasy in the Cretaceous. The Köppen-382 

Geiger zones resulting from the simulations demonstrate good agreement with available 383 

proxies for humidity and aridity on land, suggesting they represent a robust estimation of the 384 

studied time periods. The simulations demonstrate that higher CO2 forcing generally results in 385 

an enhanced hydrological cycle with elevated global precipitation over land. However, the 386 



15 

 

increase in precipitation is concentrated in equatorial and mid-latitude areas that are generally 387 

humid or semi-humid under different CO2 forcings. As a result, there are only limited changes 388 

in the spatial extent of arid and humid zones in response to large changes in CO2 forcing, with 389 

geodynamic processes and continental configuration controlling long-term climatic trends. The 390 

fully arid land area between the simulations with the highest and lowest CO2 forcing differ by 391 

15.6, 9.6, and 8.4 million km2 for the Valanginian, Turonian, and Maastrichtian, respectively. 392 

 393 

In our most likely scenario the changes in fully arid land areas in our simulations would 394 

generate eustatic responses of 0.21, 0.11, and 0.10 m for the Valanginian, Turonian, and 395 

Maastrichtian, respectively, assuming a change in water table depth from the modern fully arid 396 

area median of 25.87 m to the non-arid area median of 11.20 m (Fan et al., 2017). Even if it 397 

were possible to change the water table depth in the total arid area of the medium CO2 398 

simulations to that of the median non-arid area, the eustatic response would be only 0.78, 399 

0.48, and 0.44 m for the Valanginian, Turonian, and Maastrichtian, respectively. Although 400 

humid and semi-humid regions have little aquifer space available, the additional rainfall in 401 

these areas might have impacted the water table depth. In our most optimistic scenario using 402 

the modern median global water table depth of 16.70 m (Fan et al., 2017), and assuming this 403 

was reduced to zero over the total global land surface area, the eustatic response could reach 404 

2.84, 1.83, and 1.82 m for the Valanginian, Turonian, and Maastrichtian, respectively. 405 

 406 

All our estimates for aquifer-eustasy are an order of magnitude below the reported eustatic 407 

magnitudes of 65, 30, and 50 m for the Valanginian, Turonian, and Maastrichtian, respectively 408 

(Ray et al., 2019). Moreover, even if lakes were able to contribute an additional 2 m eustatic 409 

response and different orbital parameters acted to completely move arid areas into ocean 410 

basins so that all land areas were humid, the total aquifer-eustasy response would remain less 411 

than 5 m. This result casts significant doubt on the role of aquifer-eustasy in controlling 412 

Cretaceous short-term cycles. In contrast to the generally held view on Cretaceous aquifer-413 

eustasy, the spatial extent of fully arid land areas increases with higher CO2 forcing. Therefore, 414 
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if aquifer-eustasy is an active component of Cretaceous sea level, then lower sea levels should 415 

occur during cooler periods in contrast to the current view (Wendler and Wendler, 2016; 416 

Sames et al., 2020). This interpretation means glacio-, thermo-, and aquifer-eustasy can work 417 

in phase during the Cretaceous, implying that any Cretaceous ice caps inferred to explain the 418 

observed sea-level response can be smaller than previously thought. Whilst further work is 419 

necessary to assess the impact of lakes and orbital forcing on these estimates and to test our 420 

conclusions that aquifer- and glacio-eustasy would be in phase, this research strongly 421 

indicates that glacio-eustasy was the main driver of Cretaceous short-term eustatic cycles, 422 

supporting the growing body of evidence against ubiquitous Cretaceous warmth. 423 

 424 
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Figures 727 

 728 

 729 

Figure 1. Maximum short-term magnitude of sea-level change (Ray et al. 2019), the 730 

chronostratigraphic location of the study intervals, and broad Cretaceous climate proxies 731 

[oxygen isotopic variations in fish teeth from the western Tethys from Pucéat et al. (2003) and 732 

the TEX86 compilation of O’Brien et al. (2017)]. Figure modified from Ray et al. (2019). 733 
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Time interval Low CO2 Medium CO2 High CO2 

Maastrichtian 409 810 1379 

Turonian 907 1300 1850 

Valanginian 650 1087 1540 

Table 1. CO2 values used for the nine simulations. 734 

 735 

Time period 

Global mean precipitation over land (mm/day) 

Low CO2 Medium CO2 High CO2 

Maastrichtian 2.27 2.46 2.69 

Turonian 2.45 2.54 2.66 

Valanginian 1.99 2.00 1.96 

Table 2. Mean global precipitation over land for the different simulations, accounting for the 736 

differing zonal areal extent with latitude. 737 

  738 
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 739 

Figure 2. Simulated extent of fully arid land area on the lowest (blue) and highest CO2 740 

simulations (red) for the Maastrichtian (A), Turonian (B), and Valanginian (C). Areas that are 741 



31 

 

fully humid under both CO2 forcing are in purple. Proxy data control for humid and arid 742 

environments are also depicted. 743 

  744 
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 745 

Figure 3. Zonal median annual precipitation for the low, medium, and high CO2 forcing for 746 

the Maastrichtian (A), Turonian (B), and Valanginian (C).   747 
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 748 

Figure 4. Difference in precipitation between the simulations with the highest and lowest 749 

atmospheric CO2 concentrations for the Maastrichtian (A), Turonian (B), and Valanginian (C). 750 

Negative values indicate lower precipitation in the highest CO2 simulation, and blue reflects 751 

higher precipitation in the highest CO2 simulation. The fully arid land area on the lowest CO2 752 

simulation is also shown.  753 
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 754 

Figure 5. Areal extent of fully humid (A) and fully arid (B) land area for the high, medium, and 755 

low simulations for each time slice. The fully arid land area demonstrates a consistent 756 

reduction in size with lower atmospheric CO2 concentrations. Lower CO2 concentrations 757 

generally equate to a larger humid land area, although, apart from the Valanginian, the 758 

differences are more muted. 759 
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 760 

Figure 6. Modern water table depth from Fan et al. (2017), and an extraction for the fully arid 761 

land area using the Köppen-Geiger map for 1976-2000 from Rubel and Kottek (2010). 762 
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 763 

Time period Scenario 
Land area 

(x106 km2) 

Volume of water 

(x106 km3) 

Eustatic 

response (m) 

Eustatic 

estimate (m)* 

Maastrichtian 

1 8.4 0.03 0.10 

~50 2 37.3 0.15 0.44 

3 135.8 1.06 1.82 

Turonian 

1 9.6 0.04 0.11 

~30 2 40.6 0.17 0.48 

3 136.7 1.07 1.83 

Valanginian 

1 15.6 0.06 0.21 

~65 2 57.6 0.24 0.78 

3 184.4 1.44 2.84 

Table 3. Assuming 30% porosity and 325.6, 373.3, and 374.3 km3 of water to generate a 764 

1 mm sea-level rise for the Valanginian, Turonian, and Maastrichtian, respectively. In 765 

scenario 1 (most likely), we use the change in arid land area and assume a change of water 766 

table from the median arid area depth of 25.87 m to the non-arid area median water table 767 

depth of 11.20 m; for scenario 2 (unlikely) we use the total arid land area and assume the 768 

same water table depths as scenario 1; for scenario 3 (very unlikely) we use the total global 769 

land area and assume a change from the global median water table depth of 16.70 to 0 m. 770 

*The eustatic estimates are from Ray et al. (2019).  771 
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 772 

 773 

Figure 7. Schematic representation of the duration, magnitude, and rate of known drivers of 774 

short-term eustasy, with the upper magnitude limits for Valanginian, Turonian, and 775 

Maastrichtian short-term sea-level changes shown (Ray et al. 2019). The curves reflect the 776 

upper limits of durations, magnitudes, and rates that are reflective of the climatic drivers of the 777 

eustasy [modified from Fig. 7 of Ray et al. (2019)]. Note that even under the most optimistic 778 

scenario, the combined eustatic impact of thermo- and aquifer-eustasy is insufficient to 779 

account for the reported upper magnitude limits for Valanginian, Turonian, and Maastrichtian. 780 


