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A B S T R A C T

Predicting the long-term thermal performance of an energy pile ground heat exchanger system requires a
computationally efficient model that captures the three-dimensional features and interacting thermal boundary
conditions found in such systems. We present a model that employs a response factor approach to predicting
long-term thermal behaviour based on a Dynamic Thermal Network representation. This allows fully three-
dimensional geometric representation of the problem and application of boundary conditions at the ground and
building sub-surfaces in addition to the pipes. The model has been validated using data from long-term mon-
itoring of a pile in Belgium excited by a combination of heating and cooling demands in a range of environ-
mental conditions. We further demonstrate application of the model to simulated annual building energy de-
mands and the significance of treatment of the upper surface boundary conditions. The model is shown to be
capable of representing building system and environmental conditions effectively and furthermore computa-
tionally efficient enough for routine design and simulation tasks.

1. Introduction

Heating and cooling systems that rely on heat pumps and some form
of ground heat exchanger are one of the most effective means to im-
plementing energy efficient building thermal systems and addressing
the need for carbon emissions reduction [1–3]. Of the various types of
ground heat exchanger that are in use, making use of building sub-
structure (foundation) elements is one of the most attractive options:
particularly for larger non-residential buildings [4,5]. A number of
types of sub-structural building elements have been used as the basis of
ground heat exchangers, including piles, diaphragm walls and ground-
coupled slabs. One of the most common forms used for heat exchange
are so called Energy Piles [6]. Energy pile technology has been applied
to a number of non-residential building types, including airports [7],
institutional buildings [8], retail developments [9], office buildings
[10] and stations [6]. Modelling of the thermal performance of this
form of ground heat exchanger is the subject of this paper.

In contrast to research in the well established and widely applied
borehole and shallow horizontal ground heat exchanger technologies,
this research effort has been motivated by geotechnical concerns as
much as those of heating and cooling system design. Examination of
theoretical and lab-scale studies of the variation of fundamental prop-
erties of soils induced by temperature variations naturally leads to

concerns over the reduction in the mechanical performance of ther-
mally activated piles compared to thermally passive designs [11]. The
issues to be considered are chiefly [12] thermally induced: (i) vertical
displacements, (ii) stresses within the pile, and (iii) changes in load
resistance. Analysis and modelling efforts have consequently often fo-
cussed on Thermo-Hydraulic-Mechanical (THM) coupled models able to
deal with the complexities of the coupled soil-structure interactions
under particular thermal conditions [13].

The use of THM models for energy pile studies raises the question as
to what thermal boundary conditions (i.e. heat fluxes and fluid tem-
peratures imposed by the building system and climatic conditions) are
to be used to assess geotechnical design risk (e.g. load bearing capacity
and allowable displacements) when applying such models. In general,
the computational efficiency of THM models (typically 3D Finite
Element formulations) means that they are not well suited to answering
this question themselves. This is because understanding the range of
likely thermal conditions requires application of time-varying building
heating and cooling demands (e.g. hourly variations) over very long
timescales. Typically twenty or twenty-five years of simulation time are
required before a geothermal heat exchange system can be shown to
reach a steady-periodic state indicative of the sustainability of a design
[14]. As system heat loads are not dependent on mechanical conditions,
the task of modelling the effect of thermal boundary conditions and
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heat transfer rates can be dealt with separately using tools concerned
only with conduction heat transfer as we do here. This is reasonable as
long as changes in mechanical conditions during normal operation of
the building have only a secondary effect on thermal properties.

An important consideration regarding thermal conditions imposed
at the surfaces surrounding an energy pile installation are those related
to the building basement or slab elements covering the piles. The pre-
sence of the building, and the fact that it is maintained at something
approximating room temperature during its life, mean that heat is
continually rejected into the ground after the start of operations.
Consequently, there are differential surface conditions to consider:
outside the building where the ground is exposed to solar irradiation
and precipitation, and under the building where there is isolation from
such effects but continual heating of the ground. We investigate the
significance of such effects later in this paper.

It is often the case that the overall heat exchange capabilities of a
building’s energy pile system have to be supplemented by more con-
ventional heat exchanger devices such as air coolers in a hybrid con-
figuration [9,15]. Design of hybrid systems is dependent on being able
to predict the time-varying fluid temperatures at hourly or sub-hourly
time steps and over multi-year periods. This tends to preclude direct
application of three-dimensional numerical models. Where such models
have been applied over long timescales, this has required simplification
of the load profile (e.g. to annual sinusoidal form) so that very large
time steps can be used [16,17].

Widely adopted approaches to the thermal design and simulation of
ground heat exchange systems of the borehole type, are to apply re-
duced order or response factor methods. Reduced order approaches
include one or two-dimensional numerical models and lumped capa-
citance–resistance networks. This approach has been applied in analysis
of energy piles for single piles only but has the advantage of dealing
with the short timescale effects in the fluid [18]. A hybrid of these
approaches is used in the PILESIM software [19] which evolved from an
earlier model of borehole thermal energy storage systems [20].

The approaches that can be classified as response factor methods all
rely on spatial and temporal superposition of responses to some form of
heat flux or temperature pulse. This can be applied by decomposing the
time series of imposed heat fluxes into an equivalent series of pulses or
steps. The definition of unit heat flux step pulse responses in so-called
‘g-functions’ [14] has also been applied to energy pile design calcula-
tions [21,22]. This formulation of the responses for long timescales has
the advantage of being possible to quantify response in non-dimen-
sional form for a given pile aspect ratio and array configuration i.e.
independent of ground thermal conductivity [22]. Shorter time scales,
where heat exchange occurs mostly within the pile boundary, can be

dealt with by a slightly different approach depending on the two-di-
mensional layout of pipes within the pile [21]. Hence a pile array re-
sponse is defined by a combination of short and long timescale g-
functions.

Both reduced order and response factor approaches satisfy the need
for simulations that are efficient at short time steps and multi-year si-
mulation. However, they generally assume heterogeneous thermal
properties andy only consider time-varying boundary conditions at the
pipe and simple initial conditions i.e. uniform temperature. Hence this
does not allow consideration of initial ground temperature gradients or
differentiate between ground and sub-structure boundary temperatures.

A further approach that seeks to reduce the order of the thermal
analysis problem to one that is computationally efficient has been de-
veloped by Makasis et al. [23,24]. This approach linearizes the response
of fluid temperature to changes in applied heat flux through application
of a fully three-dimensional Finite Element model to simulate a re-
sponse to large heat pulses over long timescales (a number of years).
The linear response parameters for a particular configuration are de-
rived from the final year of the simulation. These response parameters
are further analysed for a large number of cases so that correlations can
be derived according to design parameters such as heat exchanger di-
mensions. This approach can be applied to a range of ground heat ex-
changer types e.g both piles and diaphragm walls. This seems to assume
the systems are isolated from the ground surface and that short pulses of
heat flux respond the same way as long.

2. Model development

The aim in developing a model of energy pile thermal response is to
be able to make studies of both short and long-term thermal perfor-
mance with high computational efficiency. This implies being able to
simulate conditions with time varying inlet fluid temperatures and flow
rates that fluctuate over hourly or sub-hourly time scales for simula-
tions over several years i.e. tens of thousands of time steps. This pre-
cludes using conventional numerical approaches such as Finite Volume
or Finite Element modelling. Accordingly, we have sought to apply an
approach that falls into the category of response factor methods.
Simulation at short time scales and accurate prediction of fluid tem-
perature fluctuations is important to assessment of heat pump and
hence overall system efficiency.

Further to the discussion of the influence of the ground surface and
building sub-surface conditions, we have the further objective of ap-
plying a method that can deal with time varying boundary conditions
applied at three surfaces and that it is able to deal with three-dimen-
sional geometric effects. The three boundaries of interest in this

Nomenclature

C specific heat capacity, kJ kg−1 K−1

h heat transfer coefficient, W m−2 K
K conductance, W K−1

K modified conductance, W K−1

n normal to the boundary, –
N number of surfaces
Q heat transfer rate, W
Q average heat transfer rate, W
r pipe radius, m
R thermal resistance, K m2 W−1

S surface area, m2

t time, s
tΔ time step size, s

T temperature, °C
T weighted average temperature, °C

Greek symbols

α thermal diffusivity, m2 s−1

ε heat exchanger effectiveness, –
ω φ ψ, , time step, s
κ weighting function
λ thermal conductivity, W m−1 K−1

ρ density, kg m−3

τ time (integration variable), s
θ hourly time variable, h

Subscripts

i j, surface number
n time step index
a admittive
t transmittive
ρ weighting factor index
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application are defined at the pipe, ground and building surfaces. The
Dynamic Thermal Network approach we have applied also has the
advantage that heterogeneous ground properties can be applied. The
basis of the method is summarized below; further details are available
in reports of earlier work [25,26].

2.1. Dynamic thermal network representation

The concept of representing heat transfer as a network of nodal
temperatures and resistances is extended in the Dynamic Thermal
Network (DTN) approach to deal with transient conduction in hetero-
genous solid bodies where the heat fluxes are driven by time varying
boundary temperatures. The concept and the underlying mathematical
principles were developed by Claesson [27–29] and Wentzel [30] with
application to building structures and components in mind i.e. solid
bodies that have considerable thermal capacity and require simulation
over long time scales.

The heat conduction problem in this context can be formulated
according to Fourier’s Law with constant properties and a set of N
boundary conditions of the mixed type with constant surface heat
transfer coefficients, h,

∇ ∇ = ∂
∂

λ T ρC T
t

·( ) · (1)

− = ∂
∂

⎡
⎣⎢

= … ⎤
⎦⎥

h T t T λ T
n

i N·[ ( ) ] · , 1i i Si

In this form of conduction problem, the primary interest is in the re-
lationship between boundary fluxes and temperatures rather than in-
ternal body temperatures. Once the differential equation has been
solved to find the temperatures, the boundary heat fluxes of interest
associated with surface i of area Si, can be calculated using,

= −Q t S h T t T( ) · ·[ ( ) ]i i i i Si (2)

In general, the network may include any number of surfaces but
most problems of interest have two or three surfaces. The network re-
presentation of a three-surface problem is illustrated in Fig. 1. One of
the essential features of the DTN method is that heat fluxes at each
surface are separated into admittive and transmittive components.
Admittive fluxes are associated with variations in temperature at that
boundary. In the case of an adiabatic surface, the only fluxes are those
brought about by variations in temperatures at that surface. Where
there is heat transfer at another surface, an additional component is
superimposed depending on the difference between the boundary
temperatures: this is the transmittive component. In general both
components of the heat flux are present. In the network model diagram,
a single ended heat transfer path is associated with each node to re-
present the admittive heat transfer path. The reversed summation
symbols (Σ) adjacent these conductances in Fig. 1 indicate driving
temperatures that are averages of the current and previous tempera-
tures. In the single ended admittive path, the single summation sign
indicates the driving temperature is a function of the average tem-
perature at that boundary alone.

Another feature of the DTN approach is that the temperatures, T t( )i ,
and fluxes, Q t( )i , of the dynamic network are defined at boundary
temperature nodes rather than at the surfaces themselves. These
boundary temperatures are typically the air temperature but can be
defined in a modified form to deal with more complex thermal
boundary conditions. We accordingly make a distinction between the
terms ‘boundary’ and ‘surface’ in the following discussion. There is a
constant conductance defining the instantaneous heat transfer between
the boundary and the surface itself: S h·i i in Eq. (2).

For a model of an energy pile ground heat exchanger we define
three surfaces at which different time-varying boundary conditions are
applied. It is sufficient to represent the pipe system as a single boundary
surface. Although in deeper ground heat exchanger systems such as

borehole heat exchangers the ground is regarded as a constant tem-
perature boundary condition, for this application the ground is thought
to have a more significant influence on thermal conditions—at least at
longer time scales—and so we define this as a further boundary at
which time-varying conditions can be applied. The other boundary of
interest is that where the head of the pile is exposed to thermal con-
ditions governed by the associated building: the building generally
having an insulating or heating effect over the long term. This might be
defined under a ground bearing slab or sub-surface space. This concept
is illustrated in Fig. 2.

The conductances in the admittive path of the network are denoted
with a single subscript Ki and are equal to the surface area multiplied by
a constant heat transfer coefficient, e.g., =K S h·1 1 1. There are constant
conductances between each pair of surfaces denoted with double sub-
scripts Kij) along the transmittive path. These conductances are the
overall steady-state conductances between the boundaries and include
the surface conductances Ki and Kj. The nodal heat balance equations
set out the relationship between the total flux at each boundary and the
admittive and transmittive components. For a three-surface problem
the heat balance equations are,

= + +
= + +
= + +

Q t Q t Q t Q t
Q t Q t Q t Q t
Q t Q t Q t Q t

( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )

a

a

a

1 1 12 13

2 2 21 23

3 3 31 32 (3)

where the ‘ia’ subscript denotes the time-varying admittive component
of the flux and the ‘ij’ subscript denotes the transmitted component
between pairs of boundaries.

Although the general DTN formulation does not rely on any parti-
cular form of excitation it is helpful to appreciate the relationship be-
tween the admittive and transmittive fluxes by considering application
of a step change in boundary temperature at one of the surfaces.
Consider the response for a energy pile with three boundaries defined as
in Fig. 3. The response when a step change in boundary temperature is
applied at the pipe surface (1) and the temperature at the ground and
building surfaces (2 and 3) are held at zero. At the beginning of the step
change, the flux at the pipe surface being excited (Q1) is entirely ad-
mittive in nature and is limited by the surface conductance ( =Q Q a1 1 at

=t 0). As steady-state is approached ( >t 106 in this case), the admittive
component approaches zero and the transmittive flux to the other two
surfaces approaches the steady-state value. At any time, the admittive
component is given by the difference between the total flux and the sum
of the transmittive fluxes with the other boundaries. The steady-state
pipe flux can be seen to be balanced by the combination of building and
ground fluxes in Fig. 3. The pipe flux can also be seen to be strongly
sensitive to the admittive flux at short time scales (less than 10 h in this
case). This is of some significance in energy pile systems in that it
suggests, where fluxes vary on a daily basis, much of the heat transfer
will be admittive i.e. to and from the concrete of the pile and less so
with the surrounding ground.

Fig. 1. The dynamic thermal network representation of a body with three
boundaries (after Rees and Fan [25]).
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Claesson [28] showed that the temperature differences driving the
absorptive and transmittive fluxes can be always defined in an exact
manner by the current and weighted averages of the previous boundary
temperatures. The absorptive and transmittive fluxes at a given
boundary can be written in terms of the conductances and these tem-
peratures as follows,

∫ ⎜ ⎟= ⎛

⎝
⎜ − ⎛

⎝
− ⎞

⎠

⎞

⎠
⎟

∞
Q t K T t κ τ T t τ dτ( ) · ( ) ( )·ia i i ia i0 (4)

∫= − − −
∞

Q t K κ τ T t τ T t τ dτ( ) · ( )·[ ( ) ( )]ij ij ij i j0 (5)

These weighted average temperatures are those associated with the
points in the network indicated by a reversed summation symbol
(Fig. 1). The temperatures are averaged according to weighting func-
tions, κia and κij for the admittive flux at the surface and the trans-
mittive flux between surfaces respectively. A shorthand notation is used
to denote these weighted average temperatures as follows,

∫ ⎜ ⎟= ⎛
⎝

− ⎞
⎠

∞
T t κ τ T t τ dτ( ) ( )·ia ia i0 (6)

∫ ⎜ ⎟= ⎛
⎝

− ⎞
⎠

∞
T t κ τ T t τ dτ( ) ( )·ij ij i0 (7)

Using this notation and substituting Eqs. (6) and (7) into Eq. (3) allows
the heat balance equations for each surface to be expressed as,

= − + −
+ −

= − + −
+ −

= − + −
+ −

Q t K T t T t K T t T t
K T t T t

Q t K T t T t K T t T t
K T t T t

Q t K T t T t K T t T t
K T t T t

( ) ·[ ( ) ( )] ·[ ( ) ( )]
·[ ( ) ( )]

( ) ·[ ( ) ( )] ·[ ( ) ( )]
·[ ( ) ( )]

( ) ·[ ( ) ( )] ·[ ( ) ( )]
·[ ( ) ( )]

a

a

a

1 1 1 1 12 12 21

13 13 31

2 2 2 2 12 21 12

23 23 32

3 3 3 3 13 31 13

23 32 31 (8)

As the steady-state is approached, each average temperature ap-
proaches the related boundary temperature and the admittive fluxes
become zero. In the steady-state Eq. (8) reduces to the usual expression
for flux in terms of overall conductance and boundary temperatures
( = − + −Q K T T K T T·[ ] ·[ ]1 12 1 2 13 1 3 , etc.).

2.2. Discretization

The required weighting functions can be found by applying the a
unit step in boundary temperature at one of the surfaces and holding
the other boundary temperatures at zero and repeating this for each
boundary (as in Fig. 3). Claesson [28,29] showed that where the
boundary temperatures vary in a piecewise linear fashion, the exact
weighting factors can be obtained using the admittive and transmittive
fluxes calculated from the step responses averaged over each step (size

tΔ ). The discrete weighting factors are then obtained from the differ-
ences in these average time step fluxes as follows,

=

=

−

−

κ

κ

ia ρ
Q φ Q ω

K

ij ρ
Q ω Q φ

K

,
( ) ( )

,
( ) ( )

ia ia
i

ij ij

ij (9)

where the time differences are between = −φ ρ t t( Δ Δ ) and =ω ρ tΔ . In
the case of the admittive weighting factors a modified surface con-
ductance (K̄i) defined that is equal to the initial admittive flux,

=K Q¯ ¯ (0)i ia .
When the boundary temperatures are defined by a discrete time

series, the average temperatures are calculated by the summation of
weighting factor sequences multiplied by boundary temperature se-
quences that represent the state at previous time steps. The discrete
form of Eqs. (6) and (7) are, for current time step n,

∑=
=

∞

−T κ T·ia n
ρ

ia ρ i n ρ,
1

, ,
(10)

∑=
=

∞

−T κ T·ij n
ρ

ij ρ i n ρ,
0

, ,
(11)

For a given set of boundary temperatures, the fluxes can then be cal-
culated (i.e. in the process of a simulation) using Eq. (8). Updating the
temperature histories can be done efficiently at each step and the heat
balance equations are simple algebraic expressions. The result is that
the overall computational efficiency of the simulation process is very
efficient.

2.3. Boundary conditions

The DTN is formulated assuming that surface heat transfer coeffi-
cients (h) are constant. This is sufficient for some cases but often more
complex thermal boundary conditions need to be implemented. The
approach we have taken to implement more complex boundary con-
ditions has been to define a boundary temperature that is an ‘effective
temperature’ (Te) such that, when applied using the predefined constant
heat transfer coefficient, gives the expected surface heat flux as

Fig. 2. Definition of the three boundary surfaces and corresponding time-
varying heat fluxes in a DTN representation of a diaphragm wall ground heat
exchanger.

Fig. 3. Calculated fluxes for an energy pile with a unit step change in tem-
perature at the pipe boundary. Note that time is shown on a logarithmic scale.
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applying a more complex boundary condition model. This effective
temperature does not correspond directly to a physical boundary tem-
perature but is applied in the DTN heat balance equations and when the
weighted average temperature is updated. In this application we do this
using slightly different formulations for the pipe, ground and building
boundaries.

At surfaces exposed to the external environment, convection pro-
cesses act in combination with short-wave and long-wave radiant
fluxes. A surface heat balance defining such a boundary condition for
this study is,

= + + −Q
S

R R h T T( )i

i
sw lw ca a Si (12)

The effective boundary temperature is intended to give the equivalent
heat flux and hence is defined by,

= −Q
S

h T T( )i

i
i e Si (13)

Hence the equivalent boundary temperature must be,

= + + + −T R R h T h h T h[ ( ) ]/e sw lw ca a ca i Si i (14)

At the building sub-surface, a reduced form of this expression that ig-
nores solar and longwave radiation is all that is necessary.

In geometries with embedded pipes like a diaphragm wall, it is
necessary to define the relationship between the boundary temperature
and both the pipe fluid inlet and outlet temperatures. Our approach
is—similar to that of Strand [31]—to assume the pipe surface tem-
perature does not vary along its length and make an analogy with an
evaporating-condensing heat exchanger and so to define a character-
istic effectiveness parameter (ε). The pipe fluid heat balance is then
defined by the maximum possible temperature difference and the ef-
fectiveness as follows,

= −Q t ε mC T t T t( ) ̇ ( ( ) ( ))p in p (15)

For such a heat exchanger,

= − −ε e1 NTU (16)

and this is related to the total pipe area and fluid heat transfer coeffi-
cient by the Number of Transfer Units (NTU) as follows,

=NTU
πrH h

mC
2 .

̇
p

(17)

In the implementation of the energy pile model, we use the outside
of the pipe (i.e. the concrete cylindrical surface) as the boundary and
calculate an equivalent heat transfer coefficient (hx) t o take account of
the fluid and pipe material thermal resistances. We have chosen to
calculate fluid convective heat transfer using the well known correla-
tion by Gnielinski [32] along with the explicit approximation by Ser-
ghides [33] to find the friction factor. The Gnielinski correlation is valid
to relatively low Reynolds Numbers but to deal with the transitional
regime some interpolation between this function and the laminar value
is required.

It is possible, by rearranging the heat balance equations to calculate
the effective pipe boundary temperature in a way that avoids iteration
using only the inlet temperature (Tin) as the time-varying input data as
follows. The temperature that needs to be defined in the DTN heat
balance equation for the pipe in this case is T1 at a given time step. An
instantaneous heat balance can be defined at the pipe surface by
equating Qp (Eq. (15)) with the convective flux at the surface (dropping
the t for simplicity) as follows,

− − − =ε mC T T h S T Ṫ ( ) ( ) 0in p x p1 1 (18)

A further heat balance can be defined using the DTN heat balance
equation for surface 1 (Q1 in Eq. (8)) and the convective flux,

− + + − − =K T T Q Q h S T T·[ ] ( ) 0a x p1 1 1 12 13 1 1 (19)

The term with T a1 is based on past temperatures and so is known at the
start of any time step. As the transmittive fluxes change very slowly,
these can also be taken as the most recently calculated values. Ac-
cordingly these can be grouped into a term Q̄ representing the historical
fluxes so that the heat balance can be abbreviated to,

+ − − =K T Q h S T T· ¯ ( ) 0x p1 1 1 1 (20)

This can be rearranged to find an expression for Tp,

= − +T T K T Q
h S
· ¯

p
x

1
1 1

1 (21)

This can be substituted in Eq. (18) to eliminate Tp. This gives an ex-
pressions for T1 that only involves the inlet temperature and historical
heat fluxes as follows,

⎜ ⎟= − ⎛
⎝

− + ⎞
⎠

T T Q h S K
h S

K
εmC

( ¯/ )/ 1
̇in x

x
1 1

1

1

1

(22)

The outlet temperature can then be found from the fluid heat balance as
follows

= −T T Q mC/ ̇out in p (23)

2.4. Derivation of discrete weighting factors

Derivation of the weighting factors for the DTN method is most
conveniently done by analysis of step responses at each boundary in
turn. The values of the fluxes resulting from the step change depend on
the geometry and thermal properties of the problem being considered
and it is not necessary to assume homogeneous properties. The method
used to calculate the step response can vary: both analytical and nu-
merical methods have been used in other applications. In this case we
use a numerical model for this task. To make this efficient, we have
implemented a parametric method of mesh generation for arrays of
energy piles and have used the OpenFOAM library [34] to calculate
conduction heat transfer over the whole range of timescales. The solver
was adapted to use increasing time steps to make the process efficient.
The parametric mesh generation tool generates the required geometry
and mesh definition given basic design parameters (pipe and pile dia-
meter, depth, pipe pitch diameter etc.). An example of an energy pile
mesh for a single pile is shown in a horizontal cross-section in Fig. 4.

Having generated three sets of response data in the form of heat flux
time series (as in the example shown in Fig. 3), discrete weighting
factors are calculated for the chosen time step size using Eq. (9). The
details of this process and how the weighting factors are reduced to a
compact data set, are described by Wentzel [30] and in Rees and Fan
[25]. An illustration of the weighting factor series for the admittive flux

Fig. 4. A parametrically generated numerical mesh of an energy pile shown in a
horizontal cross-section. This configuration corresponds to that used in the
validation study.
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of an energy pile are shown in Fig. 5.

2.5. The modelling process

The application of the DTN method described here can be thought of
as a process in two stages. As the weighting factors only need to be
calculated once, they can be stored for later/repeated use. Weighting
factors are calculated for each combination of geometry and thermal
properties for a given class of problem. The steps required for the
generation stage (G1–G5) can be summarized as follows:

G1. parametric generation of a numerical mesh based on geometric
design parameters and particular thermal properties;
G2. numerical step-response calculations for each surface using
variable time steps;
G3. analysis of step response data to derive discrete weighting factor
series;
G4. application of a weighting factor reduction procedure;
G5. storage of the weighting factor data.

A library of weighting factor data can be built-up for application is
design and system modelling tools as needed. The simulation process
itself is implemented separately. The simple nature of the heat balance
equations and the shifting of data in the temperature update process
mean that long time series can be processed very efficiently. The si-
mulation steps (S1–S4) can be summarized as:

S1. initialisation of the weighting factor data, discrete temperature
data and calculation of the initial mean temperatures,
S2. calculation of the surface heat fluxes using time-varying
boundary conditions (Eq. 3);
S3. updating the mean temperature data series(Eq. 11);
S4. calculation of model output temperatures and heat transfer
rates.

The steps S2–S4 are repeated to the end of the boundary condition
time series.

3. Energy pile testing and monitoring

We have sought to validate the model using data from a full size pile
under a range of thermal excitation conditions: both heating and
cooling. The approach to validation has been to use the measured inlet
temperatures and flow rates as boundary conditions to the model and
compare the predicted and measured outlet temperatures and heat
transfer rates.

3.1. Energy pile testing installation

The energy pile used in the validation study is part of an energy pile
test field in Ostend, Belgium, consisting of 5 energy piles with a length
of 11.5 m [35]. These piles were installed for long-term thermal and
thermo-mechanical testing purposes. Mechanical and steady-state
thermal data were reported and discussed previously [35]. Allani et al.
[36] discuss the validation of a finite element model of thermo-me-
chanical energy pile behaviour based on the monitoring data of the
same pile as used in this validation study. In the study reported here,
the tempreature and flow rate data that define the dynamic perfor-
mance over the whole experimental monitoring programme have been
used. The heads of the piles and the adjacent ground surface was ex-
posed to the environment during the test series i.e. no building over the
piles was present.

3.2. Pile and ground characterisation

The energy pile from which data is used for model validation, is a

soil displacement screw pile with screw shaped shaft (360/560 mm). A
single U-loop heat exchanger (PE-Xa 32 × 2.9 mm pipe) has been
mounted on the reinforcement cage before installation, together with 2
small diameter hollow steel tubes for instrumentation purposes after
pile installation.

The soil stratigraphy of the test site has been characterized based on
Cone Penetration Test (CPT) data and analysis of drilling samples
(Table 1). Thermal conductivity properties of the pile concrete and
undisturbed soil samples as determined in laboratory (respectively with
a half-space needle probe and a needle probe) are summarized in
Table 2. In the validation study the weighting factors have been cal-
culated after applying the thermal properties of the respective layers. It
has not been necessary to assume heterogeneity as in other response
factor approaches. Thermal property values for the pile are weighted to
account for the presence of the reinforcement. Note that groundwater
levels were high but movement of groundwater is not considered ex-
plicitly in this model.

3.3. Thermal excitation and monitoring

The fluid temperature was monitored at inlet and outlet of the pile
and at different levels inside the U-loop heat exchanger using type T
thermocouples. Soil temperature near the piles was measured as well at
several depths and distances to the piles. This has enabled the vertical
temperature gradient to be evaluated. At the start of the test series the
temperature at 10 m depth was 14.1 °C. For part of the test campaign
the external dry-bulb temperature was also measured. We have sup-
plemented this data with that from local weather station records.

The energy piles are thermally excited through a hydronic thermal
system that allows heating and cooling of the piles at a constant tem-
perature at the inlet between −4 °C and +40 °C. The system is also
designed to supply a constant temperature difference (heat transfer
rate) between heat exchanger inlet and outlet (e.g. to perform a thermal
response test).

The flow rate and temperature data over the whole of the test series
are illustrated in Fig. 6 along with the atmospheric dry-bulb tempera-
ture. The total duration of the test series is 16 June 2015 to 9 February
2016 with data recorded at minutely intervals. We have denoted dif-
ferent periods of the test campaign according to phases 1–4 for the
purposes of the discussion below. There was a gap in recording of the
data between the end of phase 1 and start of phase 2 when no thermal
testing took place. As we have investigated the effect of the

Fig. 5. An example of a discrete weighting factor data series for the admittive
flux (κ a1 ) at an energy pile pipe boundary. The time intervals can be seen to
double as time increases and magnitude decreases.
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environmental boundary conditions in this study, we have completed
this part of the data series with the corresponding environmental data
(dry-bulb, relative humidity, global solar irradiation and wind speed)
from the Ostend weather data record. The whole test series is treated as
a continuous data series in the validation calculations i.e. all phases
were simulated together.

Phase 1 of the test series consists of two periods of heating, firstly
with a constant heat input (varying temperatures) and secondly, after
approximately two weeks of ambient cooling, with constant inlet tem-
perature (40 °C). Tests in phase 2 consist of three periods of heating
followed by three periods with cooler inlet temperatures reducing to
10 °C inlet temperature in the last of these tests. These tests were also in
slightly cooler environmental conditions. During phase 3, the tests were
conducted with the lowest inlet temperatures: either 0 °C or−4 °C. This
phase of the tests was also during the coldest environmental conditions.
The final phase (4) continued after a period of rest with one period of
cooling and one period of heating. The range of conditions occurring
during the test series accordingly represent a full range of conditions
that could be expected in an operating system (probably a little higher
and a little lower range of inlet temperatures) including both heating
and cooling modes.

The heat transfer fluid used in the tests was a monopropylene glycol
and water antifreeze mixture. During the first phases of the test this was
at a concentration of 21%. This concentration was increased to 32% at
the start of the cooling tests in phase 2 and for the remaining tests. This
was to guard against freezing in the same way as often followed in
geothermal heating systems. Functions were implemented in the model
to calculate glycol thermal properties according to temperature and
concentration at each time step using published physical property data

[37]. Examination of the fluid temperatures and flow rates showed that
due to the sensitivity and non-linear nature of the properties of the
glycol mixture with respect to temperature (particularly variation in
viscosity) this results in considerable variation in flow conditions
during the test series. In particular, flow in the first series is in the
turbulent regime but when the concentration was increased and tem-
peratures approach zero, the fluid became more viscous and the Rey-
nolds Number was calculated to fall into what could be expected to be
the laminar regime. The pump flow rate can also seen to diminish as the
test series progresses (Fig. 6). Batini et al. [38] have previously com-
mented on up to 11% variation in energy pile heat transfer rates ac-
cording to glycol concentration but do not consider the variation in
properties during operation.

4. Results

4.1. Model validation

As the function of the model is to predict system (pipe) heat transfer
rates and outlet temperatures for the purposes of thermal system de-
sign, we evaluate the model by considering the errors of prediction of
the outlet temperatures and heat transfer rates under a range of con-
ditions. In the validation study, as the pile under test was entirely ex-
posed to the environment at the upper surface we have applied the
same environmental boundary conditions (Eq. (14)) to the whole of the
upper boundary in the model. We have implemented a general purpose
energy pile model that allows for two upper boundary conditions but,
for the first phase of validation testing where the whole of the upper
surfaces are exposed to the environment, we simply apply the same
boundary conditions at both the upper surfaces in the model.

One question that arrises in simulating all forms of ground heat
exchanger is the choice of initial temperatures. In most models a single
temperature is chosen and is often also assumed to be the fixed upper
boundary temperature during the whole simulation. This temperature,
in the absence of measurements, is often taken to be the mean annual
dry-bulb temperature. In reality the ground vertical temperature dis-
tribution experienced in pile installations is more variable. Details of
the initial ground temperature variations at the test site are reported
elsewhere [36]. This could, as a general practice, be calculated using a
model such as that by Kasuda and Archenbach and a suitable mean
value derived but this is not what was done in this study.

Spatial variations in temperature are not calculated explicitly in a
DTN representation. Hence it is not possible to impose a variable
temperature gradient at the start of the calculation directly. However,
such variations are implicit in the state of the boundary fluxes and the
temperature histories used to initialize the model. Hence one approach
to arriving at a initial conditions is to use the annual variation in en-
vironmental conditions as the upper boundary condition and to simu-
late the effect of the climate on ground temperatures in the absence of

Table 1
Ground material layers at the pile test site.

Depths Material

0–5 m soft clay, locally organic
5–6 m very soft peat
6–10 m dense sand
10–11 m very soft clay
11–12 m dense sand
12–12.5 m soft clay
12.5–14 m dense sand
14–16 m soft clay

Table 2
Ground material and pile thermal properties at the pile test site.

Property Units Clay Peat Sand Pile

Specific heat (cs) kJ kg−1 K−1 1000 850 1000 806
Thermal conductivity (λ) W m−1 K−1 1.5 1.5 2.0 2.84
Density (ρ) kg m−3 2500 2200 2500 2500

Fig. 6. Thermal response test series conditions.
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pile operation i.e. adiabatic conditions at the pipe boundary. This is the
approach we propose and have tested in this study. Conducting a
number of years of annual simulations of climatic conditions is quite
practical as the model is relatively fast to execute. We have also made
calculations with a single value for the temperature and upper
boundary conditions corresponding to the measured temperature at the
start of the test (14.1 °C) and the mean annual dry-bulb temperature
(10.1 °C).

Predicted outlet temperatures are compared with measured values
during the simulated first phase of tests in Fig. 7. The magnitude of the
difference between measured and predicted outlet temperatures are
also shown against the righthand axis. The predicted temperatures are
in good agreement during both the variable inlet temperature and
constant inlet temperature conditions. The difference between the
outlet temperatures falls to within the range of experimental tempera-
ture measurement error (approximately 0.2 K) for much of the second
heating period.

Results for the second phase of testing are shown in Fig. 8. The first
tests in heating mode show very similar trends in terms of the differ-
ences between predicted and measured outlet temperature as in phase
1. Differences are generally larger during the initial hour of the test
when a step change in conditions occurs. A change in fluid properties
took place during this phase before the inlet temperature was reduced
to 15 and then 10° C and this change in concentration and fluid prop-
erties is also represented in the model. The error in outlet temperature
prediction is slightly larger in the final test of this phase. This phase also
corresponds to a fall in the atmospheric dry-bulb conditions (October
and November 2015). It should be noted that these results were ob-
tained with the environmental conditions modelled at the upper
boundary throughout the simulated test, including the interval between
phase 1 and phase 2. Results assuming fixed initial and upper boundary
temperatures gave larger errors.

Results for the third phase of testing are shown in Fig. 9. Inlet
temperatures were controlled at 5 °C, 0 °C and −4 °C during these five
tests. The response seen in the outlet temperatures during these cooling
tests is a little different to that of the earlier tests such that the tem-
perature difference is nearer to being constant but also shows some
irregular fluctuations. The model results show a similar form of re-
sponse to earlier tests but the differences are noticeably larger. The
fourth test shows a predicted outlet temperature that increases in the
later part of the test and approaches the measured value more closely.
This fluctuation can only be induced in the model by the changes in
environmental conditions at the upper surface rather than the pipe
boundary conditions. It was noted earlier that the fluid flow conditions
during the third phase of the test are most likely laminar in nature (Re
< 1000). The relationship between flow rate and heat transfer effec-
tiveness are highly non-linear in the transition between laminar and
fully turbulent flow and notoriously hard to model. If completely la-
minar conditions are assumed the model predicts very low heat transfer
rates.

In the absence of convection coefficient correlations that deal with
the whole range of Reynolds Number, we interpolate between the la-
minar and a lower limit of turbulence value. The model implements a
‘smoothstep’ (sigmoid) function to achieve this and avoid any dis-
continuity that could make convergence in dynamic simulation difficult
to achieve. The results (Fig. 9) are reasonable under these assumptions.
Although the Reynolds Number was found to fall to a low value in-
dicative of laminar flow conditions, given the bends, valves, fittings etc.
in the circuit, it is doubtful whether completely laminar conditions
would occur. We therefore suggest that both the experimental condi-
tions and the model assumptions in these low temperature (high visc-
osity), low Reynolds Number conditions are more uncertain than during
other tests in the series.

A further assessment of the validity of the model predictions has
been made by calculating the Root Mean Square Error (RMSE) of the
predicted vs. measured outlet temperature and also the relative error in

the prediction of heat extraction and heat rejection. These values have
been calculated using different treatment of the initial and upper sur-
face boundary conditions. Results are presented in Table 3. These va-
lues are calculated using data from the whole data set. Using the mean
annual temperature as a boundary condition resulted in both over
prediction of heat rejection (18.5%) and under prediction (−13.7%) of
heat extraction (mostly occurring in phase 3 of the test series). Using a
higher value of initial/environmental temperature shifted the balance
between predicted heat rejection and extraction such that heat rejection
was moderately under-predicted (−5.06%) but heat extraction was
noticeably over predicted (25.3%).

The most successful approach was found to be to apply a pre-si-
mulation stage to impose the environmental temperature variation and
then to continue simulation of the environmental conditions at the
upper boundary during simulation of the energy pile operation. This
gave a very modest RMSE of 0.24 K in predicted outlet temperature and
relative error in both predicted heat rejection and extraction of better
than 4% and we suggest this can be accepted as satisfactory for simu-
lation and design calculation purposes.

4.2. Annual simulation

In order to evaluate the utility of the model as a design tool, and to
investigate sensitivity to the treatment of the boundary conditions, a
further study was made of the predicted behaviour of the test pile under
long-term exposure to thermal loads. This was done using inlet tem-
peratures derived from simulation of a prototypical office building
under similar climatic conditions to those at the validation test site. The
heating and cooling load variation over the simulated year and the
relationship to the dry-bulb temperature are illustrated in Fig. 10. The
simulation time step size is fifteen minutes.

A fraction of the total building heating and cooling demand was
applied to a pile of the same configuration as the test pile. The pro-
portion applied was adjusted under nominal conditions so that the fluid
temperature remained within the bands expected of typical heat pump
operation: a maximum of 35° C and minimum of 2° C. The pile is re-
latively small and this thermal demand corresponded to a maximum
system cooling rate (pile heat rejection) of approximately 1.7 kW and
system heating rate (heat extraction) of approximately 0.65 kW.

Four variations in treatment of the upper surface boundary condi-
tions have been applied. In general there are two upper surfaces and
these are intended to allow representation of the building sub-surface
and the exposed ground surrounding the building (see Fig. 2). The
combinations of conditions considered are:

1. A fixed upper boundary temperature corresponding to the mean
annual air temperature;

2. Simulated environmental conditions over the whole upper surface;

Fig. 7. Measured and simulated thermal response: phase 1 (heat rejection
only).
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3. Environmental conditions outside the building and the pile
bounding the edge of the building;

4. Environmental conditions outside the building and the pile at the
centre of a group under the building.

The first condition is the same as that assumed in many design
calculation methods such as those using g-functions [22,14]. The
second condition represents the climatic variation in conditions but
does not consider the building to have any influence (apart from the
system demands) on the thermal conditions experienced by the pile. As
the building isolates the head of the pile from the environment to some
extent the third condition has the pile exposed to environmental con-
ditions on one side and prototypical building sub-surface conditions on
the other i.e. as if the pile were positioned part-way along a building
perimeter. The fourth condition has the pile positioned twenty metres
from the building perimeter i.e. further isolated from the environment.
The building sub-surface is assumed to be an insulated surface with a
building above at a constant temperature. This results in a steady
heating of the ground sub-surface in this moderate climate i.e. long-
term heat losses from the building. Again, we use an implemenation of
the model that incorporates two upper surfaces and apply the same
boundary conditions to both when appropriate (conditions 1 and 2).

These conditions have been simulated by firstly pre-simulating un-
disturbed ground conditions to reflect the effect of the natural en-
vironment. This was followed by simulating the operation of the system
over a twenty-five year period (a twenty-five year design calculation
period being typical of much design software [14]) and using the ar-
ithmetic mean of inlet and outlet temperatures as the main output of
interest. Results over the first fifteen years of this period are shown in
terms of monthly mean fluid temperatures over repeated annual cycles
in Fig. 11. The dominance of the heat rejection (system cooling) de-
mands means that mean fluid temperatures increase over several si-
mulated annual cycles. There is a noticeable difference in temperatures
during the first three years of operation. With the first two types of
surface boundary condition (denoted ‘constant’ and ‘exposed’ in the
plot) the minimum and maximum seasonal temperatures remain nearly
constant. The condition where the environment is simulated result in
slightly more extreme temperatures than under constant temperature
conditions. The differences between conditions continue to grow as the
simulation progresses until 25 years.

Where the boundary conditions represent a pile at the edge of the
building, both mean monthly minimum and maximum temperatures
can be seen to rise over the first five years and then reach a steady-
periodic pattern. In the case representing a pile near the centre off the

Fig. 8. Measured and simulated thermal response: phase 2 (heating and
cooling).

Fig. 9. Measured and simulated thermal response: phase 3 (low temperature
heat extraction).

Table 3
Thermal Response Test series prediction errors according to boundary condition
treatment.

Surface boundary conditions Outlet RMSE Heat rejection Heat extraction

Fixed (mean average dry-bulb) 0.57 K 18.5% −13.7%
Fixed (initial measured value) 0.71 K −5.06% 25.3%
Environmental model 0.24 K 3.62% 3.08%

Fig. 10. Simulated thermal loads imposed on the energy pile and corresponding climate data.
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installation, the monthly minimum and maximum temperatures con-
tinue to rise from one season to the next over the fifteen year period
shown.

Daily mean fluid temperatures predicted for the twenty-fifth year
are shown in Fig. 12. These daily mean temperatures highlight the
differences that could be expected depending on what is assumed about
the effect of the building and surrounding ground. The effect of the
building is reflected in generally higher fluid temperatures with the pile
simulated as located at the edge having lower temperatures than that
located centrally. An interesting difference between simulating a fixed
boundary temperature compared to simulating exposure to the en-
vironment, is that there is some time-shift in terms of when the
minimum and maximum temperatures occur. Comparing the two sets of
data it can be seen that assuming constant conditions results in mean
daily temperatures that are higher than when simulating the environ-
ment in the first half of the year, but lower in the second half of the
year.

The results of these super-annual simulations indicate the im-
portance of considering the long-term seasonal operation of the system
on the thermal state of the pile and the likely operating temperatures
and hence efficiency of the system. Simulating conditions over multiple
years in this way would not be feasible in design studies using three-
dimensional numerical models. In applying this DTN approach each
year of simulation was found to require approximately 1.8 s of simu-
lation time on a single 2 GHz Xeon CPU. We conclude this is very
reasonable for use in routine design and simulation tasks. The model-
ling of more complex arrangements of piles (such as irregular group-
ings) using this model is simply a question of generating a suitable mesh
to derive the weighting factors and a parametric mesh generating tool
has been developed to enable this. The model could be subsequently
used to evaluate long-term temperature and heat flux boundary con-
ditions that could be used in other models of mechanical behaviour.

5. Conclusions

We have presented a model of energy pile thermal response based
on a Dynamic Thermal Network approach. This has a number of fea-
tures that make it well suited to representing energy piles and related
foundation heat exchanger elements. In particular, it can represent
complex geometries and heterogeneous thermal properties given a
suitable model for deriving the weighting factors. In this case we use a
finite volume numerical model and parametric grid generation proce-
dures to generate the discrete weighting factors. Our approach has been
to allow three boundary conditions to be represented. This has an ad-
vantage of being able to represent the effects of the surrounding en-
vironment and the building sub-surface to be represented explicitly in
addition to the pipes.

Validation of the model has been undertaken using thermal data
from a long series of thermal response tests on single pile at a site in
Belgium. This has included study of conditions in both summer and
winter environments and both heating and cooling fluid temperature
conditions. We have found that the model is well able to predict fluid
temperatures and heat transfer rates over this range of conditions with
a satisfactory level of accuracy.

The validation study highlighted two issues that were important to
address to achieve the best results. Firstly, results were somewhat
sensitive to the treatment of the upper boundary conditions and best
results were found when the environment was simulated over the whole
duration of the test series and that the model was pre-conditioned using
the environmental time series data to arrive at a reasonable starting
condition. Secondly, results were found to be most uncertain in low
temperature conditions when the antifreeze fluid mixture was most
viscous and the flow regime was likely to be laminar. This issue requires
further investigation from both an experimental and modelling point of
view. Having said this, it is unlikely that these conditions would occur
in practice as a realistic operating system design would be probably
designed to operate with a minimum temperature a few degrees above

Fig. 11. Predicted monthly mean fluid temperatures over a twenty-five year period with different boundary conditions at the ground surfaces.

Fig. 12. Predicted daily mean fluid temperatures in the twenty fifth year with different boundary conditions at the ground surfaces.
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zero and at a flow rate high enough to ensure fully turbulent conditions.
Simulation of a realistic building heating and cooling demand pro-

file has demonstrated the computational efficiency of the model and
highlighted the importance of the boundary conditions at the upper
surfaces in energy pile heat exchanger designs. We conclude that it is
important to consider the differences in thermal conditions experienced
over the long-term by piles positioned at different positions within the
array in relation to the edge of the building and the long-term heating
effect of the building on the ground below. These effects could be ex-
pected to have some impact on the maximum fluid temperatures for a
given energy demand and hence long-term efficiency and sustainability.
These effects would be in addition to those driven by the grouping of
the piles. Differences in the peak temperatures experienced by piles in
different positions in the array also suggest different levels of thermal
expansion and so potential differential displacements. The choice of
boundary conditions used for the inlet conditions and the representa-
tion of the building sub-surface conditions and surrounding ground in
energy pile design calculations consequently requires further in-
vestigation.
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