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Abstract Calculation of the sensible and latent heat (turbulent) fluxes is required in order to close the

surface energy budget of glaciers and model glacial melt. The aerodynamic roughness length, z0, is a key

parameter in the bulk approach to calculating sensible heat flux; yet, z0 is commonly considered simply as a

tuning parameter or generalized between surfaces and over time. Spatially and temporally distributed

observations of z0 over ice are rare. Both direct (from wind towers and sonic anemometers) and indirect

(from microtopographic surveys) measurements of z0 are subject to sensitivities and uncertainties that are

often unstated or overlooked. In this study, we present a quantitative evaluation of aerodynamic

profile‐based and microtopographic methods and their effect on z0 using data collected from Storglaciären

and Sydöstra Kaskasatjäkkaglaciären, Tarfala Valley, Arctic Sweden. Aggressive data filters discard

most of the wind tower data but still produce realistic z0 values of 1.9 mm and 2 mm. Despite uncertainty

introduced by scale and resolution dependence, microtopographic methods produced estimates of z0
comparable to wind tower values and those found on similar surfaces. We conclude that (1) in the absence of

direct turbulent flux measurements from sonic anemometers, the profile and microtopographic methods

provide realistic z0 values, (2) both 2D and 3Dmicrotopographic methods are dependent on scale, resolution,

and the chosen detrending method, and (3) careful calibration of these parameters could enable glacier‐wide

investigations of z0 from remotely sensed data, including those increasingly available from

satellite platforms.

1. Introduction

At local and regional scales, surface energy balance modeling is commonly used to calculate glacier melt

and contribution to stream flow (Hock, 2005), wherein sensible and latent heat (turbulent) fluxes are

usually secondary to the net radiative energy fluxes. The contribution of the turbulent fluxes is enhanced

during conditions when radiative fluxes are reduced, for example, in cloudy, windy conditions and in

maritime climates (Anderson et al., 2010; Giesen et al., 2014), and have been recently implicated in wide-

spread melt events on the Greenland Ice Sheet, for example, during which >98% of the ice surface experi-

enced melt (Fausto et al., 2016). As changes in cyclonic activity (Gorter et al., 2014) and precipitation

rates (Vavrus, 2013) are likely to increase the significance of the turbulent fluxes, it is imperative to

ensure that they are calculated as accurately as possible so that current levels of melt can be quantified

and future melt can be forecast confidently.

Three main methods for calculating turbulent fluxes over glacier surfaces exist: eddy correlation (EC), the

profile method, and the bulk aerodynamic method (Figure 1). EC uses sonic anemometers to record the

three‐dimensional (3D) movement of air in turbulent eddies (Burba, 2013) and, being the closest to a direct

measurement of the turbulent fluxes, is often used as the benchmark for validating the two alternative the-

oretical model‐based methods below (Greuell & Genthon, 2004; Munro, 1989). A number of aspects, includ-

ing the cost of the sensors (typically > £10,000) and their unsuitability for long observational periods in harsh

arctic and alpine climates, make EC impractical for most glacial energy balance studies. The profile method

estimates turbulent fluxes from near‐surface interpolated profiles of wind speed, air temperature, and speci-

fic humidity (Garratt, 1992). The bulk approach requires measurements of each from only one level, as are

typically available from a standard meteorological station, assuming that the aerodynamic roughness length

(z0) and surface temperature are known. This study focuses on the parameterization of z0 for the bulk

approach (Figure 1; orange boxes), as the comparatively low requirement for data collection makes it a
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popular choice in energy balance studies (e.g., Arnold et al., 2006; Bravo et al., 2017; Brock et al., 2010; Favier

et al., 2004; Litt et al., 2017; Radić et al., 2017).

The aerodynamic roughness length, z0, is the height above a surface where wind speed becomes zero, con-

trolled by the geometry of the surface (Stull, 1988). z0 is difficult to measure directly (usually in the order of

millimeter over glaciers), and several different ways of obtaining a value exist; many glacial energy balance

studies following the bulk approach use values from elsewhere in the literature, or use z0 as a parameter to

tune models to fit observed melt (e.g., Arnold et al., 2006; Braun & Hock, 2004; Bravo et al., 2017; Fausto

et al., 2016; Inoue & Yoshida, 1980). Often, z0 is erroneously assumed to be spatially and temporally uniform,

in contradiction of observations (c.f. Brock et al., 2006).

Aerodynamic profiles are traditionally used to find z0 (Brock et al., 2006; Hock & Holmgren, 1996; Quincey

et al., 2017; Sicart et al., 2014); however, they are subject to large uncertainties and sensitivities, and provide

point data. The use of microtopographic transects is commonly used to circumvent the need for wind towers,

enabling more rapid, spatially distributed z0 estimates (Brock et al., 2006; Irvine‐Fynn et al., 2014; Miles

et al., 2017; Munro, 1989; Smith, Quincey, et al., 2016). However, the calculation of z0 from microtopo-

graphic transects is subject to a number of assumptions surrounding the spacing and dimension of rough-

ness elements, shading and sheltering, and the effects of wind direction (Smith, Quincey, et al., 2016),

which are unrealistic, but largely ignored in the absence of a more robust approach.

Recently, fine‐resolution survey techniques such as Structure from Motion (SfM) photogrammetry and ter-

restrial laser scanning (TLS) have been explored for their ability to enhance glacier surface microtopographic

data collection. These methods have been used to collect transects rapidly and at fine resolution (Miles et al.,

2017) and to devise 3D geometric approaches to finding z0 that relax the previously mentioned assumptions

(see section 2.2), including initial steps toward glacier‐wide z0 maps (Smith, Carrivick, et al., 2016) and cal-

culating z0 from remotely sensed data products (Fitzpatrick et al., 2019). Potential for cryosphere‐wide z0

Figure 1. Summary of techniques used to calculate turbulent fluxes. This research is concerned primarily with the right‐hand portion of the figure (orange), where

different methods can be used to obtain a value of z0 for the bulk aerodynamic approach.
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measurements increases in line with the expansion of available fine‐resolution data sources (e.g.,

ArcticDEM, global DEM, and NASA High Mountain Asia DEM).

As a first step, we seek here to explore the existing methods for finding z0 from wind profiles and microto-

pography and to understand their sensitivities and uncertainties. The aim of this paper is to test existing

methods as a foundation for the development of new methods in future work. We present a brief review

of the methods that are currently available, highlighting factors that can alter z0 unrelated to variability in

the physical properties being measured. These critical uncertainties are summarized at the end of sections

2.1 and 2.2. Then, using new data collected from two glaciers, Storglaciären and Sydöstra

Kaskasatjäkkaglaciären in Arctic Sweden (section 3), we present quantitative analysis of the uncertainties

in sections 4.1 and 4.2

2. Previous Work

2.1. Aerodynamic Profile z0

In the field, the aerodynamic profile method (based on Monin‐Obukhov [MO] similarity theory (Foken,

2006) can be used to capture site specific z0 values for use with the bulk approach. For simplicity, we shorten

this to the “profile method,” and use “profile z0” to refer to z0 obtained in this manner. The profile method is

only valid for near neutral conditions and is used to extrapolate z0 from linear least‐squares fits of wind speed,

profiles of which are assumed to be log‐linear above a surface (Garratt, 1992). Wind velocity (U, m s−1) at

height z (m) is given by

U zð Þ ¼
u*

κ

ln
z

z0
þ αm

z

L

� �

; (1)

where u* is thewind velocity scale (m s−1), k is the vonKarman constant (κ=0.4). αmz/L is a stability function

within which αm is an empirically derived coefficient (αm = 5) (Dyer & Hicks, 1970; Stull, 1988), and L is the

Obukhov length (the height at which buoyant production of turbulent kinetic energy equals shear produc-

tion [Foken, 2006]). This correction can be used to extend the validity of themethod toweak‐to‐moderate sta-

bilities. L can be calculated directly from sonic anemometer measurements or inferred by iteratively fitting

wind speed and temperature profiles (e.g., Quincey et al., 2017). Briefly, the method involves making an

initial guess at L (in this case 108 m, implying effectively neutral conditions). From this, log‐linear profiles

can be fitted to the wind and temperature data. This gives values for z0, u* and T* (temperature scale, °C),

from which a new (more accurate) value of L can be calculated. This process is repeated until the values of

L converge or until some limit is reached, in which case it is assumed that the profiles do not fit the theory

and so the profiles are not used to calculate z0. Wind speed and temperature profiles obtained from mast‐

mounted cup anemometers and shielded/vented thermometers facing perpendicular to the prevailing wind

are commonly used in this approach (e.g., Brock et al., 2006; Pelletier & Field, 2016; Smeets et al., 1998, 1999).

MO similarity theory has underpinned turbulent flux calculations in studies of the surface‐atmosphere

boundary layer since its conception in 1954 (Foken, 2008; Monin & Obukhov, 1954; Stull, 1988).

However, the theory does not necessarily hold over glacial surfaces (Denby & Greuell, 2000; Litt et al.,

2014; Radić et al., 2017). Low surface temperatures on glaciers cool the air near the surface, inducing density

driven katabatic (glacier) winds (Denby & Greuell, 2000; Denby & Smeets, 2000) and creating strongly stable

conditions with a wind speed maximum within the first few meters above the surface. These conditions

therefore violate a number of key assumptions made by MO similarity theory: that there is atmospheric sta-

tionarity, low advection, and a constant flux layer. This makes MO similarity theory only representative of a

very thin layer above the ice surface; thus, turbulent flux measurements made above the surface are discon-

nected from their surface values (Denby & Greuell, 2000). Nonetheless, MO similarity theory is often applied

in glacier studies because of a lack of alternative (Denby, 1999; Radić et al., 2017; Stiperski & Rotach, 2016).

Where the profile method is used for estimating z0, measured wind velocity and air temperature profiles are

compared with ideal log‐linear profiles, and those with a coefficient of determination, which is too low (e.g.,

r2< 0.98), are discarded. Additional filters can reject (i) data withwind speeds less than cup anemometer stall

speeds; (ii) non‐stationary conditions; and (iii) data from specificwind directions (Andreas et al., 2010). These

10.1029/2019JF005167Journal of Geophysical Research: Earth Surface
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filters drastically reduce the amount of data by up to 98% (Miles et al., 2017); that reduction is a reflection of

how rarely the assumptions of the profile method are met.

MO breaks down in very stable or unstable conditions. In moderately stable/unstable conditions, MO simi-

larity theory introduces an empirical stability correction to the wind (and temperature) profiles, which

depends on the ratio of the height above the ground, z, to the Obukhov length, L. The stability correction

has been shown to be valid for−5 < z/L < 1 (Garratt, 1992). L can be determined iteratively as described ear-

lier. As a result, a z0 value is obtained for each time‐step, which can then be averaged or used to examine the

temporal change in z0. Data are typically averaged over periods of up to 30 minutes to ensure an appropriate

number of turbulent eddies are samples, which can mask more subtle temporal dynamics in z0—a restric-

tion which is lifted with microtopographic approaches.

Regardless of the slope of the glacier surface, taking measurements over a melting ice surface is problematic

(Smeets et al., 1999). Profile z0 is very sensitive to instrument height (Foken, 2008), with an offset of +0.1 m

supposedly altering z0 by an order of magnitude and doubling the estimated sensible heat flux (Munro,

1989). In micrometeorological studies, a height correction is sometimes applied to compensate for the break-

down of a log‐linear wind profile due to the influence of the forest canopy (Foken, 2008). This correction is

based on the difference between “actual” ground level and the height at which extrapolated wind speed

drops to zero, which is usually somewhere near the top of the canopy. This principle has been adopted in

glaciology to compensate for surface slope and variable topography, which can lead to the mean surface

being beneath the apparent local surface of the glacier when considering the whole surface of the glacier

(Munro, 1989; Sicart et al., 2005), but defining a zero reference plane on a degrading or non‐planar surface

is challenging. Various workarounds have been suggested to mitigate the impact of an uneven, melting sur-

face (e.g., Brock et al., 2006; Fitzpatrick et al., 2017; Quincey et al., 2017; Sicart et al., 2014), yet the most

effective method remains unclear.

MO similarity theory assumes a homogeneous fetch (upwind area) is present (i.e., with consistent aerody-

namic properties), but this is rarely found on glaciers (Brock et al., 2006; Miles et al., 2017; Quincey et al.,

2017). Moreover, it is unclear over what distance the fetch should be homogeneous, and several measure-

ment height‐fetch length ratios are proposed, including 1:100 (Wieringa, 1993) and 1:200 (Bradley, 1968).

Recent EC work shows that 80% of flux contribution comes from within 150–200 m upwind of the measure-

ment point when instruments are 2 m above the surface (Fitzpatrick et al., 2019)—this suggests that a ratio

of c.1:100 will incorporate the aerodynamically important fetch.

The sensitivities for profile z0 discussed in this section are summarized in Table 1. In subsequent sections, we

present the analysis of those we found to have the most severe effects on z0.

2.2. Microtopographic z0

Aerodynamic roughness is a function of surface roughness, particularly in fully turbulent flow condi-

tions (Bandyopadhyay, 2006; Elliott, 1958; Smith, 2014). Therefore, surface roughness metrics can be

used to assess aerodynamic roughness. Their much simpler field data requirements make them a viable

alternative that can better characterize the observed spatial and temporal variability in z0 (MacKinnon

et al., 2004; Munro, 1989). Variations of the microtopographic method have been developed over a range

of surfaces, based on empirical measurements of physical properties including grain size (Bagnold,

1941), average obstacle height (Sellers, 1965), plan area of roughness elements (Counihan, 1971;

Fryrear, 1965), and surface roughness wavelength (Baechlin et al., 1992; Banke & Smith, 2008). A recent

study by Nield et al. (2013) showed that those including some height index exhibited the best relation-

ship with aerodynamic roughness, yet all of the current, empirical approaches lack a grounding in phy-

sical theory. The most widely used approach within glacial studies is based on the work of Lettau (1969),

who showed that

z0 ¼ 0:5h*
s

SA

� �

; (2)

where h* is the effective (average) obstacle height (m), s is the silhouette (exposed frontal area) of an average

roughness element (m2), SA is area in the horizontal plane of the site of interest (m2), and 0.5 represents
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Table 1

Sensitivities and Uncertainties in Finding Glacier z0 from Aerodynamic Profiles

Sensitivity Description Stage Reference Section Severity
a

Instrument height/

reference level

Accounts for surface slope/topographic undulations.

Can be dynamic as glacier surfaces evolve

and equipment melts into the ice. Important

for identifying shallow katabatic conditions.

Field/processing Munro (1989)

Garratt (1992)

Foken (2008)

Sicart et al. (2014)

4.1

Figure 3c

High

Stability correction Used in near‐neutral conditions commonly

found over glaciers. Based on Monin‐

Obukhov similarity theory. Not applicable in

strongly or weakly stable conditions. Reduces

number of profiles which can be fitted and number

of results, but important over ice where

temperature gradients are strong.

Processing Foken (2008)

Radić et al. (2017)

Fitzpatrick et al. (2018)

4.1

Figures 3a and 3b

High

Data filters (wind

speed, stationarity,

profile fitting)

Thresholds used to filter out data close to anemometer

stall speed, non‐stationarity and non‐

convergence of wind speed/temperature

profiles. Can lead to majority of data being

discarded.

Processing Miles et al. (2017)

Quincey et al. (2017)

Radić et al. (2017)

4.1

Figure 3d

Medium

Time averaging Period over which meteorological data are

averaged. Can be applied before or after profile

fitting, but reduces the quantity of profiles and

can mask temporal trends.

Processing Anderson et al. (2010)

Cullen et al. (2007)

Fitzpatrick et al. (2017)

4.1 Medium

Fetch/footprint Wind speed at increasing measurement levels

affected by obstacles at increasing distance from

instruments. Homogeneous fetch

desirable. Height/fetch ratio recommendations

vary.

Field Garratt (1992)

Wieringa (1993)

Foken (2008)

Fitzpatrick et al. (2019)

Medium

Regression In addition to filtering out weaker profile fits,

stricter r
2
values can decrease the statistical

error introduced by assigning variables

incorrectly, i.e., measurement height as

the dependent variable, and wind speed as the

dependent variable.

Processing Bauer et al. (1992) Medium

Surface slope Partly causes katabatic winds. On steeper slopes

it is difficult to identify vertical/horizontal

movement of air using cup anemometers.

Field/processing Denby and Greuell (2000)

Denby and Smeets (2000)

Radić et al. (2017)

Low

a
As suggested by the effect of each sensitivity on z0 in this study.
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an average drag coefficient (Kutzbach, 1961; Lettau, 1969). Microtopographic z0 values derived from (3)

appear to agree with wind profile‐derived z0 to within ±25% (Lettau, 1969). The relation was based on

empirical experiments wherein increasing/decreasing roughness was simulated by the systematic empla-

cement/removal of bushel baskets upwind of an anemometer mast erected on an ice lake (Kutzbach,

1961).

Parameters in (3) are obtained easily in such a controlled environment but not over glaciers where individual

roughness elements are not distinct. Munro (1989) devised an influential interpretation of (3) based on sim-

plified horizontal microtopographic transects perpendicular to the prevailing wind direction and populated

by modeled roughness elements of equal spacing and dimension. Terms in (3) were re‐defined in order to

find z0 for a transect of length X (m), where h* (m) is given by twice the standard deviation (2σd) of elevations

after the mean elevation has been set to zero. Thereafter,

s ¼
2σdX

2f
; (3)

where f is the number of groups of positive elevation values, and

SA ¼
X

f

� �2

: (4)

Thus,

z0 ¼
f

X
σdð Þ2: (5)

Whether collected manually, using photogrammetry‐based edge detection algorithms (Fassnacht et al.,

2009; Rees, 1998; Rees & Arnold, 2006) or extracted from 3D digital surface models (Irvine‐Fynn et al.,

2014; Miles et al., 2017), the transect method can be used to show variation in aerodynamic roughness across

a glacier and throughout the melt season (Brock et al., 2006), challenging the assumption made in most

energy balance studies that z0 is spatially and temporally homogeneous (e.g., Braun & Hock, 2004; Bravo

et al., 2017). The simplification of microtopography in (6) imposes several assumptions about the surface

(Smith, Quincey, et al., 2016): (i) that all roughness elements are equally spaced and have equal dimensions;

(ii) that the silhouette of roughness features is the same under different wind directions; and (iii) that no

shading of downwind elements is caused by those upwind.

Assumption (ii) becomes problematic when considering a wind‐perpendicular transect, as glacial surfaces

often host anisotropic roughness features (e.g., sastrugi, crevasses, and supraglacial channels) that can be

oriented parallel to the prevailing wind. Smith, Quincey, et al. (2016) point out that in such cases, exposed

frontal area (and thus impact on flow) would appear much larger than is realistic, resulting in erro-

neously high z0. Additionally, streamlined features exhibit a small drag coefficient (Macdonald et al.,

1998; Wieringa, 1993), raising questions about whether Lettau's (1969) average of 0.5 is an overestimate

for bare ice (Smith, Quincey, et al., 2016) or an underestimate for debris‐covered ice (Quincey et al.,

2017). Lettau adopted the 0.5 value after the drag coefficient (Cd) of upturned >4 m3 bushel baskets

was given as 0.45 in experiments by Kutzbach (1961), who followed Schlichting's (1937) expression, which

is valid for regular arrays of geometrically similar roughness elements (Wooding et al., 1973). This likely

represents a simplification of the actual drag characteristics of glacier surfaces, where distinct, uniform

roughness elements are rare.

A 2D, wind‐perpendicular transect also fails to consider the shading and sheltering of adjacent roughness

elements, which may be up‐ or down‐wind of the transect (assumption (iii); Fitzpatrick et al., 2019).

Sheltering effects are characterized by the ratio between the exposed frontal area and ground area, or rough-

ness density (Raupach, 1992; Wooding et al., 1973). Equation (2) holds where the roughness density is ≲0.3,

but at higher densities, the wakes caused by roughness elements interfere with each other, reducing z0 as air

flow starts to skim over the top of elements rather than between and around them (Macdonald et al., 1998;

10.1029/2019JF005167Journal of Geophysical Research: Earth Surface
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Smith, 2014). Alternatives to (3) and (5) account for obstacle density (Rounce et al., 2015) and drag coeffi-

cient (Macdonald et al., 1998), but so far lack robust testing and independent validation.

3D methods have been proposed to address the shortcomings of the transect method, coincident with the

proliferation of high‐resolution survey techniques such as SfM photogrammetry (Carrivick et al., 2016;

Smith, Carrivick, et al., 2016) and TLS (Fey & Wichmann, 2017; Smith et al., 2011). These methods allow

rapid data acquisition over much larger areas and shorter timescales than is feasible with more traditional

manual surveys. Recent studies have used digital elevation models (DEMs) constructed from SfM (Irvine‐

Fynn et al., 2014; Miles et al., 2017; Rounce et al., 2015) or TLS (Nield et al., 2013) data, from which transects

can be extracted as the grid rows and columns. Smith, Quincey, et al. (2016) obtained terms for (3) from both

DEMs and filtered point clouds, allowing the previous assumptions to be relaxed by accounting for the total

exposed frontal area and giving a value for each cardinal wind direction.

The increasingly widespread use of SfMmandates that an assessment of the inherent uncertainties and how

they relate to z0 is carried out. Georeferencing provides an important control on the shape of the modeled

surface and correctly recording the location and accuracy of ground control points (GCPs) is key.

Interrogation of the bundle adjustment processing step (which minimizes the overall residual error by tun-

ing camera orientations and parameters, slightly adjusting 3D point coordinates) is made possible using a

precision estimation workflow (James, Robson, D'Oleire‐Oltmanns, et al., 2017), which allows the effects

of SfM precision on z0 estimates to be quantified.

Whether 2D or 3D methods are employed, the inclusion of an average height index imposes a spatial

boundary (Smith, 2014), and as such, the resulting z0 value is dependent on the length of transect or

the area of the plot (Fitzpatrick et al., 2019; Quincey et al., 2017; Rees & Arnold, 2006; Smith, Quincey,

et al., 2016). Further dependence is placed on the resolution of the data, with coarser resolution data

effectively representing a filtered fine‐resolution dataset (Quincey et al., 2017); that is, for a given transect

length, a surface that is sampled every 10 cm will appear smoother than one that is sampled every milli-

meter, artificially reducing z0.

The scale and resolution of the data (and thus to some extent z0) is informed somewhat qualitatively by the

allocation of an upper and lower topographic partition scale for the surface in question, larger than which is

deemed overall topography and smaller than which is indistinguishable from measurement noise (Smith,

2014). That is, the chosen scale of the study will dictate the survey technique used, which in turn can decide

the resolution and impact the estimated z0. The required scales of topography can be isolated for analysis by

detrending, and transects are often detrended linearly, where the mean elevation is set to zero (Munro,

1989). With 3D data, the same effect is achieved by subtracting the fitted plane (Smith, Quincey, et al.,

2016). This is a robust approach with smaller transects/plots; however, linear (and planar) detrending is sus-

ceptible to scale dependence (Miles et al., 2017). For larger plots/transects or more complex topography,

other detrending methods may be more appropriate to remove overall trends, such as coarse‐DEM removal,

median filtering, or splines (Miles et al., 2017; Quincey et al., 2017). These methods necessitate careful eva-

luation of the topographic partition scales, as slight adjustment of the scale over which detrending is applied

can give quite different roughness values (Grohmann et al., 2011)

As with profile z0 (Table 1), in Table 2, we summarize microtopographic sensitivities. A severity rating is

assigned based on our analysis. Those to which z0 is most sensitive are presented in section 4.2 and others

in the supporting information.

3. Location, Data, and Methods

3.1. Location

Data were collected between 8 and 19 July 2017, from two glaciers in the Tarfala Valley, Sweden (Figure 2).

The valley, located at 67°55′N and 18°35′E, has a subarctic climate with a mean annual temperature of

around −3.3 °C and an average of ~1,000 mm of precipitation per year (Carrivick et al., 2015). The frequent

precipitation, winds, and cloud cover (Hock et al., 1999) produce turbulent fluxes which often contribute up

to 50% of local glacier surface energy balances (Carrivick & Hock, 1998). The study glaciers, Storglaciären

(Stor) and Sydöstra Kaskasatjäkkaglaciären (SK), are oriented (and flow) West‐East and North‐South,
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respectively. Sites were visited on alternating days with the excep-

tion of Day 7 (14 July), when poor weather precluded fieldwork.

At SK in particular, the surface changed throughout the study from

snow‐covered, through slush to bare ice.

3.2. Data and Methods

3.2.1. Aerodynamic Profile z0 Measurements

Twowind towers were erected, one at Stor and the other at SK, with

instruments at five levels (Stor: 0.35, 0.72, 1.27, 1.85, and 2.39m, SK:

0.35, 0.69, 1.30, 1.80, and 2.43 m). On each tower, wind speed was

recorded using five NRG #40 cup anemometers, wind direction

with one NRG 200P wind vane, and air temperature with five

shielded and passively ventilated TinyTag TGP‐4017 sensors, each

at 1‐minute intervals for a total of 10 days at SK and 4 days at Stor.

Instrument heights were re‐measured at each repeat visit. Data

were recorded on Campbell CR1000s with a 12 V battery stored at

the base of each tower and are presented in full in Figure S1 and

available from Chambers (2020). Raw 1‐minute interval data of

each variable were averaged over periods of 10 and 15 minutes

for processing.

The resulting profiles were used along with equation (1) to calcu-

late z0 for each 10‐ or 15‐minute time step. In so doing, wind speed

is regressed against log(z), and the extrapolated model is used to

find z0. The filters listed below were then applied, either retaining

or rejecting those profiles where the extrapolated model deviated

more than an acceptable amount away from a log‐linear profile,

changes in temperature over time indicate conditions were not sta-

tionary, and wind speeds were too low to be reliably recorded by

our instruments. Profiles of wind speed and temperature were fil-

tered in three stages:

1. relaxed filters: rejected poor log‐linear profile fits (r2 < 0.95) and

low wind speeds (<1 m s−1) while assuming stability is valid for

MO theory;

2. standard filters (as used by Quincey et al., 2017) again assume

valid MO stability, applying a stricter r2 filter (rejecting r2 <

0.99), a minimumwind speed filter (<1m s−1) and a stationarity

filter (which identifies when mean air temperature changed by

>0.25 °C min−1);

3. finally, a stability correction based on MO similarity theory was

applied as a third step, in addition to the standard filters. We

found L using an iterative approach, in which any profiles that

required more than 10 iterations to converge with MO theory

(and were thus unlikely to converge at all) were discarded.

An estimate of the error attached to each z0 value was obtained by

first isolating the raw 1‐minute interval data that had contributed to

successful profile fits when averaged over a 10‐ or 15‐minute period.

Each 1‐minute profile was then used to find z0. The mean z0 of the

1‐minute profiles from each 10‐ or 15‐minute period was then com-

pared to the z0 value given by the original averaged profile, and the

standard deviation was used as an estimate of error, as it represents

the higher and lower bounds of possible z0 values for each

time period.T
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Figure 2. Location of study in Tarfala Valley, Sweden (a). Satellite imagery (b) courtesy of Planet Labs (Planet Team, 2018). Lowermost images show location of

wind towers on Stor (c) and SK (d), orthophotos were generated from SfM data for each site. Elevation overlays show the 10 × 10 m DEMs used as the base case

for analysis of each site. The site around the wind towers at Stor (e) and SK (f). Both are looking roughly up‐glacier.
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Each of the data filters were varied systematically, testing whether they should be made stricter or could be

relaxed. Previous studies have shown that introducing additional filters greatly reduces the number of pro-

files obtained (Radić et al., 2017), whereas we altered the filter thresholds themselves using a Monte Carlo

approach, generating n = 1,000 different threshold values for each filter. Next, we tested the effect of adding

several height corrections to each measured instrument height, replicating previous efforts to compensate

for glacier slope and topographic undulations (Munro, 1989; Sicart et al., 2014).

3.2.2. Microtopographic z0 Estimates

On each visit and when weather conditions allowed, photogrammetric surveys of each site were carried out

using both a Phantom 3 UAV with gimbal‐stabilized digital camera, and a Panasonic DMC‐TZ60 compact

digital camera mounted on an 8 m inspection pole and operated remotely via a wireless connection (see

Table S1 for further details). Sites were surveyed on alternate days, giving a total of five survey days for each,

from which one for each site was selected used to produce a DEM (Tables S3 and S4) to compare with aero-

dynamic profile data collected during conditions favorable for MO similarity theory.

SfM data processing was carried out using Agisoft PhotoScan Professional Edition (version 1.4.0), following

the procedure outlined by James et al. (James, Robson, & Smith, 2017) with further point cloud processing in

CloudCompare 2.10 (CloudCompare, 2018). Following recommendations in James et al. (2019),

camera/image specifications and processing settings are included in Text S3 and Tables S1 and S2. SfM

precision analysis was carried out using the Monte Carlo approach of James et al. (James, Robson,

D'Oleire‐Oltmanns, et al., 2017), in which repeated bundle adjustments are carried out with pseudo‐random

offsets applied to image observations. SfM and raster method precision were estimated from theMonte Carlo

output using a bespoke Matlab tool called sfm_georef (James & Robson, 2012). The routine was adapted to

generate a dense point cloud and interpolate a DEM for each iteration (n= 1,000), fromwhich an estimate of

microtopographic z0 error was obtained (see Text S4).

Microtopographic z0 was calculated using the commonly applied Munro (1989) transect method (treating

each row/column of a DEM as a separate transect), and the DEM method used by Smith, Quincey, et al.

(2016) and Quincey et al. (2017), with the difference that h*was calculated from twice the standard deviation

of elevations above the detrended plane rather than the mean elevation. As noted by Smith, Quincey, et al.

(2016), the choice of statistic is somewhat arbitrary; twice the standard deviation above the detrended plane

was chosen as it provided the closest approximation of average roughness height as used by Lettau (1969).

Sensitivity tests depend on the perturbation of one property while all others stay constant. The standard ele-

vation datasets were 10 × 10 m in extent, had a resolution of 0.005 m pixel−1, and were detrended using 2D

linear/3D planar detrending depending on the z0 method in question. Initial comparisons were made

between the aerodynamic profile and microtopographic methods using the standard datasets. We then

looked first at the dependence of z0 on scale (cf. Quincey et al., 2017 ; Rees & Arnold, 2006), varying the size

of the plot/length of transect incrementally from 1 m to the maximum that would allow the plot to remain a

square; 39 m in the case of Stor and 29 m for SK. To investigate the influence of DEM resolution, we gradu-

ally degraded the grid/transect resolution from 0.005 to 0.5 m per pixel. As a final step, the standard datasets

were detrended using coarse‐DEM removal, with moving mean window sizes varying from 0.5 to 5 m.

4. Results

4.1. Profile z0

The number of fitted profiles giving z0 values acceptable to MO theory was reduced by more than 97% in all

cases of filtered data (Table 3). Most data were discarded by the r2 filter, as few profiles adhered to the log‐

linear profile required forMO theory (see Figure S2 for examples). Using stricter filters was found to decrease

z0 in all cases but one, where the standard filters were applied to the 10‐minute averaged data on Stor, giving

a higher mean z0 (8.07 mm) than the relaxed filters (6.11 mm). Introducing the MO stability correction left

even fewer profiles, but these weremore in line with previously published z0 from the same location (Hock &

Holmgren, 1996). The same pattern is seen in the standard deviation of z0, where in all cases but one the

value is reduced by stricter filters, partly due to the exclusion of those profiles that do not meet the conditions

of MO theory, and partly due to the smaller number of profiles included.
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The reduction in data by both filtering and averaging is illustrated by Figure 3, which shows z0 plot against

time. There was no obvious systematic change in z0 over time, despite the gradual change in surface cover at

SK (upglacier from the wind tower) from snow to bare ice. The error bars on each z0 value, which come from

the standard deviation of z0 in each group of 10 or 15 unaveragedminute‐interval profiles, are smaller for the

tightly grouped lower values of z0 than they are for the higher values, which are much more scattered. To

discount other possible influences on the distribution of z0, we tested the effects of wind direction and atmo-

spheric stability, finding that the impact of both was small (see Texts S1 and S2 and Figures S3 and S4).

To test the sensitivity of z0 to filter thresholds, we first varied the r2 filter between 0.9 and 1 (Figures 4a and

4b), finding that relaxing the filter slightly (e.g., r2 = 0.95) increased the number of profiles included by an

order of magnitude at both glaciers and for both average time periods, also increasing z0 (10 min: SK =

8.7 mm, Stor = 6.2 mm; 15 min: SK = 9.3 mm, Stor = 6.2 mm). Varying the maximum allowable change

in temperature between 0 and 1 °C min−1 made little difference to z0, with changes of <5 mm at both sites

(Figures S5a and S5c), indicating that atmospheric conditions were largely stationary throughout the data

collection period. Finally, allowing profiles with wind speeds slower than 1 m s−1 increased z0 in both cases

(Figures S5b and S5d), but risked including data below the cup anemometer stall speed (0.7 m s−1). Raising

the minimum wind speed reduced the number of profiles and slightly reduced z0 (by <5 mm).

In keeping with the findings of others (cf.Munro, 1989 ; Sicart et al., 2014), adding any height correction

increased z0 at both sites (Figure 4c); 10‐minute averaged z0 from SK more than tripled from 6.7 to 22.5

mm when a 0.2‐m height correction was added. Stability corrected z0 at both glaciers increased by <3 mm

in all cases. While the order of magnitude increase observed by Munro (1989) when a 0.1‐m correction is

added was not seen here, the trend was largely for greater height corrections to increase z0 until profiles were

modified to the extent that they were rejected by filtering. The exception was the Stor data filtered by stan-

dard filters, which actually reduced when a height correction of >0.05 mwas applied, as the two profiles that

caused the higher mean value were filtered out. Similar patterns were given by the 15‐minute averaged data,

although z0 was generally lower (Figure 4d). The increase seen in SK z0 with the standard filters was more

pronounced, with a quadrupling of z0 from 5.5 to 20.1 mm.

4.2. Microtopographic z0

Direct comparison between methods showed that at both sites, microtopographic z0 closely matched profile

values to within <3mm (Figure 5). Compared to values of 1.9 mm at Stor and 2 mm at SK derived from aero-

dynamic profiles, wind‐perpendicular transects (see Figure S6 for examples) produced amedian z0 of 4.6 mm

(Stor) and 2.4 mm (SK), and raster‐based z0 values were 4.1 mm (Stor) and 2.1 mm (SK). The median value

was chosen for transect z0 for its robustness to the outliers in the substantial spread of values obtained. Other

directional values given by the raster method fell within 0.5 mm of each other, suggesting the surfaces were

isotropic over the length scales relevant for z0 here; thus, only z0 for the prevailing wind direction is shown.

Roughness element height, or the height metric denoted by h*, has previously been proposed as the greatest

control on z0 (Nield et al., 2013). Our transect z0 data bear this out (Table 4), although when each parameter

of the raster method (for each raster used in subsequent scale tests—SK n = 29, Stor n = 39) was tested for a

relationship with z0, the maximum coefficient of determination (between h* and z0) was quite low at both

Table 3

Summary of Effect of Original and Alternative Filters on Number of Profiles and z0 Value

SK (n = 10,130) % of original z0 (mm) Stor (n = 5,682) % of original z0 (mm)

10 15 10 15 10 15 10 15 10 15 10 15

Relaxed filters 306 204 3% 2% 8.9 (±13.5) 9.4 (±14.3) 168 118 2.9% 2.1% 6.3 (±7.6) 6.3 (±6.7)

Standard filters 70 45 0.7% 0.44% 6.8 (±9.9) 5.5 (±9.3) 7 3 1.2% 0.05% 20.9 (±22) 6.7 (±3.3)

Stability corrected 6 4 0.06% 0.04% 2.0 (±0.63) 1.7 (±0.3) 1 1 0.02% 0.02% 2.4 (±0) 2.5 (±0)

Note. The unfiltered number of profiles is included in parentheses next to the site name. Standard deviation of z0 is given along with mean z0 values for each level
of filtering and each averaging period. No standard deviation is given for stability corrected z0 on Stor as only one value for z0 was produced.
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sites (r2= 0.2). Nonetheless, similar h* values for the raster and transect methods have given similar z0 values

despite the large differences in s and SA.

The mean 3D precision of SfM‐derived DEMs was 7 mm at SK and 5.7 mm on Stor. This translated to a z0
precision of ±0.052 mm (SK) and ±0.027 mm (Stor). SfM processing was therefore considered to be a negli-

gible source of calculated z0 variability (Figure S7).

For gradually larger plots, raster z0 on Stor varied from 1.04 to 3.44 mm, and transect z0 from 1.70 to 9.17 mm

(Figures 6a and 6b). On SK, raster z0 ranged between 1.5 and 7.1 mm, and transect z0 between 1.1 and 5.6

mm. The relationship between z0 and scale is as expected for SK (cf. Miles et al., 2017 ; Quincey et al.,

2017). Raster z0 follows a clear trend with plot size, whereas transect z0 shows some variation but increases

overall—both demonstrate significant relationships (r2 > 0.9, p < 0.05). The relationship is less clear on Stor,

with the raster z0 increasing with plot size up to 13 m, then decreasing slightly but remaining at ~4.6 mm.

Transect z0 shows more variation, reaching a maximum of 8.4 mm at 18 m and staying around 6.6 mm at

greater lengths, and indeed showing a large spread of values for any given plot size.

When DEM resolution was coarsened gradually from 0.005 to 0.5 m per pixel, the effect at both sites was for

z0 to decrease (Figures 6c and 6d). At SK, raster z0 decreased from 2.1 to 0.1 mm, and at Stor from 4.1 to 0.16

Figure 3. Results of analysis of profile z0 over time. Data from SK is shown in the left column, and Stor in the right. Results from input data which has been aver-

aged over 10 minutes is shown in the top row, over 15 minutes in the bottom row. Data filtered using a relaxed filter are shown in gray, blue data points have

been filtered with standard filters and red points show those to which the MO stability correction has been applied. Error bars are calculated from the standard

deviation of z0 from profiles of each minute that comprises each averaged block of data (i.e., 10 profiles where data are averaged over 10 minutes). Some error bars

extend beyond the axis range used here.
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mm.Median transect z0 decreased from 2.1 to 0.2 mm at SK and from 4.6 to 0.4 mm at Stor. A clear inflection

is visible on both plots, potentially indicating a switch between form (>0.02 m pixel−1) and grain (<0.02 m

pixel−1) roughness being represented in the topographic data. In this case, the increased z0 at finer resolution

highlights the importance of finer scales of roughness elements.

z0 was found to be influenced by the detrending method used (Table 5).

The length over which original DEMs were smoothed to obtain a coarse

DEMwas varied from 0.5 to 5 m. Longer smoothing lengths (e.g., 5 m) left

a greater area above the detrended mean, thus greater h*, and greater

overall silhouette area (s). While SA was also increased for transect data,

the number of upcrossings (f) decreased substantially. Even with a DEM

size of just 10 m2, the method and degree of detrending bears significant

weight on the resulting z0 value.

5. Discussion

5.1. Profile z0

We employed the aerodynamic profile method to calculate z0 over two gla-

ciers during the 2017 ablation season, using the same experimental setup

and methods as Quincey et al. (2017). After intensive field data collection,

z0 was derived from profiles of wind speed and air temperature using MO

similarity theory. Following the application of theMO stability correction,

the profile z0 values found for SK (1.7–2.0 mm) and Stor (2.4–2.5 mm) fall

within the range that has been found previously for clean ice (i.e., not

debris‐covered) glaciers (see summary tables in Brock et al., 2006, and

Miles et al., 2017). In particular, the values for Storglaciären were very

Figure 4. Effect on z0 of altering the r
2
filter for 10 minute (a) and 15 minute (b) averaging times. A vertical line illustrates

the 0.99 threshold normally used. Effects of adding a height correction are shown for averaging periods of 10 minutes

(c) and 15 minutes (d).

Figure 5. Comparison of z0 obtained from rasters, transects and stability

corrected aerodynamic profiles. Due to the orientation of the glaciers, col-

umns were wind‐perpendicular on Stor, as were rows on SK. Colors of raster

z0 markers are coordinated with the profile z0 reference lines (labeled).

Profile z0 given for 10 (solid lines) and 15 (dashed line) minute averaging

periods, including stability are also shown, with error bars indicating the

values given by precision analysis.
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close to those used in an earlier study that used profiles at the same site (Hock & Holmgren, 1996). Without

the stability correction, values fall within the upper end of the same range and overlap with those commonly

found over debris‐covered glaciers (~101mm) (Brock et al., 2010; Quincey et al., 2017; Takeuchi et al., 2000).

Applying the MO stability correction was found to reduce the scatter of z0 values obtained, which is thought

to be for a combination of two reasons: first, that only those profiles that most closely fit MO theory are

retained, and second, that the number of profiles retained is greatly reduced.

Generally, site observations are reflected by the z0 values obtained; Stor was visibly rougher than the site at

SK, although a more pronounced progression of average daily z0 values was expected at SK, where the fetch

transitioned from snow, through slush, to bare ice during the data collection period. This is attributed to the

study duration, where the site was likely not observed for long enough to allow detailed temporal analysis.

As with other similar studies, we found that using wind/temperature profiles to find z0 is a very low‐yield

approach (cf.Brock et al., 2006 ; Denby & Smeets, 2000 ; Miles et al., 2017 ; Quincey et al., 2017 ; Sicart

et al., 2014 ; Smeets et al., 1998). Moreover, sensors had to be monitored and repaired due to harsh weather

Table 4

Summary of Lettau (1969) Equation Terms for Raster and Transect Methods at Both Study Sites

SK Stor

z0 (mm) h* (m) s (m
2
) SA (m

2
) z0 (mm) h* (m) s (m

2
) SA (m

2
)

Raster 2.4 (±0.05) 0.04 12.6 100.00 4.1 (±0.03) 0.06 14.3 100.00

Transect 2.1 (±0.9) 0.05 (±0.01) 0.008 (±0.01) 0.1 (±0.2) 4.6 (±3.5) 0.1 (±0.02) 0.02 (±0.02) 0.16 (±0.6)

Note. The values for the prevailing wind direction are given in each case, and transect values are the median of all rows/columns perpendicular to the prevailing
wind. Note that s and SA are included for information only, they represent very different areas for each method and are not comparable. Estimates of error
for the raster method are taken from the standard deviation of values given by precision analysis (see Text S4). Those for the transect method are the standard
deviation of all values produced.

Figure 6. Comparison of raster and transect z0 with scale (a and b) and DEM resolution (c and d). The key in panel b is valid for all panels.
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conditions meaning that instruments cannot be set up and left unattended for long periods

(the wind tower at Storglaciären collapsed overnight from 12 to 13 July, hence the shor-

tened dataset). Aggressive filtering of aerodynamic data left a small proportion of z0 esti-

mates remaining, 0.5% for SK and 0.6% for Stor (Figure 3); this calls into question the

ability of those few z0 values to represent the roughness length adequately and echoes past

criticisms of the suitability of MO stability theory for use over glaciers (Denby & Greuell,

2000; Denby & Smeets, 2000). By slightly relaxing the threshold used to filter out poor pro-

file fits from r2= 0.99 to r2= 0.95, we were able to increase the number of profiles included

by an order of magnitude while maintaining a similar z0 and still only using statistically

strong fits (Table 3), although z0 was increased above the majority of published values

for similar surfaces.

Past workers have attempted to account for local topographic variability so that z0 mea-

surements are made from the mean surface elevation rather than one point (e.g., Munro,

1989; Sicart et al., 2014). Our testing corroborated past observations that adding a height

correction increased z0, although as shown by data from Storglaciären, the effect was not

consistent (particularly with a limited dataset).

The inclusion of a stability correction, whether based on the Obukhov length L or the bulk

Richardson number (Anderson et al., 2010; Brock et al., 2010; Mölg et al., 2008; Radić et al.,

2017), has been questioned for its effect on the validity of MO similarity theory over gla-

ciers, as both corrections have led to overestimations of the sensible‐heat fluxes

(Fitzpatrick et al., 2017; Radić et al., 2017). Here, the effect of including the MO stability

correction was to drastically reduce the number of z0 values produced (Figures 3a and

3b), at the same time reducing z0 to values similar to those obtained microtopographically

(Figure 5) and in other studies.

5.2. Microtopographic z0

Estimates of z0 were made using microtopographic data derived from SfM surveys of the

two sites. Monte Carlo‐based precision analysis (Text S4) showed that the impact of uncer-

tainties within the bundle adjustment stage of the SfM workflow on microtopographic z0
were minimal (two orders of magnitude smaller than z0), offering confidence to this kind

of data collection. A “base case” was defined for microtopographic investigations at each

site, where grid size was kept at 10 × 10 m and DEM resolution was 0.005 m pixel−1.

The transect and raster methods were then used to estimate z0 for comparison with profile

values, using the median of all rows and columns for transect z0 and the prevailing wind

direction for raster z0. Estimates for both methods compared well with profile measure-

ments, to within <3 mm (Figure 5), despite the large spread of values given by the transect

method. Values also compare with those obtained over similar surfaces in other studies,

where z0 has been microtopographically estimated at ≤5 mm (Brock et al., 2006;

Fitzpatrick et al., 2018; Smith, Quincey, et al., 2016). While Nield et al. (2013) point out that

the height metric exerts the greatest control over z0 and offer some guidance for which

metric might be more appropriate for different kinds of terrain, Smith, Quincey, et al.

(2016) point out that the rationale for twice the standard deviation of roughness elements

is not explicit in Munro (1989). As the full range of elevations is sampled, not just the peak

elevation of each obstacle (indeed the elevation field cannot really be disaggregated into a

set of “obstacles”), we chose to maintain the 2σd definition of h* to preserve the influence

of the larger roughness elements.

As with other studies of glacial z0 (Miles et al., 2017; Quincey et al., 2017; Rees & Arnold,

2006), we found significant scale dependence within both microtopographic methods

tested, which undermines the fact that values compare well to profile z0. Generally, z0
increased as it was estimated from larger grids and longer transects, suggesting that valida-

tion with independent methods (i.e., aerodynamic profiles) is the best way to decide on the

appropriate scale. Similarly, z0 decreased when calculated from coarser resolutionT
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elevation data (Figures 6c and 6d), demonstrating the fractal properties of the surface (Arnold & Rees, 2004)

and owing to the removal of finer‐scale variability and an effectively smoother surface (Quincey et al., 2017).

Interestingly, Fitzpatrick et al. (2019) obtained values of z0 ≈ 3 mm over bare ice in British Columbia,

Canada, using their block method (which finds z0 for 1 m
2 cells based on the surrounding 9 m2moving win-

dow). Their values are comparable to those found here despite the smaller plot size (expected smaller z0) and

coarser resolution of 1 m pixel−1 (also expected smaller z0). Despite the realistic values given by the micro-

topographic methods used here, their scale and resolution dependence are critical shortcomings that should

be addressed as microtopographic methods develop. Fitzpatrick et al. (2019) also present a scale‐

independent transect method—this valuable progression has yet to be developed into a 3D method that

can take full advantage of the scope of high‐resolution survey techniques and has yet to be tested glacier‐

wide.

Using a smaller plot size or coarser resolution elevation data has the benefit that detrending becomes a more

straightforward task, as the influence of the overall slope becomes smaller (Smith, 2014). Table 5 demon-

strates that the level of detrending can alter the character of the surface and thus z0. Where smaller plots

or shorter transects are used (e.g., <10 m), then linear/planar detrending is usually sufficient. Over scales

>10 m, the overall slope of the glacier surface can start to distort the detrended data, particularly on more

convex surfaces like SK, necessitating other approaches. A possible solution to this is to calculate z0 using

a moving window (e.g., Fitzpatrick et al., 2019), whereby z0 is calculated for each cell based on adjacent cells

within a specified radius (or window)—this way larger grids can still be used without the complication of

deciding on the most appropriate detrending technique. This is more computationally demanding than per-

forming the detrending step once per plot and assumes that the resolution/scale dependence problem has

been considered beforehand.

5.3. Future Work

In order to ensure future attempts at parameterizing z0 microtopographically are validated correctly, the

data against which they are validated must be reliable. Our test of relaxing the r2 filter for aerodynamic pro-

file fits should be tested with other datasets, so the yield from the method can be maximized. In the absence

of eddy covariance equipment and data, we found the z0 values obtained from wind profiles to be realistic

compared to those in other similar studies (e.g., Brock et al., 2006; Quincey et al., 2017) and would suggest

that the method be used with care, giving consideration to the sensitivities and uncertainties discussed here.

The characterization of surface geometry should also be interrogated further, to ensure that the basis of the

microtopographic approach is sound. The raster method improves upon the transect method by accounting

for some of the effects of shading/sheltering (Smith, Quincey, et al., 2016), yet the effects of wake interfer-

ence between adjacent and successive roughness elements (Raupach, 1992) remains unaccounted for. The

partition of drag between roughness elements and the underlying “surface” (Raupach, 1992) will also

depend on the upper and lower limits of topographic scale used to define a roughness element, considering

the self‐similar nature of glacier surfaces (Arnold & Rees, 2004).

Scale is another important area that should receive attention if 3D microtopographic methods are to be used

to find glacier‐wide distributed values of z0. Here, a 10 × 10 m grid where each cell was 5 × 5 mm produced

values very close to those obtained from aerodynamic profiles. In a scenario where glacier‐wide microtopo-

graphic z0 was being calculated using remotely sensed data, obtaining and processing data of the same reso-

lution used here would be extremely computationally demanding. Moreover, as shown by this study,

maintaining the same resolution and increasing scale would inflate z0 estimates. Ideally, a scale independent

3D method would be used. Until this is developed, z0 could potentially be reduced enough to balance the

inflation by using a degraded resolution. If this can be calibrated correctly over a broad range of empirical

data from different ice surfaces, then the feasibility of acquiring spatially and temporally distributed z0 esti-

mates from other readily available sources of remotely sensed data (i.e., satellites) could be explored.

6. Conclusions

We implemented the two most common methods for quantifying the aerodynamic roughness length (z0) of

glaciers, which are based on aerodynamic profiles or microtopographic data. Each has uncertainties and
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sensitivities that can ultimately impact the calculation of the contribution of the turbulent fluxes to the sur-

face energy balance. Here, we provided a synthesis of these uncertainties and sensitivities and presented an

analysis of those we found to have the greatest impact on z0. We conclude the following:

1. While the eddy covariance method remains the standard for measuring flux and z0, where such data are

unavailable, the profile and microtopographic methods can provide realistic z0 values from equipment

that is cheaper and more practical. The typical threshold for what constitutes an acceptable log‐linear

profile of air temperature or wind velocity can potentially be relaxed slightly, for example, from r2 =

0.99 to r2 = 0.95, increasing the number of included profiles, although this requires further investigation

to ensure impact on z0 is limited.

2. The transect and raster methods both produced estimates of z0 comparable to values derived from aero-

dynamic profiles at the resolution and scale used in this study. The transect method produced a large

spread of values, of which the average was close to profile z0 yet somewere an order of magnitude greater;

the raster method, however, produced singular values that were extremely close to profile z0. Both meth-

ods are susceptible to scale and resolution dependence, and the choice of detrending method. The choice

of height metric (denoted by h*) is also important—uniform roughness elements can be represented by

their mean height, yet this does not adequately approximate the surface where heights are uneven.

Incorporating drag and sheltering effects could align the microtopographic approach more closely to

its intended aerodynamic representation.

3. Calibrating the balance between scale and resolution of microtopographic data will be an important step

in future work attempting to upscale the microtopographic approach to obtain glacier‐wide estimates of

z0. This will enable us to test the feasibility of using broader scale (i.e., satellite) remotely sensed data as a

means for obtaining spatially and temporally distributed z0.
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