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Abstract

Nanocrystal surface functionalization is becoming widespread for applications ex-

ploiting fast charge extraction or ultra-sensitive redox reactions. A variety of molecular

acceptors are being linked to the dot surface via a new generation of organic ligands,

ranging from neutral linkers to charge delocalizers. Understanding how core states

interact with these molecular orbitals, localized outside the dot, is paramount for op-

timizing the design of efficient nanocrystal-acceptor conjugates. Here we look at two

examples of this interaction: charge transfer to a molecular acceptor linked through ei-

ther an exciton-delocalizing ligand or a more conventional localizing molecule. We find

that such transfer can be described in terms of an Auger-mediated process whose rates

can be tuned within a window of a few orders of magnitude (for the same dot-ligand-

acceptor conjugate) by a suitable choice of the dispersion solvent and nanocrystal’s

dielectric environment. This result provides clear guidelines for charge extraction rate

engineering in nanocrystal-based devices.
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Semiconductor nanocrystals (NCs) owe their popularity to their simple and inexpensive

synthesis and their size-tunable optical properties, which make them ideally suited for a wide

range of applications.1 While they are generally capped by organic ligands, chosen among a

handful of possible alternatives, whose role is simply to passivate the surface dangling bonds,

make them soluble and prevent aggregation, more recent applications, ranging from intra-

cellular imaging of physical and biochemical parameters2,3 and intercellular redox sensing,4

to photon up-conversion5 and energy harvesting, increasingly require the functionalisation

of their surface with more specifically targeted molecules, whose role may include charge

delocalization and/or linking to charge acceptors for redox reactions and efficient charge

extraction. Indeed, Weiss’ group recently reported6 the observation of ultrafast (i.e., subpi-

cosecond) hole transfer from a CdS colloidal quantum dot (CQD) to a molecular acceptor

bound through a hole-delocalizing ligand to the dot surface. In order to optimise these sys-

tems’ yield and better engineer their properties, it is however essential to understand what

mechanism is responsible for the charge transfer between dot core and molecular acceptors

and what factors can affect it.

Here we present an atomistic study of photoexcited hole and electron transfer from NC

cores to molecular acceptors connected to the surface by either charge-delocalizing or charge-

confining linkers. We find that good agreement can be obtained with experimentally mea-

sured charge transfer times by assuming an Auger-mediated transfer mechanism,7 similar

to that recently employed to explain the charge dynamics observed in CQDs of different

materials and configurations, including CdSe cores,8 InAs/ZnSe core/shell,9 CdTe cores,10

and impurity-doped CdSe:Te structures.9

First suggested by Frantsuzov and Marcus7 as a possible explanation for blinking in

CQDs, Auger-mediated transfer (AMT)7–9 is a non-radiative decay process in which the

transition energy of one charge carrier, e.g. the hole, moving from a core-delocalised state

to an acceptor-localised state in the gap, is transferred to the photogenerated conduction

band edge electron promoting it to another core-delocalised state at a higher energy (see
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Fig. 1a). Equivalently, in the case of electron transfer to a molecular acceptor, the energy

of the transition is transferred non-radiatively to the valence band, where a photogenerated

hole is excited from the band edge to a deeper core-delocalised state (Fig. 1b and c).

e−acceptor
AMT

∆Evbm, acc

∆Es,p

∆Evbm,hj

∆Etr,acc

h−acceptor

AMT
e−acceptor

AMTtrap

(a) (b) (c)

Figure 1: Schematics of the Auger-mediated transfer (AMT) mechanism considered in this
work for both hole (panel a) and electron (panels b and c). In (a) and (b), the energy ∆Es,a

of the carrier transition |s → an > from the band edge s-like state to the intra-gap acceptor
state an (n =h or el) is transferred non-radiatively to the oppositely charged carrier, also
in an s-like core-delocalised band edge state, which is promoted into one of the excited core
states j, situated ∆Es,j higher in energy. Similarly, in (c) the energy ∆Et,a of the carrier
transition |t → an > from the trap state in the gap to the intra-gap acceptor state ael is
transferred non-radiatively to the VBM hole, which is promoted into one of the excited core
states hj , situated ∆Evbm,hj higher in energy.

From its definition it should be apparent that an accurate description of this process is

only possible within an atomistic approach, as the acceptor states involved exhibit typical

localization lengths of the order of a few interatomic distances and are therefore beyond the

reach of the popular k·p method. In this work the semiempirical pseudopotential method11

- a state-of-the-art atomistic approach - is used.

Within the semi-empirical pseudopotential approach, the CQD is built with bulk-like

structure, starting from its constituent atoms, up to the desired radius. This procedure yields

surface atoms with unsaturated bonds. Atoms with only one (saturated) bond are removed,

as they are unstable for dissociation,12 leaving on the surface only atoms with one or two

missing bonds. These surface dangling bonds are passivated by pseudo-hydrogenic, short-

range potentials with Gaussian form.13,14 A hole surface trap state was created by removing

a single passivant from a surface anion. Electron surface trap states were modelled according
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to the procedure detailed in Ref. [ 15]. The single-particle energies and wave functions were

calculated using the plane-wave semiempirical pseudopotential method described in Ref. [

11], including spin-orbit coupling, and excitonic effects were accounted for via a configuration

interaction scheme.16 (More detailed information on the theoretical method can be found in

our previous work8).

AMT times were calculated using Fermi’s Golden Rule according to17

(τAMT)
−1
i =

Γ

h̄

∑

n

| < i|∆H|fn > |2

(Efn
− Ei)2 + (Γ/2)2

. (1)

where |i > and |fn > are the initial and final excitonic states (see Fig. 1), Ei and Efn
are

their energies, ∆H is the Coulomb interaction and h̄/Γ is the lifetime of the final states.

Hole transfer to a molecular acceptor bound through a hole-delocalizing ligand:

Our aim is to model hole transfer to an acceptor located not directly on the NC surface, but

linked to it through a ligand that decreases the hole confinement and delocalizes its wave

function. Indeed, ultrafast hole extraction was recently achieved with this configuration by

Lian et al.6 when linking phenothiazine (PTZ - a molecular hole acceptor) to a 2.0 nm-radius

CQD through phenyldithiocarbamate (PTC), which they previously proved18 to delocalize

the hole wave function and lead to large bathochromic shifts, when coordinated to CdSe

NCs.

We will therefore start by considering the linker: we model it as a simple atomic chain ∼

1.1 nm long (consistent with the length of the real PTC6), made of a fictitious semiconductor

material (suitably passivated by pseudo-hydrogen atoms), whose valence band edge lies above

that of the NC, such that the highest occupied molecular orbital (HOMO) of the linker +

acceptor complex has an energy of about -5.4 eV, as estimated by Lian et al.6 for the PTC-

PTZ complex.

A very detailed and accurate study of this QD-PTC conjugate system was recently carried

out by Azpiroz and De Angelis,19 who used ab-initio molecular dynamics and excited state
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calculations to investigate the effects of the presence of aromatic dithiocarbamate molecules

on the electronic and optical spectra of Cd40Se31 clusters. They did, however, not consider

the effects of the presence of a molecular acceptor, like PTZ, nor calculate hole transfer rates

to it. In what follows, we will show that, despite the simplicity of our ligand modelling, we

can reproduce all the crucial features observed experimentally,6,18 such as the bathochromic

shifts, and predicted theoretically,19 such as the character and localization of the carriers’

wave functions.

Like in the actual case,6,18 our model PTC (m-PTC) binds to Cd2+ sites on the NC

surface. For simplicity, we assume monodentate anchoring, as the energy difference between

the possible different anchoring geometries is small20,21 and recent ab-initio calculations

predicted19 dithiocarbamate ligands to assume different anchoring geometries during the

simulated trajectory. The latter also found the energy of the NC to be insensitive to the

specific anchoring mode.

We investigate the effects on the electronic structure and optical properties of adding 1,

2, 4 and 48 linkers to a nearly spherical zincblende CdSe NC with R = 1.2 nm. As in the

case of the ab-initio calculations by Azpiroz and De Angelis,19 we find the emergence of 3

types of states (see Fig. 2): (i) core states, (ii) ligand states, and (iii) hybrid core-ligand

states. Type (i) states include all conduction band minimum (CBM) states and the valence

band maximum plus one (VBM+1) states for all NCs except the structure with 48 ligands;

type (ii) include all gap states; whereas type (iii) states include all VBM states. We label

states with over 50% of charge density localised on the surface as ”linker” states. In contrast

with Azpiroz and De Angelis, however, we label as CBM and VBM only states with over

50% of charge density localised in the core. This results in the appearance of linker states in

the gap in our results, corresponding to the antibonding states at the top of the VB found

by Azpiroz and De Angelis.

While the CBM is very little perturbed by the presence of the ligands up to a full coverage,

the VBM shows signs of hybridization already with only 1 linker attached. The addition of
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Figure 2: Calculated charge density distribution for cbm (blue, upper panels), linker states
(magenta, middle panels), and vbm and vbm+1 (red, lower panels), superimposed onto the
atomic structure of NC and linker, together with the percentage of localization within the
dot core (black figures) and on the surface (red figures). Although the number of linker
states in the gap equals the number of ligands on the surface, the charge density of only one
representative linker state is shown for each ligand configuration. A cartoon of the electronic
structure showing the relevant energy level (not to scale) is also shown on the left.
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further ligands progressively increases this effect, leading to a proportional reduction of the

VBM’s wave function localization in the core to about 54% with 48 ligands. This is not the

case for the next (VBM+1) valence band state, which is nearly unaffected by the addition of

up to 4 ligands, as confirmed by the very small variation of its calculated charge density in

the core. When the surface is saturated with linkers, however, its wave function localization

closely resembles that of the VBM. (For configurations with up to four ligands on the surface,

all linker states are nearly identical; hence only one representative state, randomly selected,

is shown in Fig. 2. This is not the case with 48 ligands, when the linker states may exhibit

very different charge localizations on the surface, varying from 53% to 96%). In contrast,

in the presence of a hole non-delocalizing (HND) ligand (the charge densities relative to a

configuration with four such ligands is compared with those obtained in the presence of four

m-PTC in Fig. S1, Supporting Information), which we model as an atomic chain identical to

our m-PTC, but made of a material with a VBM positioned well below that of the NC, we

find no linker states in the gap, no hybrid states close to the band edges and nearly perfectly

confined CBM and VBM.

This behaviour confirms therefore that our m-PTC exhibits the characteristics expected

of a hole-delocalizing ligand. The comparison between calculated and observed band edge

energy shifts (Fig. 3) further proves that our model CQD-ligand system quantitatively repro-

duces the deconfinement measured in experimental CdSe-PTC conjugates of similar size. In

contrast, the prediction by Azpiroz and De Angelis19 (empty red symbol in Fig. 3), clearly

underestimates the shift.

Having established the credibility of our model ligand through its accurate prediction

of PTC’s hole-deconfining effects, we can now proceed to the next step: the creation of a

hole acceptor. As mentioned previously, the main characteristic we aim to reproduce is the

position of the PTC-PTZ HOMO energy, as the efficiency of the hole transfer will be crucially

affected by the relative position of the NC’s VBM and the HOMO of the PTC-PTZ system.

The acceptor state is obtained by unpassivating one of the dangling bonds of the end atom
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Figure 3: Main panel: energy shift as a function of the NC radius: comparison between theory
(this work, solid red square) and experiment.18 The result of the ab-initio calculations by
Azpiroz and De Angelis19 is also shown for comparison (empty red square). Inset: Calculated
energy shift as a function of the number of ligands present on the NC surface.

(anion) of our m-PTC. This creates a state in the gap 5.44 eV below the vacuum level, which

is in good agreement with the energy position of the PTC-PTZ (-5.38 eV) measured by cyclic

voltammetry,6 further confirming the suitability of our choice of the linker material.

The calculated Auger-mediated transfer times to such an acceptor state in different di-

electric environments are displayed in Fig. 4 as a function of ∆E, the variation of the energy

position of the linker-acceptor HOMO with respect to its calculated value (-5.44 eV, corre-

sponding to ∆E = 0). These variations in the acceptor depth may originate from size/shape

anisotropy in the sample and/or external causes (such as local electric fields), but may also

account for inaccuracies in the exact theoretical determination of this quantity compared

to experiment (∆E
th-exp
HOMO = E

exp
HOMO − Eth

HOMO ∼ 0.06 eV in the present case). We find

the AMT rates to be especially sensitive to two main parameters: the energetic position of

the acceptor state with respect to the VBM (i.e., the acceptor depth), and the dielectric

environment of the CQD-acceptor conjugate. Our results show that the hole transfer time

can be as fast as ∼ 100 fs, falling below the experimental resolution - 300 fs (black dashed

line in Fig. 4) - available to Lian et al.,6 in the presence of a single linker-acceptor system
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on the whole NC surface, for all values of the external dielectric constant ǫout considered

(as all transient absorption spectra taken by Lian and co-workers were obtained on sam-

ples dispersed in benzene-d6,6 we only considered values for the dielectric constant close to

ǫ(benzene) - i.e., ∼ 2.2 - which also cover most common ligands and solvents), for ∆E in

selected intervals. However, for any specific value of ∆E, the transfer times vary by a few

orders of magnitude, depending on the dielectric environment, e.g. τ∆E=0 = 0.219 ps for

ǫout = 2.0 and τ∆E=0 = 21.829 ps for ǫout = 2.5.

A similar behavior is also found when increasing the number of linker-acceptor complexes

on the NC surface (see Fig. S2, Supporting Information), with the fastest hole transfers still

taking place on sub-300 fs times, and a slight shift of the curves’ minima towards higher

values of ∆E. Figure S2 shows that by shifting the calculated position of the HOMO of

our m-PTC/m-PTZ complex by 0.06 eV (i.e., for ∆E = 0.06 eV) the predicted hole transfer

time in our NC-acceptor conjugate dispersed in benzene (ǫout = 2.2) is in excellent agreement

with experiment. Interestingly this shift corresponds to the discrepancy between theoretical

and experimental estimates for the PTC-PTZ HOMO, i.e., the value of ∆E
th-exp
HOMO discussed

above.

These results show that, although in order to reproduce the bathochromic shifts observed

experimentally,18 the PTC molecules need to cover the entire NC surface, efficient, sub-

picosecond hole transfer to PTZ is achievable in the presence of a single linker-acceptor

complex, owing to the hole-deconfining effect of PTC, which leads to a strong coupling

between core and acceptor states, through hybridised wave functions.

They also indicate that the dielectric environment of the CQD-acceptor conjugate (i.e.,

the solvent in which the nanostructures are dispersed) can be used as a mean by which the

hole transfer time can be further fine tuned within a window of a few orders of magnitude, for

the same choice of linker-acceptor complex. On the other hand, the transfer time can also be

engineered by modifying the depth of the linker-acceptor HOMO, through the introduction

of, e.g., NC shape distortions (elongations) or local electric fields.
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Figure 4: Calculated Auger-mediated hole transfer times to a single linker-acceptor com-
plex, as a function of the variation of the energy position of the linker-acceptor HOMO with
respect to its calculated value (-5.44 eV, ∆E = 0), for different values of the dielectric con-
stant of the NC-acceptor conjugate’s environment, from 2 (red curve) to 2.5 (green curve),
covering common ligands and solvents. Experimental transfer times were obtained for sam-
ples dispersed in benzene (ǫ(benzene)=2-2.3, depending on temperature). The instrumental
resolution limit in [ 6] is marked by a horizontal dashed line.

Electron transfer to a molecular acceptor bound through an electron non-delocalizing

ligand: Here we consider the case of a CdTe CQD conjugated with a quinone molecule

(Q2NS, an electron acceptor based on the structure of the metabolic cofactor coenzyme

Q10), which has been recently proposed4 as a highly-sensitive fluorimetric redox sensor for

applications ranging from chemical detection to bioimaging. As in the case of PTC, we model

the linker as a one-atom-thick arm made of a semiconductor material, whose length (0.70

nm) is based on that estimated for the real molecule (704 ± 6 pm).4 Unlike for our m-PTC,

however, in order to reproduce the experimental conditions,4 its band gap was engineered

to be much greater than that of the NC material, resulting in the absence of any states in

the gap and of any electronic coupling between NC and acceptor through the linker (Fig. S3

Supporting Information).

Finally, the Q2NS is modelled as a localized acceptor state positioned at the end of the

linker, specifically engineered so that its energetic position (-4.73 eV, with respect to vacuum)

reproduces the experimentally estimated position4 of the lowest unoccupied molecular orbital

(LUMO) of Q2NS, obtained from cyclic voltammetry data (-4.81± 0.09 eV).
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The calculated electron transfer times to such an acceptor from a core-delocalized state in

a nearly spherical, zincblende CdTe NC with R = 1.45 nm, exceed 1 ns (Fig. S4 Supporting

Information) for different positions of the linker on the NC surface and of the acceptor on

the linker end group. In contrast, electron transfer times up to 3 orders of magnitude faster

were recently calculated15 for transitions to molecular acceptors (methylene blue) adsorbed

directly onto the surface of CdSe NCs with radii between 1 and 1.9 nm (similar times were

also observed (i) for transfers to methyl viologen, and anthraquinone and (ii) in CdS and

CdTe NCs15 of similar sizes). Such a large difference is due to the very different degree of

electronic coupling taking place between the core-delocalized state and the acceptor-localized

state in the two configurations. In the case of the CdTe-Q2NS structure, however, transfer

times in the ps range were extracted experimentally from population decay curves, despite

the large distance (and poor coupling) existing between core and acceptor. This efficient

transfer was attributed to a surface-trap-mediated Auger mechanism (Fig. 1c), in which the

enhanced coupling between a surface-trapped electron and an acceptor located close to the

trap could account for the fast transfer time.

Figure 5 shows the transfer times calculated in this scenario for different trap-acceptor

separations. We find orders of magnitude variations in the transfer times, ranging from a few

ps, when trap and acceptor are close, to tens of ns, when they are on opposite sides of the

NC. Unlike in the case of the hole transfer to PTC/PTZ, however, the effect of the dielectric

environment is very weak here (the largest difference we find in the transfer times is less than

a factor of 10 - obtained for the slowest transfers - when varying ǫout from 2.2 to 8.5), as in this

case both initial and final electronic states are either on or outside the surface and therefore

experience the same external environment. Also the qualitative behavior of the transfer times

vs ∆E is different in the two cases (see Fig. S5, Supporting Information): while in the case

of the hole transfer (Fig. 4 and Fig. S2, Supporting Information), the depth of the acceptor

∆Evbm,acc = Eacc − Evbm (see Fig. 1a) had to match the s-p splitting in the conduction

band ∆Esp = Ep − Ecbm (i.e. the energetic separation between s-like CBM and the p-like
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Supporting Information.
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higher states) in order for energy to be conserved in the transition, resulting in a curve with

a very narrow dip, in the case of electron transfer (see Fig. S5, Supporting Information), due

to the denser energy spectrum of the valence band it is much more likely that an excited

hole state will be found whose separation from the VBM, ∆Evbm,hj
= Evbm − Ehj

matches

the energy difference between trap and acceptor ∆Etr,acc (see Fig. 1c), for any value of this

difference, hence the more oscillating character of the curve, that exhibits several minima

corresponding to all possible resonances ∆Evbm,hj
for transitions |vbm〉 → |hj〉 in the VB.

Indeed, the expression for the trapping rate Eq. (1) can be separated into AMT coupling

(numerator) and energy conservation (denominator): the matrix elements relative to AMT

transitions in the two configurations (the numerator of Eq. (1)) can be very similar, for the

case of the closest trap. This can be seen from the fact that the minima of the τAMT vs ∆E

curves are close to 100 fs for both hole and electron transfers (compare any curve in Fig. 4

with the blue curve in Fig. S5, Supporting Information).

These results show that, in the presence of a non-deconfining linker, efficient charge

transfer to the acceptor requires a trap-mediated process. Furthermore, as the transfer time

depends crucially on the distance between trap and acceptor, unlike in the case of hole

transfer to PTC-PTZ, a single linker-acceptor complex would not guarantee fast transfer,

since its distance from the occupied trap would be random (unless the presence of the

anchoring group may somehow activate the traps in its vicinity, ensuring the presence of

a trapped electron in its close proximity). Assuming a uniform distribution of both traps

and linkers on the NC surface, and considering that efficient transfer times of the order of

10 ps or less are achieved for a distance of less than 0.7 nm between anchoring group and

electron trap (see Fig. 5), we estimate that a minimum of 5 acceptors would be needed in

order to ensure a fast electron extraction. This number is compatible with the experimental

estimate4 of an average of 10 quinones required to achieve 98.7% quenching efficiency (i.e.,

efficient electron transfer to the acceptor).

In summary, we presented an atomistic study of photoexcited hole and electron transfer
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from NC cores to molecular acceptors connected to the surface by either charge-delocalizing

or charge-confining linkers. By describing these processes in terms of an Auger-mediated

mechanism, we predicted huge differences in efficiency between transfers involving charge-

delocalizing linkers (which can be as fast as hundreds of femtoseconds, in agreement with

recent observations in CdS-PTC-PTZ conjugates), and those involving charge-confining link-

ers (where the fastest calculated transfer times are in the nanosecond range). In order to

reconcile the latter slow processes with recent observations of a ps-fast electron transfer to

quinone molecules in CdTe-based NCs, following the suggestion of the authors of that work,

we assumed a surface-electron-trap-mediated transfer, recovering short lifetimes, consistent

with experiment. The level of localization of the initial state constitutes the main difference

between (a) hole transfer from core-delocalized states to PTC-PTZ acceptor states, and (b)

electron transfer from surface-localized trap states to quinone acceptor, leading to three main

consequences: (i) Whereas in (a) the dielectric environment of the CQD-acceptor conjugate

(i.e., the solvent in which the nanostructures are dispersed) can be used as a mean by which

the hole transfer time can be further fine tuned within a window of a few orders of magni-

tude, for the same choice of linker-acceptor complex, its effect is much reduced in (b), where

the largest difference in the transfer time we find is less than a factor of 10 (for a dielectric

constant variation from 2.2 to 8.5) - this is due to the fact that in the latter case both initial

and final electronic states are on or outside the surface and therefore experience the same

environment; (ii) the qualitative behavior of the transfer times as a function of the depth

of the acceptor state, ∆E, is different in the two cases due to the different density of (final)

states in conduction and valence band; (iii) as, unlike in (a), in (b) the transfer time depends

crucially on the distance between trap and acceptor, several linker-acceptor complexes are

required to guarantee fast transfer in (b), whereas sub-ps transfer times are achievable in (a)

with a single linker-acceptor.

These results further confirm that (1) AMT can (i) explain charge transfer to molecu-

lar acceptor-linker complexes and (ii) accurately reproduce its observed rates; (2) Auger-
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mediated processes are ubiquitous and extremely efficient in semiconductor NCs, and are

responsible for any fast charge transfer mechanism, whether to surface traps,8,10 to intrinsic

defects, such as impurity states,9 or to molecular acceptors, positioned either directly on the

dot surface15 or, as in the present case, linked to it via a ligand molecule.
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