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Transient Thermography for Flaw Detection in

Friction Stir Welding: A machine learning approach
Mohamed Atwya and George Panoutsos

Abstract—A systematic computational method to simulate and
detect sub-surface flaws, through non-destructive transient ther-
mography, in aluminium sheets and friction stir welded sheets
is proposed. The proposed method relies on feature extraction
methods and a data-driven machine learning modelling structure.
In this work, we propose the use of a multi-layer perceptron
feed-forward neural-network with feature extraction methods
to improve the flaw-probing depth of transient thermography
inspection. Furthermore, for the first time, we propose Thermo-
graphic Signal Linear Modelling (TSLM), a hyper-parameter-
free feature extraction technique for transient thermography.
The new feature extraction and modelling framework was tested
with out-of-sample experimental transient thermography data
and results show effectiveness in sub-surface flaw detection of up
to 2.3 mm deep in aluminium sheets (99.8 % true positive rate,
92.1 % true negative rate) and up to 2.2 mm deep in friction stir
welds (97.2 % true positive rate, 87.8 % true negative rate).

Index Terms—Friction-stir welding, Non-destructive testing,
Infrared thermal imaging, Image processing, Transient thermog-
raphy, Artificial neural-network, Machine learning.

I. INTRODUCTION

A
LUMINIUM alloys have continuously fulfilled the rising

demand for lightweight large-scale structures and have

become widely utilised in several sectors including the avia-

tion, rail, and marine industries [1]. The increasing industrial

utilisation of aluminium (AL) along with the rising demand

for reduced manufacturing costs resulted in a driving force

towards finding a viable, cost-effective AL joining technology

such as friction stir welding.

Friction stir welding (FSW) of AL alloys [2] has a low

incidence of flaws when compared to conventional AL joining

technology [3]. However, operating the FSW process outside

its operating envelope can introduce surface and subsurface

flaws [4]. Therefore, demand has risen for a high-speed

non-destructive testing technique for friction stir (FS) welds

and AL alloys [5]. Non-destructive testing (NDT) techniques

such as eddy current testing [6], ultrasonic testing [5], x-

radiography (ray) [7], and infrared thermography [8], have

been reported for the detection of FS weld voids, wormholes,

root flaws, and lack of penetration.

Eddy current testing methods commonly cannot penetrate

large distances in the material (a maximum of a few millime-

tres) and are suited to micrometre-level superficial flaws [6].

Conventional and phase array ultrasonic testing methods are

limited by the high sensitivity on the coupling (water, gel coat,

etc.) conditions, acoustic attenuation, and the flaw detectability
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limit related with the test wavelength [9]. Additionally, eddy

current and ultrasonic methods often require contact with the

specimen and are limited to small inspection areas.

The x-ray method is suited for the detection of flaws that

cause a significant difference of radiation absorption (e.g.,

millimetre-level internal voids) [9], [10]. Similarly, for infrared

thermography, the smallest detectable flaw for an isotropic

material, should have a diameter of at least 2 times its depth

below the surface, or up to a factor of 10 for anisotropic

materials [11].

Most studies in the field of NDT of FS welds for deeper and

larger flaws have focused on the use of x-ray. For example,

the authors in [7] proposed the use of x-ray with an image

enhancement methodology to qualitatively assess dissimilar

FS welded lap joints of an AL 6061 2.0mm thick sheet and

a zinc-coated steel sheet of 1.0mm thickness. The work in

[12] successfully employ computed tomography (CT) to detect

wormhole flaws amongst other flaws in FS welded lap joints of

AL alloys 6061-T6 and 1050 1.59mm thick sheets. However,

the authors found that due to the limited resolution of the CT

equipment, the CT estimated wormhole flaw cross-sectional

area was approximately three times larger than the results of a

destructive test (10.9255mm2 compared to 3.4345mm2) [12].

The application of infrared thermography non-destructive

testing (TNDT) to FS weld flaw detection is limited to [8],

where the authors used lock-in thermography and adaptive

single plateau based histogram equalisation to detect a sub-

surface wormhole flaw (actual size 60.0 by 0.55mm and

estimated depth 2.79mm) in a FS welded butt joint of an

AL 6061 3.0mm thick sheet. The literature on the application

of NDT indicates that detecting FS welding subsurface flaws

at high-speeds and in an automated framework is still an

ongoing research topic. The following Section II will discuss

FSW-relevant applications and limitations of thermography in

NDT and lead onto the proposed methodology. This work

aims to improve the signal-to-noise-ratio (SNR) and flaw

probing depth of TNDT for flaw detection and localisation

in FS welds using a systematic semi-automated computational

methodology. The contributions of this paper are as follows:

• A hyper-parameter-free feature extraction technique,

Thermographic Signal Linear Modelling (TSLM), to im-

prove the SNR and flaw probe depth of transient ther-

mography data (Section III-A3).

• A semi-automated transient thermography flaw detec-

tion framework involving neural-network (NN) machine

learning along with existing feature extraction techniques

and TSLM, to improve the SNR and flaw probe depth in

AL sheets and FS welds (Section III).
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• A quantitative comparison of three widely used state-of-

the-art thermography feature extraction methods for flaw

detection in FS welds, thus offering a rigorous under-

standing of the effectiveness of the proposed method and

a guide for future developments (Section IV-C).

The remainder of the paper is organized as follows. The

Methodology section provides the flaw detection approach

including data pre-processing, feature extraction, data prepa-

ration, and NN-based data-driven modelling. Subsequently, in

the Experimental Results and Discussion section, the method-

ology is experimentally validated and discussed using AL FS

weld and AL sheet specimens with artificial flaws. The paper

is concluded in the last Section.

II. THERMOGRAPHY NON-DESTRUCTIVE TESTING

The theoretical principle of TNDT is based on the fact that

the structure being inspected and its flaws will have different

thermal behaviours (diffusivity and effusivity) [13]. Thermal

diffusivity is a measure of the thermal energy diffusion rate

through a material (i.e. ratio of the thermal conductivity to the

volumetric heat capacity). Thermal effusivity (thermal inertia)

is the square root of the product of the thermal conductivity

and the volumetric heat capacity. The thermal inertia governs

how much a structure’s temperature changes as a result of a

thermal energy input.

When a structure has voids, its thermal conductivity and

density decrease and its thermal diffusivity changes. The

change in thermal diffusivity results in observable changes of

surface temperatures in the vicinity of the flaws [11]. Similarly,

if a subsurface flaw in a structure has a different temperature

than its surroundings, the observed surface temperatures will

be affected as a result of thermal inertia.

If an in-homogeneous structure is subjected to heating en-

ergy, thermal diffusion in the structure can propagate faster in

the region of larger voids, since heat must only diffuse through

a thinner layer of material [11]. Therefore, the observable

top surface temperatures at voids are increased relative to the

neighboring flaw-free areas of the surface. This temperature

difference (thermal contrast) evolves as a function of time and

can be captured by an infrared (IR) camera.

TNDT methods can be classified into passive and active

thermography. In active infrared thermography, the acquisition

is carried out during the application of an external excitation

(energy) supply which produces a controlled change in the

specimen’s surface temperature. The most common excitation

source is the use of optical techniques [11], [14]. Optical

stimulation generates heat, which propagates as thermal waves

to the surface and through the material of the specimen.

When the thermal waves reach a flaw, their propagation rate

is altered, resulting in a thermal contrast on the surface

immediately above the flaw [15].

Optical-based active infrared thermography can be classified

into pulsed, transient, and lock-in categories based on the

optical excitation source and its controller. Optical excitation

is applied via flash lamps for pulse heating and halogen lamps

for transient and lock-in heating. Typically, experimental set-

ups for transient heating use one to four halogen lamps with

the total exaction energy ranging between 1000 and 4000W
[14].

Raw thermograms from TNDT are rarely suitable for quan-

titative analysis due to a weak contrast in the thermal signals

[16]. However, feature extraction techniques can be applied

to thermography data to improve the SNR, making flaw

detection possible [17]. For example, Almond et al., applied

transient thermography to 6mm thick AL sheets with flat

bottom holes (FBHs) of different depth. The authors provided

an analytic study of the transient heating process, revealing

that the transient excitation technique is unsuitable for testing

materials with high thermal conductivity such as AL due

to the flaws having low thermal contrast in the IR images

[18]. However, through the application of thermography non

destructive evaluation (TNDE) methods and machine learning,

TNDT is proven to be a reliable evaluation technique for large-

scale high-speed flaw detection in other applications [19].

In [20], transient thermography raw data was used as the

input to train a multi-layer NN, which was then capable of

detecting 0.25 and 0.5mm deep FBHs in a 1.0mm thick

AL sheet. Albendea et al., used pulsed thermography on gas

tungsten arc welds of 1.0mm thick stainless steel sheets con-

taining flaws such as lack of penetration and perforation [21].

The authors tested feature extraction techniques including,

skewness, kurtosis, principal component thermography (PCT),

and pulsed phase thermography. It was found that there is no

universal method to detect all the flaw types.

The study in [22] employed an autoencoder algorithm with

inductive thermography data to improve the detectability of

rear surface cracks on steel sheets. Jang et al., use data from vi-

sion and laser IR thermography along with deep convolutional

neural networks (CNN) to improve concrete crack detectability

[23]. In [24], the authors use principal component analysis

(PCA) along with Faster-Region CNN to improve the crack

detection rate in stainless steel and steel specimens from eddy

current pulsed thermography data.

TNDT is an attractive technique for being a non-contact,

rapid, wide-area inspection method [25]. However, the appli-

cation of TNDT to metals is often limited by low SNR and

low subsurface flaw probe depth. Accordingly, the following

section will introduce our proposed methodology towards

improving the SNR and flaw probing depth of TNDT for AL

sheets and FS welded AL.

III. METHODOLOGY

In this work we propose the use of a multi-layer percep-

trons (MLP) feed-forward NN with feature extraction methods

to improve the SNR and flaw probing depth of transient

thermography inspection for AL sheets and FS welds. We

propose TSLM, as a hyper-parameter-free feature extraction

technique for transient thermography data. A flowchart of the

proposed framework is presented in Fig. 1, and includes data

pre-processing, feature extraction, data preparation, and data

modelling steps.

The pre-processing steps include converting the raw RGB

images into 64 bit grayscale images, cropping the region of

interest (ROI), and applying a noise filter. As this work aims
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to estimate flaw characteristics (detection and localisation)

as opposed to quantitative measures, we have chosen to use

raw RGB data rather than temperature values as encouraged

in [14]. Note that it is estimated that flaw detection and

localisation is sufficient in 80% of inspection situations [14].

In most applications, raw IR images contain information

about the targeted object, but also about its background. The

region of the image with the target object is referred to as the

ROI. The ROI needs to be identified in the image to determine

its grayscale readings and carry out further processing steps.

Moreover, it is necessary to remove the image background as

the use of spatial mathematical operations in the following

processing steps may result in the degradation of useful

ROI readings. For example, in the following Gaussian image

filtering step, the ROI grayscale readings would be averaged

with the adjacent background readings, resulting in erroneous

data. Therefore, the ROI was manually cropped from the

recorded grayscale images (Fig. 2a and 2c). Note that cropping

the ROI is the only manual step in the proposed framework.

The noise filter was either subtraction or Gaussian filtering,

depending on the feature extraction method. The subtraction

filter was applied via subtracting the image sequence from the

30th frame of the excitation period (i.e. the frame at 1 s of

the excitation period). For Gaussian filters, in general, a larger

kernel standard deviation (with the corresponding appropriate

kernel size) will have the effect of increasing the smoothness

of the images (dilation) and increasing the contrast between

flaw and flaw-free pixels. Accordingly, a 13 by 13 kernel,

with a standard deviation of 3.0 was empirically chosen for

both specimens. We chose to apply the same filter parameters

to both specimens, for consistency and for allowing a fair

comparison between the flaw detection performance of the

feature extraction methods on the two different specimens.

Note that increasing the image smoothness (i.e. filter standard

deviation term) also results in flaws appearing larger than

their true size (i.e. dilation). Therefore, the kernel standard

deviation must not be too large relative to the flaw sizes in a

given investigation. Note that we will refer to the sequence of

Gaussian filtered images as G(j, i, t), where G is the image

at time t and j and i are the column and row numbers,

respectively. The partial derivative of the Gaussian filtered data

with respect to time (slope) will be referred to by ∂G
∂t

(j, i, t).
The pre-processed three-dimensional data was then con-

verted into a two dimensional N by P matrix; Gaussian

filtered data (AG) and subtraction filtered data (As). Where

the rows (N ) are the number of pixels in the IR image and

contains the spatial variations. The columns (P ) contain the

temporal variations and are the number of IR images recorded.

A. Feature Extraction

TNDE methods such as feature extraction are necessary to

improve the flaw detection and characterisation performance

and to automate the inspection process of active thermogra-

phy experiments [17]. Some of the commonly used feature

extraction techniques used in TNDE are statistical moments,

PCT, pulsed-phase thermography, and thermographic signal

reconstruction (TSR). In this work, statistical moments and

Data Modelling

Data Pre­processing

Model Training &
Validation

Training/Validation
Data Set

Raw Data 

Feature Extraction

Data Preparation

Test Data Set

Image Conversion 
RGB to Grayscale

Region of  
Interest Crop Noise Filters

Statistical Moments  Principal Component
Thermography 

Thermographic Signal
Linear Modelling 

Data Labelling  Data Transformation  Data Sampling &
Splitting 

Model Testing

Model Weights  
& Biases

Model Performance  
Index 

Fig. 1. Flowchart of the proposed flaw detection methodology.

PCT are used (Sections III-A1 and III-A2). Furthermore, we

propose TSLM (Section III-A3).

1) Statistical Moments: The standardised statistical mo-

ments, skewness and kurtosis, have been utilised in TNDE

literature to provide higher signal contrast levels relative to

raw data [16], [26]. The skewness and kurtosis techniques can

be seen as a process of compressing the pre-processed data to

two diagrams, the skewgram (Fig. 8c) and the kurtogram (Fig.

8d). The skewgram and kurtogram were computed from the

subtraction filtered data (As) as in [17], and were then scaled

to the range [0, 255].
2) Principal Component Thermography: PCT is the appli-

cation of the PCA technique in TNDE. PCT aims to firstly,

reduce the number of variables in a data-set, while preserving

the most amount of information possible, and, secondly, to

highlight the similarities/dissimilarities in the data [17]. We

implemented PCT on the the Gaussian filtered data (AG) as

in [27]. The matrix AG was normalised by subtracting the

mean image (i.e. the averaged row) from each row to give

matrix ÂG. Following the normalisation, the matrix ÂG was

decomposed to yield the eigenvalues and eigenvectors. The set

of orthogonal empirical functions (EOF) basis for the range

space of ÂG was computed. The PCT images were produced

by reforming each EOF into respective matrices. The PCT

images were then scaled to the range [0, 255].
Each EOF accounts for a percentage (ρ2C) of the total

variability in the data. The first EOF accounts for the majority

of the variability in the data and the following EOFs represent

less variability in descending order. However, note that ρ2C
does not directly reflect on the contrast between flaw and

flaw-free pixels, as can be seen in Fig. 10a. The number

of EOF basis to use is a hyper-parameter and is application
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dependent. For example, in the context of pulsed TNDE, the

first two EOF basis typically provide an adequate description

of the relevant spatial variations [27], [28]. However, from

the transient TNDE experiments performed in this study, it

was empirically found that the first four EOFs and their

corresponding PCT images (PCT1−4) provide an adequate

description of the relevant spatial and temporal variations (Fig.

8e to 8h).

3) Thermographic Signal Linear Modelling: This work

proposes TSLM, a hyper-parameter-free TNDE data reduction

processing technique, for transient thermography. TSLM aims

to capture the effects of thermal diffusivity and effusivity on

the surface temperatures (grayscale values) in the vicinity of

the flaws in a structure. TSLM compresses the information

from a transient thermography image sequence to four images

while preserving both spatial and temporal information. TSLM

is based on the same concept used in TSR, a processing

technique designed for pulse thermography, primarily used in

data reduction and noise filtering.

As detailed in Section II, when a non-homogeneous struc-

ture is subjected to heating energy, thermal diffusion in the

structure can propagate faster in the region of larger voids,

since heat must only diffuse through a thinner layer of ma-

terial. Consequently, the observable top surface temperatures

at voids will have a larger magnitude and a larger rate of

change [11], [29]. Therefore, it is hypothesised that linear in

the parameter (LIP) univariate polynomial modelling of exper-

imental thermograms (G(j, i, t)) and their temporal-derivatives

(∂G
∂t

(j, i, t)) are sufficient to capture the differences between

flaw and flaw-free areas on a surface. The proposed TSLM

technique consists of the two following independent modelling

procedures:

• Modelling, for each pixel (j, i), the Gaussian filtered

grayscale value as a function of time, G(j, i, t), by a LIP

univariate polynomial function (Eq. 1).

• Modelling, for each pixel (j, i), the slope of the Gaussian

filtered grayscale values as a function of time, ∂G
∂t

(j, i, t),
by a LIP univariate polynomial function (Eq. 2).

G(j, i, t) ≈ a0(j, i) + a1(j, i)t, (1)

where a0(j, i) and a1(j, i) are the polynomial coefficients that

approximate the value of G(j, i, t) at pixel (j, i) and time t.

∂G

∂t
(j, i, t) ≈ b0(j, i) + b1(j, i)t, (2)

where b0(j, i) and b1(j, i) are the polynomial coefficients that

approximate the value of ∂G
∂t

(j, i, t) at pixel (j, i) and time t.

The modelling in Eq. 1 is used to replace the three-

dimensional Gaussian filtered grayscale data (G(j, i, t)) by

two images formed by the polynomial coefficients: a0(j, i)
and a1(j, i) (Fig. 8i and 8j). Similarly, the modelling in Eq. 2

replaces the full sequence of grayscale values’ slope images

(∂G
∂t

(j, i, t)) by two images of the polynomial coefficients:

b0(j, i) and b1(j, i) (Fig. 8k and 8l).

The iterative re-weighted least squares (IRLS) algorithm is

used to set the weights and biases (a1, b1, a0, and b0). The

IRLS algorithm stopping criteria are the precision’s of the

(a) (b)

(c)

(d)

Fig. 2. Data points from the experiments considered in the modelling, where
the orange and blue colours correspond to flaw-free and flaw data points,
respectively; (a) AL sheet data points, (b) AL sheet Training/validation data
set, (c) FS weld data points, and (d) FS weld Training/validation data set.

objective function and weights at the solution, which were

set to 10−3. TSLM images are then produced by reforming

the weights and biases (a1, b1, a0, and b0) into respective

matrices TSLMa1, TSLMb1, TSLMa0, and TSLMb0. Finally,

the four TSLM images are scaled to the range [0, 255] (Fig.

8i-8l). Section IV-B provides a case study demonstrating the

application of TSLM.

B. Data Preparation

The feature extraction methods produce ten features. Fol-

lowing the feature extraction step, the data preparation process

aims to make the features date-set representative for supervised

data-driven modelling. The data preparation process includes

data labelling, transformation, sampling, and splitting.

The location and size of the flaws were used to classify

and label the data. However, flaws appear blurry and therefore

larger than their true size in TNDT images [30]. Therefore,

the flaw sizes were increased by 20.0% during the labelling

process. The 20.0% increase was chosen empirically. Fig. 2a

and 2c shows the flaws after increasing their diameter by

20.0%.

Data transformation was used to reduce the Euclidean

distances between features so that all the features contribute

proportionally in training the model. The input data features

(column-wise) were transformed independently such that each

feature had a zero mean and unit standard deviation (z-score

standardisation).

The data in this study has an imbalanced class distribution

as the majority of the specimens’ surface area are flaw-free

(95.0% AL sheet and 88.9% FS weld). Therefore, only a

selected number of flaw-free pixels were considered, such that

both classes approximately have the same size (as shown in

Fig. 2a and 2c). The sampled data class distribution is:

1) AL sheet: 57747 pixels, 49.0% flaw, and 51.0% flaw-

free.
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2) FS weld: 6243 pixels, 50.0% flaw, and 50.0% flaw-free.

The flaw-free locations for the AL sheet were chosen to

be equally distributed across the specimen, as the specimen’s

entire surface area approximately received equal excitation

energy. The flaw-free locations for the FS weld were chosen

to be adjacent to the flaw locations so that they are on the

ROI (the weld) and not on the AL sheet which has different

thermal properties. Furthermore, the flaw-free locations on the

FS weld were chosen to be close to the flaw locations to ensure

both received approximately equal excitation energy. Fig. 2a

and 2c demonstrate the pixels used from the two specimens.

Before training a data-driven model, it is necessary to

arrange a method to test its performance. To quantitatively

analyse how well the model predicts the presence of flaws in

both specimens, the data was split, and a portion of it was

reserved for testing after the models have been trained. The

reserved portion of the data will be referred to as the out-of-

sample data (OOS). Before splitting the data, the input and

target data row order (i.e. spatial-wise) for each specimen was

randomised. It was chosen to split the data in half such that as

much data as possible is used to train the model and equally

as much data is used to test the model and be confident with

its predictions:

1) AL sheet: 28873 pixels in-sample and 28874 pixels OOS.

2) FS weld: 3121 pixels in-sample and 3122 pixels OOS.

The OOS data was reserved and only used to test the models

after they were developed. The resulting in-sample data set

from two of the experiments are shown in Fig. 2b and 2d.

C. Data-driven Modelling

In this Section we propose using the extracted features

as the inputs of a data-driven model in order to improve

the predictions of a pixel’s class. As labelled training data

is available and there is a relationship between the input

(extracted features) and target values (flaw/flaw-free class),

supervised data-driven learning methods were used.

The classification problem is a Bernoulli distributed problem

with a nominal dichotomous target [0, 1], where 0 indicates

flaw-free and 1 indicates a flaw. The problem also presents

a non-linear input/target data relationship. Accordingly, it is

necessary to use a universal approximator that is flexible

enough to accommodate the non-linear characteristics in the

data, and that mathematically yields an output in the range

[0, 1]. Therefore, a non-linear in the parameter MLP model

with a non-linear input/output relation is utilised.

1) Multi-layer Network Model: MLPs are universal ap-

proximator models, and accordingly, a two-layer feed-forward

MLP with enough hidden units can model any continuous

function on a finite interval, given there is enough data to es-

timate the network weights (Stone-Weierstrass theorem) [31].

The MLP models developed in this study (a model for each

specimen) are feed-forward NNs. Each network constitutes of

ten input neurons (d = 10), one hidden layer with a non-

linear activation function (Eq. 3), and an output layer with one

neuron and a logistic activation function (Eq. 4 and 5). The

hidden layer was chosen to have 10 hidden units (m = 10)

for both models. The choice to use 10 hidden units was to

ensure that both models have an overly flexible structure to

capture all the data non-linearities (i.e. over-fit the data) and

then regularisation was used for complexity control (i.e. weight

optimisation) (Section III-C2). The following subsections will

discuss how the optimal MLP model weights were found and

validated.

a
(1)
j = tanh

(

d
∑

i=1

(

xiw
(1)
ji + b

(1)
j

)

)

: j = 1, . . . ,m, (3)

where a
(1)
j is the output at the hidden unit j, xi are the inputs,

w
(1)
ji are the weights of the first hidden-layer, and b

(1)
j are the

biases of the first hidden-layer.

a(2) = b(2) +

m
∑

j=1

a
(1)
j w

(2)
j , (4)

where a(2), w
(2)
j , and b(2) are the output layer activation value,

weights, and bias of the second hidden-layer, respectively.

y =
1

1 + exp
(

−a(2)
) , (5)

where y is the model output.

2) Weight Optimisation and Complexity Control: The

weights of each MLP model were initialised randomly. To

find the optimal weights, a cross-entropy cost (CC) function,

Jemp, was chosen as the performance index (PI) (Eq. 6). The

PI (Jemp) was chosen as it is less sensitive to data outliers and

is also suitable for Bernoulli distributed classification problems

[32]. The MLP model structure was chosen to have high

complexity (over-fitting), and thus would fit the in-sample

data well, but be erratic between the in-sample data points.

Therefore, large weights in the model must be penalised to

eliminate the over-fitting and find the optimal model weights.

L2 regularisation was employed to penalise the large weights.

An additional regularisation cost (Eq. 7) was added to the CC

function, as shown in Eq. 8.

Jemp = −
i=n
∑

i=1

(

zi ln(yi) + (1− zi) ln(1− yi)
)

, (6)

where n is the number of data points and yi and zi are the

prediction and target for the ith input vector.

Jreg =
1

2 ¯
wT

¯
w, (7)

where
¯
w is a vector of the model weights.

Jtot = Jemp + ρJreg : ρ ≥ 0, (8)

where ρ is the regularisation parameter, and Jemp, Jreg ,

and Jtot are the empirical, regularisation, and total costs,

respectively.

As the regularisation parameter, ρ, is multiplied with the

square of the weight vector, a large ρ increases smoothness

while a small ρ increases flexibility. This procedure is known

as L2 regularisation. Since ρ is a scalar, it is feasible to perform



6

Fig. 3. The data acquisition experimental setup used to perform transient
thermography (showing the FS weld specimen).

TABLE I
AL SHEET ARTIFICIAL FLAWS’ SIZE AND DEPTH.

Flaw Number A1,A2,A3 B1,B2,B3 C1,C2,C3

Diameter (mm) 15.0 15.0 15.0

Depth (mm) 0.2, 0.5, 0.8 1.1, 1.4, 1.7 1.9, 2.1, 2.3

a one-dimensional search across a vector of different ρ values

and assess the PI on new data for each optimised weights set.

The model with the best-estimated PI was then chosen. Section

III-C3 will discuss how the new data was obtained.

Since ρ can have any positive value, a vector of 10 logarith-

mically spaced values between 10−2 and 102 was tested for

each specimen to narrow down the search. For the AL sheet

the smallest PI = 169.954 was achieved at ρ = 0.077, and

for the FS weld, the smallest PI = 616.430 was achieved at

ρ = 0.215. Accordingly, a finer search across a ρ vector of

20 logarithmically spaced points between 10−2 and 100 was

tested for both specimens. Finally, the best ρ = 0.070 with a

PI = 1375.799 and ρ = 0.113 with a PI = 604.578 were used

to retrain the AL sheet and FS weld models, respectively.

The scaled conjugate gradient (SCG) back-propagation

method was used to minimise the cost function (Eq. 8) and find

the optimal weights. The SCG algorithm was chosen as it does

not contain any user-dependent parameters that are critical to

the algorithm’s success and it also uses a step size scaling

mechanism to avoid time-consuming line search per learning

iteration. The SCG optimisation algorithm has two stopping

criteria: the precision of the objective function and the weights

at the solution. The two stopping criteria were set to 10−3.

The algorithm was allowed a sufficient number of iterations

to find the solution. However, the cost function is non-linear

and multi-modal, and thus the MLP’s initial random weights

determine the SCG solution. Therefore, the SCG solution is a

local minimum, and the algorithm does not guarantee to find

the global minimum. Thus, repeated k-fold cross-validation

(CV) was used to improve the chances of locating the global

minimum (Section III-C3).

3) Model Validation: The input data (features) presents an

11-D space with 10-D hyper-planes. Thus, the classification

problem is high-dimensional, and the available data is sparse,

Function GeneratorAcquisition and analysis system

Power Amplifier

Excitation Source

Excitation Trigger

Fig. 4. The excitation source control system used to perform the transient
thermography experiments including: halogen lamps, power amplifier, excita-
tion trigger board, function generator, and a data acquisition system.

TABLE II
FS WELD ARTIFICIAL FLAWS’ SIZE AND DEPTH.

Flaw Number P1 Q1 R1 S1 T1 U1

Diameter (mm) 5.0 5.0 5.0 5.8 5.8 5.8

Depth (mm) 0.3 2.2 1.2 0.3 2.2 1.2

particularly in the FS weld specimen which has a smaller

sample size. However, a reliable data model must be developed

and validated with strong empirical dependence, which is

difficult under the conditions of sparse data and a small sample

size [33]. Therefore, k-fold CV and data stratification were

employed to make the best use of the sparse sample data

available and to address the local-minima problem. As the

sample data is sparse, k = 10 was chosen to reduce the bias

in the PI estimate.

A stratification technique (MATLAB’s cvpartition

function) was utilised to ensure that the subsets roughly have

equal statistical size even though they are chosen randomly.

Finally, repeated 10-fold CV was employed, where for every

set of ρ value and initial weights, the 10-fold CV procedure is

iterated ten times using re-divided and stratified subsets. This

extra measure eliminates the potential of misleading results

due to subsets dominated by bias and outliers.

4) Model Testing: After the model has been trained and

validated, the reserved OOS data was used to test the models’

performances. During the testing phase, the OOS data targets

(data labels) were hidden from the models and the models were

tested using the OOS input data, as if the data was acquired

from an untested specimen. The OOS data labels were then

used at the end of the process to assess the performance of

the models prediction (Section IV-D).

IV. EXPERIMENTAL RESULTS AND DISCUSSION

A. Experimental Setup and Procedure

The thermography experimental setup is show in Fig. 3 and

4. Two specimens were tested in this work; an AL sheet (series

1000, 265.0 by 205.0 by 2.5mm) and a FS welded AL sheet

with a 12.0mm wide FS weld zone (series 6000, 490.0 by

396.0 by 6.0mm). The AL sheet specimen was used as a
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benchmark to develop and calibrate the experimental setup

and procedure.

Artificial void flaws (FBHs) with varying diameters and

depths were machined on the specimens with the dimensions

provided in Tables I and II. The FBHs diameter for the AL

sheet was chosen to be 15.0mm as in [34] where the authors

similarly used 15.0mm FBHs on an AL sheet for calibration

purposes. The FBHs depth extremes on the AL sheet were

chosen to be at 8.0% and 92.0% of the specimens thickness,

similar to the 10.0% and 90.0% used in the FBH standard

specimen designed by the Infrared research committee of the

Japanese Society for Nondestructive Inspection (JSNDI) [35].

FSW flaw geometries and dimensions depend on the tool

size, material to be welded, thickness of material, welding

parameters such as traverse speed, as well as the FS welding

technology used (single side, double side, floating tooling

etc.). However, rather than to characterise the effectiveness

of the NDT method, the scope of this work is to develop

a computational framework that utilises the NDT method’s

data within a machine learning framework to enhance flaw

detection. As such, we use representative FSW flaw sizes,

without the intention of being exhaustive or as close to reality

as possible (this would not be possible without utilising actual

FSW flaws, mainly due to their irregular shapes [8], [36]).

Note that a 0.6mm thick layer was machined off the FS

weld surface before machining the FBHs, to level out the

weld’s uneven surface. The machining (leveling and FBHs)

was performed on the side opposite the welding tool side and

the weld inspection was performed from the welding tool side.

The success of TNDE techniques mainly depends on the

quality of the raw IR images [37]. For accurate thermographic

measurements (i.e. higher SNR), it is preferable to work with

surfaces that have high-emissivity (0 ≤ ε ≤ 1). It is possible

to increase the surface emissivity and improve the emissivity

uniformity across the surface of metals via the deposition of

thin films of paint [38]. Therefore, the sound side (welding

tool side in the FS weld) of the two specimens were painted

using RS matt black spray paint which has an emissivity of

approximately 0.92 [39]. Additionally, a black backdrop was

placed behind the specimen to prevent reflections from the

background interfering with the IR camera measurements (Fig.

3).

A microbolometer thermal camera (FLIR Zenmuse XT

Uncooled) was used to capture RGB image (720 by 480 pixels

in JPEG format) sequences at 30 frames per second (FPS).

The camera was set to record in following settings: NTSC

video format, High Gain Mode, linear scene, rainbow palette,

and Manual Flat Field Correction (FFC) calibration. The FFC

calibration was set to manual and triggered once before each

recording, to prevent mid-recording re-calibration.

Two halogen lamps with a total of 1600.0W were used

to perform transient infrared thermography experiments in the

reflection mode. The lamps were mounted at 45.0 ° towards

the specimen such that the incidence angle of the thermal

waves was about 45.0 °. The chosen lamp orientation aids in

producing a uniform excitation source such that the specimen

receives equal excitation energy across its surface. The lamps

were driven by a power amplifier, a function generator, and a

Fig. 5. The locations of the eight points considered in the TSLM case study
on the AL sheet specimen, where points 1 to 4 correspond to flaw B2 and
points 5 to 8 correspond to flaw-free areas.

programmable excitation trigger (Fig. 4). The excitation trigger

acts as a switch between the function generator and the power

amplifier and allows switching on the excitation source for a

pre-defined duration. The distance between the camera and the

specimens was approximately 50.0 cm. The distance between

the lamps and the specimens was approximately 30.0 cm and

25.0 cm for the AL sheet and FS weld, respectively. The

distance between the lamps and the FS weld specimen was

chosen to be smaller due to the specimen’s larger thickness.

The halogen lamps were powered on for approximately

3.0 s to heat the specimen and then powered off (step heating

stimulation). The specimen was recorded during the 3.0 s
excitation period via the IR camera. The specimen was also

recorded for 10.0 s before (ambient period) and 10.0 s after

(cooling-down period) the excitation period, approximately

producing 23.0 s long image recordings. As the excitation

and cooling-down periods contain similar information [17],

the methodology described in Section III is applied to the

3.0 s excitation period and the cooling-down and ambient

periods are omitted.The room temperature before switching

on the lamps was 22.0 °C for each experiment (rounded to

two significant figures).

Three experiments per specimen were performed. The frame

sizes (column by row) of the Al sheet specimen after cropping

the ROI in the pre-processing step are 412 by 457, 414 by

452, and 414 by 452. The cropped frame sizes of the FS

weld specimen are 332 by 39, 334 by 34, and 339 by 32.

The size variations are a result of variations in the clarity

of the specimen edges in the IR images and the manual

cropping process. The two following sections will present and

discuss the feature extraction results followed by the data-

driven modelling results.

B. TSLM Case Study Results

To demonstrate how TSLM works, we utilise a case study

involving eight pixels obtained from a 94 images long record-

ing of the AL sheet specimen. Points one to four correspond



8

to pixels at different locations within flaw B2, and points

four to eight corresponds to flaw-free areas surrounding flaw

B2 (Fig. 5). The temporal evolution of the grayscale values

(G(j, i, t)) and the grayscale values rate of change (∂G
∂t

(j, i, t))
of the eight pixels are shown in Fig. 6a and 7a, respectively.

The two figures qualitatively demonstrate that the flaw and

flaw-free pixels have different grayscale values and grayscale

value slopes (Fig. 6a and 7a). Furthermore, the grayscale

value temporal evolution shows that all the points initially

experienced an increase in the grayscale value followed by

a decrease in the value (Fig. 6a).

The results of applying the proposed TSLM algorithm on

the case study points are shown in Fig. 6b and 7b. Fig. 6b

shows the model estimated grayscale value as a function of

time for each of the eight points. Fig. 7b shows the model

estimated slope of the grayscale value as a function of time.

Note that Fig. 6b and 7b are only to aid with visualisation (i.e.

the weights and biases are the results that get passed forward

to the NN-based modelling step).

1) Discussion: The TSLM results demonstrate that TSLM

successfully captures the difference in grayscale values,

grayscale value slopes, and rate of change of the grayscale

value slopes between flaw and flaw-free signals (Fig. 6 and

7). Note that the grayscale value, grayscale value slope, and

rate of change of the grayscale value slope correlate with

the temperature, temperature slope, and rate of change of

temperature slope, respectively.

From Fig. 6b, the eight points have a negative gradient

characterised by a dominant decrease in the grayscale values

during the excitation period. The TSLM model approximated

grayscale values of the flaw-free points (four to eight) have

larger negative gradients (a1) and biases (a0) which is at-

tributed to the grayscale values and grayscale value slopes,

respectively. However, the TSLM model approximations of

the grayscale value slope for the flaw-free points have smaller

negative gradients (b1) and biases (b0) which is attributed to

the grayscale value slopes and rate of change of the grayscale

value slopes, respectively (Fig. 7b).

C. Feature Extraction Results

The raw and feature extracted IR images from two of the

experiments can be seen in Fig. 8 and 9, for the AL sheet and

FS weld, respectively. The images in Fig. 8 and 9 have been

produced using MATLAB’s jet colour-map. Note that Fig.

8a, 8b, 9a, and 9b are only shown for a visual comparison and

are not passed forward to the NN-based modelling step. The

four images have the highest average contrast (SNR) between

flaw and flaw-free areas (Fig. 8a, 8b, 9a, and 9b).

The SNR metric is used to quantitatively assess the de-

tectability of flaws in the raw data and the extracted features

[40]. The SNR metric for a flaw is calculated as shown in

Eq. 9. The flaw-free area is selected independently for each

flaw and is located close to the flaw in question; ensuring

that both areas have received approximately equal excitation

energy, which minimises non-uniform heating induced errors

in the SNR calculation [17]. For the AL sheet, the average of

the four closest flaw-free areas to each flaw was used (Fig.

(a)

(b)

Fig. 6. TSLM case study results on the grayscale temporal evolution: (a)
experimental grayscale temporal evolution of the eight points considered and
(b) TSLM polynomial fit of the grayscale temporal evolution values.

(a)

(b)

Fig. 7. TSLM case study results on the grayscale temporal slope: (a)
experimental grayscale temporal slope of the eight points considered and (b)
TSLM polynomial fit of the grayscale temporal slope values. Note, for the
purpose of visual clarity, the results shown in the plot (a) have been filtered
by a moving average filter (sliding window of length 6).

2a). For the FS weld, the average of the two closest flaw-free

areas to each flaw was used (Fig. 2c). The SNR values were

computed for each data set of the six experiments. The SNR

values of each specimen were averaged and are shown in Fig.

10. The figures use a colour scale in which green indicates a

good SNR and red is a zero/negative SNR indicating the flaw

was undetected.

SNR = 20 log10

(

|Flawµ −Refµ|

Refσ

)

, (9)

where Flawµ is the mean of the flaw area, Refµ is the mean

of the flaw-free (reference) area, and Refσ is the standard

deviation of the flaw-free area.
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(a) (b) (c) (d) (e) (f)

(g) (h) (i) (j) (k) (l)

Fig. 8. Feature extraction result images from one of the AL sheet specimen experiments, where the plain circles represent the flaw locations and the circles
with horizontal strokes to the left represent flaw-free locations (Flaws A1 to A3 are in the first row, B1 to B3 are in the second row, and C1 to C3 are in
the third row from left to right); (a) raw image, (b) subtraction filtered image, (c) skewness (m3), (d) kurtosis (m4), (e-h) PCT (PCT1, PCT2, PCT3, and
PCT4), (i-l) TSLM (TSLMa0, TSLMa1, TSLMb0, and TSLMb1).

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

Fig. 9. Feature extraction result images from one of the FS weld specimen experiments, where the plain circles represent the flaw locations and the circles
with horizontal strokes to the left represent flaw-free locations (the order of the flaws is P1 to U1 from left to right). Note that the tilt in the images is due to
camera being misaligned with the FS weld; (a) raw image, (b) subtraction filtered image, (c) skewness (m3), (d) kurtosis (m4), (e-h) PCT (PCT1, PCT2,
PCT3, and PCT4), (i-l) TSLM (TSLMa0, TSLMa1, TSLMb0, and TSLMb1).

1) Discussion:

a) Aluminium Sheet: The first three columns of Fig. 10a

demonstrate that the raw and filtered images have low SNR

values, and most of the flaws would be undetected using this

information. Flaws A1, A2, and A3 are the shallowest and

in general, can be detected with a high SNR after applying

the Gaussian or subtraction filter. Furthermore, the skewness

(m3) and kurtosis (m4) feature extraction methods on average

improve the SNR of the shallow flaws. However, deeper flaws

such as B1, B2 and B3 become more difficult to detect reliably

using the filtered data. The kurtosis (m4), PCT and TSLM

techniques are successful in detecting these deeper flaws, as

well as the shallow flaws (A1-3 and B1-3).

Regarding flaws C1-3, their positive SNRs in Fig. 10a are

almost certainly a result of the the non-uniform heating and

are likely to be invalid. The poor capability of detecting the

deepest flaws (C1-3), is hypothesised to be mainly due to the

limited excitation energy (1600.0W) provided by the exper-

imental setup; where the detection of deeper flaws typically

requires a larger excitation energy [17], [41].

The PCT and TSLM were both applied to the Gaussian

filtered data (AG). On average, the PCT technique produced

a higher mean SNR of 5.9 (PCT4) in comparison to 3.2
produced by TSLM. However, TSLM has the advantage of

being hyper-parameter-free in comparison to the application-

dependent hyper-parameter (number of EOF basis to use)

found in PCT (Section III-A2).

The skewness (m3) and kurtosis (m4) techniques were both

applied to the subtraction filtered data (As). On average,

the kurtosis technique produced a higher mean SNR of 5.6
in comparison to 4.0 produced by the skewness technique.

Skewness is a measure of the asymmetry of the probability

distribution of a real-valued random variable. The kurtosis

parameter reflects the degree to which a distribution is peaked

(i.e. the distribution’s height relative to the standard deviations)

[42]. Therefore, the SNR results imply that the grayscale value

distributions of flaw and flaw areas vary more by peakedness

than symmetry.
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(a) (b)

Fig. 10. Averaged SNR values of the feature extraction methods from three experiments per specimen, where Raw is the raw image, Gauss is Gaussian
filtered image, Subtract is the subtraction filtered image, m3 is the skewness image, m4 is the kurtosis image, PCT1, PCT2, PCT3, and PCT4 are the
PCT images, and TSLMa0, TSLMa1, TSLMb0, and TSLMb1 are the TSLM images; (a) AL sheet and(b) FS weld results. Note that skewness and kurtosis
are obtained from the subtraction filtered data (As), while PCT and TSLM are applied on the Gaussian filtered data (AG).

b) FS Weld: The feature extraction SNR improvements

on the FS weld were not as significant as with the AL sheet

specimen. The shallowest flaws (P1 and S1 0.3mm deep)

were reliably detectable via the filtered data and the PCT

technique. The deeper flaws, R1 and U1 (1.2mm deep), were

not reliably detected via the filtered data. However, the PCT

and kurtosis techniques improved the SNR and made flaws

R1 and U1 detectable. The deepest flaws, Q1 and T1 (2.2mm
deep), had poor SNR results, by the skewness, PCT, and TSLM

techniques. The positive SNRs achieved for flaws Q1 and T1

are hypothesised to be due to the non-uniform heating effects

and are therefore likely invalid. The poor detection rate is

contributed to the insufficient excitation energy, the FS weld

specimen large thickness, and the camera’s spatial resolution.

The minimum excitation energy needed increases with the

square of the thickness of the material [43]. Accordingly,

in this study, it is hypothesised that the limited excitation

energy (1600.0W) coupled with the thickness of the specimen

(6.0mm), reduce the SNR. Furthermore, the FS weld flaws are

approximately three times smaller in diameter than the AL

sheet flaws. Therefore, the FS weld flaws are more difficult

to accurately measure due to the spot-size effect phenomenon

[11].

In conclusion, comparing feature extraction techniques is

difficult as no single method maximises the SNR for all flaw

and material types. Therefore, the most appropriate experimen-

tal setup and TNDE methods depend on the properties of the

flaw type being inspected relative to the material’s properties.

D. Data-driven Modelling Results

The models were tested on the reserved OOS data. The

model predicted outputs of two of the experimental data sets

are shown in Fig. 11a and 11c.The model’s target predictions

from the OOS input data were compared against the actual

OOS target (labels) using the receiver operating characteristic

(ROC) curve, Youden’s Index cutoff threshold, and the true

positive rate (TPR) and true negative rate (TNR) parameters.

ROC curves were plotted using the models predicted outputs

(Fig. 12). The ROC curves were used to compute the area

under the ROC curve (AUC) parameter to quantify the models’

performances (Fig. 12). Youden’s Index cutoff threshold was

computed for the two models to provide a trade-off between

the hit and false-alarm rates. The AL sheet and FS weld

MLP models were found to have a Youden’s Index cutoff

threshold of 0.951 and 0.851, respectively. The results of

applying Youden’s Index cutoff threshold are shown in Fig.

11b and 11d.

1) Discussion: From figures 11a and 11c, both MLP mod-

els are qualitatively successful in predicting a pixel’s class, and

the AL sheet predictions appear to be marginally more accu-

rate. The AL sheet MLP model’s higher accuracy predictions is

also supported by its larger Youden’s Index cutoff threshold.

Furthermore, the binary predictions after applying Youden’s

Index cutoff threshold in Fig. 11b and 11d demonstrate that

for both specimens, the majority of the errors from the MLP

model predictions are false negatives.

The TPR and TNR parameters of the MLP model for the

AL sheet were 99.8% (12872 true positive) and 92.1% (14705
true negative), respectively. The TPR and TNR parameters

of the MLP model for the FS weld were 97.2% (1340
true positive) and 87.8% (1530 true negative), respectively.

Note that a true positive indicates correctly predicting a pixel

belongs to the flaw class. The MLP models were successful in

increasing the maximum detectable depth to the deepest flaw

in both specimens (2.3mm and 2.2mm in the AL sheet and

FS weld, respectively).

The ROC curve allows the user to characterise a trade-

off between the application-dependent hit and false-alarm
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(a) (b)

(c)

(d)

Fig. 11. MLP model predictions from the OOS data of one experiment per
specimen; (a, c) MLP prediction [0, 1] where 1 represents a flaw and is shown
as a white pixel, and (b, d) Binary prediction after applying Youden’s Index
cutoff threshold, where orange is a flaw and blue is a flaw-free pixel prediction.

rates. In the ROC curves definitions, the True Positive Rate

is the sensitivity, and the False Positive Rate is given by

1− specificity. A model with perfect predictions has 100.0%

sensitivity and 100.0% specificity (ROC curve passes through

the upper left corner). Therefore the closer the ROC curve is

to the upper left corner, the higher the accuracy of the model.

From the ROC curves in Fig. 12, the proposed method results

in marginally more accurate prediction for the AL sheet than

the FS weld. The imbalance in performance is attributed to the

imbalance in the quality of the training data of the specimens,

as discussed in Section IV-C.

The AUC parameter computed from the ROC curve, is a

single scalar value that characterises the performance of a clas-

sifier. The AUC parameter ranges from 0.5 to 1.0, where 0.5
indicates null classification ability, and 1.0 indicates perfect

classification. For the AL sheet, the MLP model predictions

resulted in a near perfect classification (AUC value of 0.998).

Similarly, the FS weld AUC value, 0.983, demonstrates that

the proposed method is successful in detecting FS weld flaws.

V. CONCLUSION

A systematic flaw detection computational method based on

machine learning using transient thermography was proposed

to enhance the detectability of void-like flaws in AL sheets

and friction stir welds and to increase the inspection speed.

The intent of this research was to investigate and increase the

acceptance of infrared thermography techniques for subsurface

flaw detection in FS welds, via the use of machine learning

to enhance performance. It is found that on average, widely

used NDTE techniques (Skewness, Kurtosis, and PCT) and

the proposed TSLM technique improve the subsurface flaw-

probing depth in a FS weld to 1.2mm, in comparison to the

0.3mm flaw-probing depth of the raw data. In addition, the

proposed Machine Learning method, which was developed

Fig. 12. ROC curves based on the model predictions, where the crosses
indicate the Youden’s Index cutoff threshold.

using artificial neural networks, was successful in increasing

the flaw-probing depth further, to 2.2mm with a true positive

rate of 97.2% and a true negative rate of 87.8%. Machine

Learning assisted NDT, such as the one presented in this

article, could become the inspection method of choice for FS

weld flaws. As we demonstrated, the selection of numerical

features and development of the modelling framework from

the raw data are crucial tasks, and require some level of expert

knowledge. Further work in this area should focus on stress-

testing the sensitivity of such methods on various types of

flaws (in terms of morphology, size, depth etc.), as well as

testing other materials.
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