
This is a repository copy of Multi-objective 3D topology optimization of next generation 
wireless data center network.

White Rose Research Online URL for this paper:
https://eprints.whiterose.ac.uk/151970/

Version: Accepted Version

Article:

Cao, B., Zhao, J., Yang, P. orcid.org/0000-0002-8553-7127 et al. (4 more authors) (2020) 
Multi-objective 3D topology optimization of next generation wireless data center network. 
IEEE Transactions on Industrial Informatics, 16 (5). pp. 3597-3605. ISSN 1551-3203 

https://doi.org/10.1109/TII.2019.2952565

© 2019 IEEE. Personal use of this material is permitted. Permission from IEEE must be 
obtained for all other users, including reprinting/ republishing this material for advertising or
promotional purposes, creating new collective works for resale or redistribution to servers 
or lists, or reuse of any copyrighted components of this work in other works. Reproduced 
in accordance with the publisher's self-archiving policy.

eprints@whiterose.ac.uk
https://eprints.whiterose.ac.uk/

Reuse 

Items deposited in White Rose Research Online are protected by copyright, with all rights reserved unless 
indicated otherwise. They may be downloaded and/or printed for private study, or other acts as permitted by 
national copyright laws. The publisher or other rights holders may allow further reproduction and re-use of 
the full text version. This is indicated by the licence information on the White Rose Research Online record 
for the item. 

Takedown 

If you consider content in White Rose Research Online to be in breach of UK law, please notify us by 
emailing eprints@whiterose.ac.uk including the URL of the record and the reason for the withdrawal request. 



IEEE TRANSACTIONS

Multi-Objective 3D Topology Optimization of
Next Generation Wireless Data Center Network

Abstract—As one of the next generation network tech-
nologies for data centers, wireless data center network has
important research significance. Smart architecture opti-
mization and management are very important for wireless
data center network. With the ever-increasing demand of
data center resources, there are more and more data server-
s deployed. However, traditional wired links among servers
are expensive and inflexible. Benefited from the develop-
ment of intelligent optimization and other techniques, high-
speed wireless topology for wireless data center network
is studied. Through image processing, a radio propagation
model is constructed based on a heat map. The line-of-sight
issue and the interference problem are also discussed. By
simultaneously considering objectives of coverage, prop-
agation intensity and interference intensity as well as the
constraint of connectivity, we formulate the topology op-
timization problem as a multi-objective optimization prob-
lem. To seek for solutions, we employ several state-of-the-
art serial MOEAs as well as three parallel MOEAs. For the
grouping in distributed parallel algorithms, prior knowledge
is referred. Finally, experimental results demonstrate that,
the parallel MOEAs perform effectively in optimization re-
sults and efficiently in time consumption.

Index Terms—Multi-objective, topology optimization,
wireless data center network, parallelism.

I. INTRODUCTION

Wireless data center network (WDCN) is seen to be the

next generation network technology for data center [1]–[3].

Smart architecture optimization and efficient management are

important issues in WDCN [4]–[6]. Compared with wired

communication technology, wireless communication technol-

ogy has more advantages and better characteristics. First of

all, wireless communication can not be restricted by wires,

which greatly reduces the space occupancy. Secondly, the

transmission characteristic of wireless communication through

electromagnetic waves makes it more convenient than wired

communication. At present, the wider and wider frequency

band has been opened by all countries in the world, and

intelligent optimization and other techniques are being pushed

to the new height.

Data center is a complex facility that can accommodate

multiple servers and communication devices. Its main role

is to manage data in business and operation organizations

by running applications. The network topology constructed

by the various devices in the data center is called the data

center network (DCN). With the progress of technology and

the increasing demand of human beings, the drawbacks of

wired DCN are more and more evident. The cable structure

itself depends on the deployment of wires, and the increase

of data center equipment will greatly increase the difficulty

and cost of deployment. Besides, the difficulty of data center

maintenance and reconfiguration will be very difficult. There-

fore, the construction of wireless data center (WDC) is put on

the agenda.

In recent years, all countries in the world have opened the

license free bandwidth of more than 5GHz in the neighborhood

of the 60GHz frequency. This makes the research of 60GHz

wireless communication technology a new hotspot in the field

of wireless communication. In 2008, Ramachandran et al.

[7] first mentioned the application of 60GHz technology to

WDCNs and proposed a hybrid wireless architecture as a

wired communication extension [7].

60GHz wireless communication technology as a new tech-

nology, its advantages include not only anti-interference, se-

curity, high bandwidth and transmission rate, but also interna-

tional universality and license-free characteristics, possessing

high civil and commercial values. The application of 60GHz

wireless communication technology is also very extensive. It

can be used not only in smart home, automobile radar, medical

imaging and other fields, but also in wireless high-definition

multimedia equipment and inter-satellite communication be-

cause of its high transmission efficiency [8], [9]. Nevertheless,

it has serious transmission loss in the air, and the particle

characteristics of signal transmission are obvious, not ideal

with respect to the indoor and outdoor transmission [10].

Through the use of 60GHz wireless communication tech-

nology, the construction of WDC has become possible. The

problem is how to construct the topology of 60GHz radio more

effectively, making wireless communication more efficient and

less link-blocking.

Therefore, two wireless network topologies, Flyways [11]

and 3D beamforming [12], were introduced in the literature.

Flyways structure was easily blocked by obstacles. The 3D

beamforming structure relied on higher ceilings, which should

be flat without obstacles. Then a new type of Graphite structure

[13] was introduced by manipulating the heights of wireless

devices. The excellent performance of Graphite structure was

proved by comparison on average nodal degree, coverage ratio,

bisection bandwidth and average hop count.

The design of data center completely based on 60GHz radio

frequency (RF) technology has been introduced in [14], which

placed server nodes on the rack and built an irregular network

topology model. Experiments showed that compared with

wired data centers, WDCs based on 60GHz RF technology

performed better in fault tolerance, delay and power consump-

tion. The work of [15] studied and analyzed the scalability of

WDC throughput using wireless multi-hop networks. Finally,

a new speculative 2-partitioning scheme was proposed, which

made wireless networks have higher throughput.

In the topology programming of WDCNs, targets under con-

cern [13] include: link number, coverage ratio, bisection band-
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width, average hop count, etc. To the best of our knowledge,

only deterministic strategies are utilized to design the wireless

topology [13], in which many assumptions are predefined and

simplifications are conducted to facilitate analysis, thus, the

final output will not be the optimal. Due to the characteristic

of multiple targets, multi-objective evolutionary algorithms

(MOEAs) [16], [17] can be utilized for optimization. For

MOEAs, no prior knowledge is in need, while only the

function values of all objectives are required. During the

evolution of an MOEA, multiple objectives are simultaneously

optimized, resulting in a set of solutions with different stress

on different objectives. Mathematically, for a solution x, we

have:

F (x) = (f1 (x) , f2 (x) , . . . , fM (x)) (1)

where F (x) denotes a point in the objective space, M is the

number of objectives, and fi, i = 1, 2, . . . ,M represents the

function value of objective i. For two points, u and v, in the

objective space, u is better than v, if and only if u is not worse

than v for all objectives and is better in at least one objective.

Otherwise, they are nondominated to each other. And the final

solution set will contain a number of nondominated solutions.

The contributions of this paper can be summarized as

follows:

1) Based on the heat map in [13], through image pro-

cessing and function fitting, a radio propagation model

is constructed. For a given point inside the model, the

propagation intensity can be obtained.

2) On the basis of the proposed propagation model, to tackle

the signal blocking problem, the line-of-sight concept is

introduced. Moreover, the interference calculation pro-

cessing along the main signal is detailed.

3) We formulate the topology problem as a multi-objective

problem (MOP) by simultaneously considering objectives

of coverage, propagation intensity and interference inten-

sity as well as the constraint of connectivity. To address

the multi-objective topology optimization problem, sev-

eral state-of-the-art serial MOEAs as well as distributed

parallel MOEAs with prior knowledge-based grouping

are employed.

For the remainder of this paper, the organization is as

follows. The related works are discussed in Section II. Sections

III and IV introduce the process of constructing the radio

propagation model as well as the line-of-sight and interference

discussion, respectively. In Section V, we detail the formu-

lation of objectives in the considered topology optimization

problem. The utilized algorithms are provided in Section VI.

Followed in Section VII is the experimental analysis. Finally,

we conclude this paper in Section VIII.

II. RELATED WORKS

Flyways [11] was proposed to enhance the congested wired

DCN by implementing wireless devices on the top of racks.

When the demand is moderate, the DCN can absolutely rely

on the wired topology. In the case of over-subscription, the

additional wireless links can provide extra bandwidth and

improve quality of service. For the map-reduce workload, the

hotspots are located at few switches, thus, flyways could de-

ploy relatively few wireless devices to significantly improving

DCN performance. However, flyways may not generalize to

other service paradigms.

Wireless propagation is prone to blockage of obstacles along

the propagation signal. In DCNs, traditionally, the racks are

arranged regularly, and when deployed, the neighborhood of a

wireless device will be restricted to those in adjacent racks. To

alleviate blockage, Zhou et al. [12] introduced 3D beamform-

ing via reflecting signals utilizing the ceiling. With respect

to flat metal, concrete and plaster ceilings, the signal loss of

reflection is little, while the signal can refrain from obstacles

and the neighborhood can be extended. Conspicuously, the

ceiling should be guaranteed flat and the signal length will

increase via reflection.

From another aspect, Graphite structure [13] was intro-

duced. The Graphite structure solved the problem of connec-

tion blockage by layering the radio and adjusting the height

and angle of each radio. The topology of N layer Graphite

has been expanded, but no excellent theoretical proof has

been given. Specifically, in the two- or three-layer Graphite

structure, the height constraints for communication between

two different layers are given and the mathematical derivation

is provided. Finally, the experimental results demonstrated the

excellent performance of Graphite structure.

III. RADIO PROPAGATION SIMULATION

A. Radio to Matrix

Due to the different hardware designs of radio systems,

the propagation of electromagnetic waves is not identical in

different environments, therefore, the channel research must

depend on practical situation. In [13], the radio propagation

pattern was illustrated, with gray scale as in Fig. 1a, abstracted

as a α = 9-degree cone with the height of about dthProp = 10m.

When the distance is within dthProp, it is regarded that the

signal can be perceived. In this paper, we will establish a

mathematical model of radio signals and give the probability

distribution function for any position within dthProp.

(a) Gray-scale pattern (b) Matrix

Fig. 1: Radio propagation illustration.

Transforming the picture into the gray-scale can better

express the information conveyed by the picture. Through

cropping and folding vertically to the main propagation direc-

tion, we simplify Fig. 1a to Fig. 1b, represented as a 2D matrix
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[18] with each pixel in the range of [0, 255]. The higher the

brightness of each pixel, the greater the propagation intensity.

B. Model Construction

According to the propagation matrix Mprop, for a target

point, we can obtain the propagation intensity with respect

to the transmitter (i.e., the point, (xc, yc), in the lower right

corner), as follows:

pprop (df , dv) = Mprop (x, y) (2)

s.t.

{

x = ⌈xc − df ∗ nx⌉
y = ⌈yc − dv ∗ ny⌉

where pprop (df , dv) denotes the propagation intensity of the

point with forward distance of df and vertical distance of dv
relative to (xc, yc), and nx and ny denote the numbers of units

corresponding to one meter with respect to the x and y axes,

respectively.

However, when dv is too great to beyond the width of

Mprop, pprop (df , dv) is set as 0; on the contrary, when df is

out of reach, we cannot simply set it to zero. To this end, we

conduct distribution fitting to construct a model for prediction.

Specifically, the samples are the upper portion of Mprop with

df ≥ 8m, and via the Curve Fitting Tool in MatLab, we can

obtain the following model:

pprop (df , dv) = e−(ω1dv)
2−ω2df (3)

where ω1 = 0.3628 and ω2 = 0.09763 are parameters. And

the fitting performance is illustrated in Fig. 2.
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Fig. 2: Fitting performance.

IV. LINE-OF-SIGHT (LOS) AND INTERFERENCE

DISCUSSION

A. LOS

Owing to its rotating characteristic, the wireless device is

regarded as a sphere with the radius of a = 0.1m [13], which

can act as obstacles along the propagation path of the wireless

signal. For this purpose, the LOS concept [19] is introduced.

Specifically, a line is constructed connecting the two devices,

the shortest distance of any other device should be larger than
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Fig. 3: LOS and interference processing.

For example, as illustrated in Fig. 3a, for two devices at

points A and B, respectively, we first obtain the line AB. On

the basis of the coordinates of A and B, we can calculate the

position difference with respect to the horizontal and vertical

coordinates: ∆x and ∆y. As ∆x > ∆y, we check the points

along the x coordinate. Between the x coordinates of A and B,

there are five x coordinates, corresponding to x1, x2, . . . , x5.

For each x coordinate, the corresponding y coordinate at the

line AB may not be an integer, such as x2. In this case, as a

is much smaller than the adjacent distance between racks, we

only check y21 and y22, while other values are ignored. For

x3, y30 is an integer, thus, no other y coordinates are checked.

B. Interference

Assuming one is the transmitter and the other the receiver,

the propagation model can be constructed. There should not

exist any other device, or the propagation probability at the

position where any device locates should below P
Prop
th .

Take Fig. 3b and Fig. 3c for an instance, the checking zone

is illustrated as a triangle (i.e., the 2-D slice of a cone [13]). In

Fig. 3b, we treat one as the transmitter Tx and the other the

receiver Rx, and the checked points are marked by small black

points; then, by changing their roles, we get Fig. 3c, and the

same process will be done. In the above analysis, assuming

∆x > ∆y, for a checking coordinate xi, the current signal

length and checking width, dlen and dwid, are computed,

respectively, as follows:

dlen (i) = abs (xi − xTx)
√

1 + k2 (4)

dwid (i) = dlen (i) tanα (5)

where xTx denotes the x coordinate value of the transmitter

Tx, then, the lower and higher checking lengthes along the y

axis, llowcheck and l
high
check, respectively, will be:

llowcheck (i) = dwid(i)√
1+k2

− (yi − ⌊yi⌋)

= abs (xi − xTx) tanα− (yi − ⌊yi⌋)
(6)

l
high
check (i) = dwid(i)√

1+k2
+ (yi − ⌊yi⌋)

= abs (xi − xTx) tanα+ (yi − ⌊yi⌋)
(7)

where k is the slope of the line connecting Tx and Rx, and

yi denotes the currently checked y coordinate value.

Through the above interference analysis, the interference to

devices in the checking cone is restricted to less than P
Prop
th .

Additionally, we need to calculate the interference intensity
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at devices in the cylinder around the signal, illustrated as a

rectangle in Fig. 3b and Fig. 3c. The process is similar to the

above, except that dwid (i) = dmax
wid as predefined.

V. PROBLEM FORMULATION OF MULTI-OBJECTIVE

TOPOLOGY OPTIMIZATION

A. Individual Expression

For an MOEA, a population of individuals in the solution

space are maintained, for each individual, which contains a

set of variables, through the objective functions, the objective

values are obtained, corresponding to a point in the objective

space. During evolution, an MOEA aims to search the solution

space to collect a set of points with better objective values.

In the WDCN, there are Nradio wireless devices, with

the distance between two adjacent devices of Dgap. The

deployment positions of devices are fixed on the top of racks.

As in [13], the height and transmission direction of each device

are flexible, however, in [13], several layers are formed and the

heights of devices are fixed to one layer. This configuration

exerts heavy constraint to the device height to facilitate the

mathematical analysis, nevertheless, it may not lead to the

ideal result. Therefore, we treat each height as a variable, and

by optimizing them utilizing MOEAs, we are eager to explore

whether better results can be obtained. Specifically, we have:

xi = (xi,1, xi,2, . . . , xi,Nradio
) (8)

s.t. i = 1, 2, . . . , NP.

where xi denotes individual i, NP is the population size,

and xi,j , j = 1, . . . , Nradio represents the height of device j.

Given the heights of all devices, we can calculate the function

values of the objectives as in the following subsections.

B. Coverage

The coverage of a wireless device denotes its connection

status with other ones within its communication range. The

more the formed connections, the more the topologies can be

designed, and the better the network will be. The formulation

of this objective, fCOV , is as follows:

fCOV = 1.0−
1

Nradio

Nradio
∑

i=1

NL
i

N
L,max
i

(9)

where NL
i denotes the formed link number of device i, and

N
L,max
i represents its maximum link number. By minimizing

fCOV , a MOEA can maximize the mean average coverage

degree, thus, the overall coverage of the network can be

maximized.

C. Propagation Intensity

The propagation intensity of the radio signal denotes the

communication quality from the transmitter to the receiver,

and better intensity indicates higher transmission band width.

For this objective, fPRI , we have:

PP
i =

∑

j∈SN
i

PP
i,j

∣

∣SN
i

∣

∣

(10)

fPRI = 1.0−
1

Nradio

Nradio
∑

i=1

PP
i (11)

where PP
i is the average propagation intensity of device i, SN

i

denotes the set of devices in the neighborhood of device i, in

which, device i can communicate with them directly,
∣

∣SN
i

∣

∣ is

the cardinality of set SN
i , and PP

i,j represents the propagation

intensity of the radio signal between devices i and j.

D. Interference Intensity

In the former section, the mean average propagation in-

tensity is to be maximized, however, if the interference is

not under concern, some devices can be badly interfered

and the overall network quality will reduce. By minimizing

the interference intensity, this problem can be addressed to

some extent. Therefore, formulate the interference intensity

objective, fINT , as follows:

fINT =
1

Nradio

Nradio
∑

i=1

∑

1≤j≤Nradio,k∈SN
j
P I
j,k,i

2NL,max
i

(12)

where P I
j,k,i denotes the interference intensity in device i when

transmitter device j communicates with receiver device k.

E. Connectivity Constraint

In the WDCN, any two wireless devices should be able to

communicate to each other directly or indirectly by using other

devices as hops. For this purpose, the connectivity constraint

is exerted. Specifically, the WDCN forms an undirected graph.

In which, a vertex represents a wireless device on the top of

a rack, and a line between two vertices denote the connection

status of the two devices, that is, if they can communicate with

each other, there exists an edge, and vice versa. Based on the

graph theory, we can find the maximal connected subgraph,

and if its cardinality, NMCSG
radio , is equivalent to Nradio, the

connectivity constraint is fulfilled, otherwise, we have:

fpenalty =
(

Nradio −NMCSG
radio

)

× vp (13)

where fpenalty denotes the penalty function value, and vp
represents the penalty value, which is arbitrarily large, here,

we simply set it as 106.

F. Objective Discussion

For each MOEA, the optimization target will be

min







fCOV + fpenalty
fPRI + fpenalty
fINT + fpenalty

(14)

Due to fpenalty , the MOEA first checks whether the con-

nectivity constraint is satisfied or not. As to the objective value
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ranges, from Eqs. 9, 11 and 12, we can know all three objective

values are in the range of [0, 1].
By optimizing fCOV , more links can be formed; fPRI

encourages the MOEA to produce solutions with better links;

fINT ensures that the propagation interference will not too

much; simultaneously considering all three objectives, high-

quality topologies with more better links can be formed.

VI. ALGORITHMS EMPLOYED

A. Serial Algorithms

To tackle the multi-objective topology optimization prob-

lem, we employ several state-of-the-art MOEAs, including

Cooperative Coevolutionary Generalized Differential Evolu-

tion 3 (CCGDE3) [20], Cooperative Multi-Objective Differ-

ential Evolution (CMODE) [21], Multiobjective Evolutionary

Algorithm based on Decomposition (MOEA/D) [17], Multi-

objective Evolutionary Algorithm based on Decision Variable

Analyses (MOEA/DVA) [22], Nondominated Sorting Genetic

Algorithm II (NSGA-II) [16], Nondominated Sorting Genetic

Algorithm III (NSGA-III) [23]. We summarize their charac-

teristics in Table I.

TABLE I: Serial Algorithm Summary

Algorithm Principle Large-Scale Grouping

CMODE Pareto nondominance No No

NSGA-II No No

CCGDE3 Yes Yes

MOEA/D decomposition No No

MOEA/DVA Yes Yes

NSGA-III reference points No No

B. Distributed Parallel Algorithms

For the distributed MOEAs, we select the following: Dis-

tributed Parallel Cooperative Coevolutionary Multi-Objective

Evolutionary Algorithm (DPCCMOEA) [24], Distributed Par-

allel Cooperative Coevolutionary Multi-Objective Evolution-

ary Algorithm (DPCCMOLSEA) [25]. and Distributed Parallel

Cooperative Coevolutionary Multi-Objective Large-Scale Im-

mune Algorithm (DPCCMOLSIA) [26]. The summary of all

parallel algorithms is listed in Table II.

TABLE II: Parallel Algorithm Summary

Algorithm Principle Distributed model [27] Objective

Decomposition

DPCCMOEA decomposition island No

DPCCMOLSEA hierarchical No

DPCCMOLSIA hierarchical Yes

C. Prior knowledge based Grouping

In the distributed algorithms, originally, the variable group-

ing is realizes through variable property analysis and depen-

dency examination. While for a specific MOP, the utilization

of prior knowledge can guarantee the grouping accuracy and

reduce the waste of FEs. Therefore, variables are grouped in

advance based on our understanding of the considered MOP.

Specifically, as the WDCN forms a rectangle, devices are

uniformly separated to four parts: the upper left, the upper

right, the lower left and the lower right.

D. Summary

In the considered WDCN, the number of devices can be

large [13], correspondingly, the MOP will be large in scale.

Besides, the computation of the objective functions will be

time-consuming. Compared to serial MOEAs, the distributed

parallel algorithms will be more efficient in operation time. In

addition, as the CC framework is employed in all distributed

algorithms, their optimization performance can also be satis-

fying.

VII. EXPERIMENTAL STUDY

A. Parameter Settings

1) Model Parameters: Based on the work of [13], the

propagation distance is set to dthProp = 10m and 15m.

The checking angle in Fig. 3 of subsection IV-B is set to

α = 0.01π. For interference calculation, we set dmax
wid = 3m.

The racks form a matrix of 20×20 with the adjacent distance

of 3m. The distance from the top of the rack to the ceiling is

4m.

TABLE III: Algorithm Parameter Settings

Symbol Attribute Quantity

differential evolution (DE) [28]

F weighting factor 0.5

CR crossover rate 1.0

simulated binary crossover (SBX)

pc crossover probability 1.0

ηc distribution index 20

polynomial mutation

pm mutation probability 1/nDim

ηm distribution index 20

MOEA/D framework

niche neighborhood size 0.1×NP

limit replace limit 2

Pslct parent selection probability 0.9

2) Algorithm Parameters: For the two different dthProp val-

ues, we run each algorithm 24 times, each with the number

of fitness evaluations (FEs) set as D × 104, and D = Nradio

is the number of variables. The population size is NP = 120.

Specifically, CCGDE3 randomly segregates variables to 2
species, each contains 60 individuals. For CMODE, the swarm

size is 20 and the archive size is NP = 120. For other detailed

parameter settings, please refer to Table III. Additionally,

for the distributed parallel algorithms, the number of CPUs

employed is 72.
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Fig. 4: HV indicator and solution visualization (10m).
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Fig. 5: HV indicator and solution visualization (15m).

B. Performance Indicator

There are various indicators [29] such as inverted genera-

tional distance (IGD), hypervolume (HV), etc. Nevertheless,

IGD requires the Pareto optimal front, which is unknown for

the multi-objective topology optimization problem, while HV

can still evaluate the obtained Pareto front regardless of this

prior knowledge, therefore, in this paper, the HV indicator is

utilized, for which, we set the reference as (1.0, 1.0, 1.0).

C. Optimization Performance

1) Case with Propagation Distance of 10m: As illustrated

in Fig. 4a, we can observe the HV indicator values of various

algorithms during evolution. The rank of employed MOEAs

can be summarized as DPCCMOLSEA > DPCCMOLSIA

> CMODE ≈ DPCCMOEA > MOEA/D > MOEA/DVA >

NSGA-II ≈ CCGDE3 > NSGA-III.

As to the convergence speed, DPCCMOLSIA ranks the first,

followed is MOEA/D, the third tier includes DPCCMOLSEA,

CMODE, DPCCMOEA and CCGDE3, the next is NSGA-II,

then NSGA-III, and the last is MOEA/DVA. However, for C-

CGDE3, there is almost no more improvement and even degra-

dation in the following evolution, while CCGDE3 can obtain

similar result to NSGA-II and better performance than NSGA-

III. Though DPCCMOLSIA is better than DPCCMOLSEA

in the early stage, it is surpassed by DPCCMOLSEA in

the following evolution. DPCCMOEA and CMODE are quite

similar, while CMODE is a little superior. Owing to the DVA

in MOEA/DVA, the HV indicator remains at a low value in

the prior stage, though it improve quite fast in the following

evolution, finally ranked the sixth, right after MOEA/D.

Fig. 4b illustrates the visualization of the approximated

Pareto fronts after 24 runs of each MOEA. For the Cov-

erage objective fCOV , as illustrated in Fig. 4c and Fig.

4d, MOEA/D, MOEA/DVA, DPCCMOEA, DPCCMOLSEA

and DPCCMOLSIA can obtain function values approximately

zero, indicating that each wireless device can almost connec-

t to all communicable neighbors within its communication

range. Comparatively, CMODE is a little worse, followed

are NSGA-II and NSGA-III, and the worst is CCGDE3.

When all devices are fully connected, specifically, MOEA/D

can guarantee better propagation intensity (i.e., lower fPRI

function values), while those of MOEA/DVA, DPCCMOEA,

DPCCMOLSEA and DPCCMOLSIA vary little, as detailed

in Fig. 4c. While simultaneously considering objectives of

Coverage and Interference Intensity as in Fig. 4d, under

the prerequisite of full connection, DPCCMOEA is the best,

MOEA/D is comparable, and followed are MOEA/DVA, DPC-

CMOLSEA and DPCCMOLSIA. In Fig. 4e, we can observe

fINT varies approximately from 0.1 to 0.5, much greater than

that of fPRI , which has the range of (0.53, 0.575). For the

Propagation Intensity objective, MOEA/D is the best, while

the values of other algorithms not vary much. On the contrary,

DPCCMOLSEA and DPCCMOLSIA can achieve much better

function values of Interference Intensity objective.

2) Case with Propagation Distance of 15m: As illustrated

in Fig. 5a, compared to Fig. 4a, the rankings vary little, except

that, DPCCMOLSIA is always a little better than DPCC-

MOLSEA during the whole evolution; CMODE is inferior to

DPCCMOEA and MOEA/D, though these three algorithms

differ subtly.

We also illustrate the visualization of Pareto fronts when the

propagation distance is 15m in Fig. 5b to Fig. 5e. With the

increment of propagation distance, the neighborhood of each

wireless device in enlarged, consequently, the LOS checking

and interference constrain are more difficult to satisfy, result-

ing in severely degraded Coverage, as in Fig. 5c and Fig. 5d.

In which, we can see that, MOEA/D, MOEA/DVA, DPCC-
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TABLE IV: Average Operation Times (secs) of All Algorithms.

TIME CCGDE3 CMODE MOEA/D MOEA/DVA NSGA-II NSGA-III DPCCMOEA DPCCMOLSEA DPCCMOLSIA

10m 21506 23466 22885 23570 23357 24025 338 396 406

15m 54631 56126 56745 56275 57636 58533 825 919 974

Speedup 65.47 68.45 68.48 68.66 69.65 71.00 − 1.13 1.19

1 Values in bold indicate better results.
2 The time unit is seconds.

MOEA, DPCCMOLSEA and DPCCMOLSIA can guarantee

at least 85% mean average coverage degree. Among which,

MOEA/DVA and DPCCMOLSIA are a little better when

considering the objective of Propagation Intensity (Fig. 5c),

while DPCCMOLSEA is better with respect to the objective

of Interference Intensity (Fig. 5d). Simultaneously considering

objectives of Propagation Intensity and Interference Intensity

as in Fig. 5e, the situation is similar to the prior subsection.

D. Operation Time

We list the time consumption as well as the speedups with

respect to DPCCMOEA of all employed MOEAs in TABLE

IV. We can know the time consumed by distributed parallel

algorithms are much less than those of the serial MOEAs.

Specifically, the speedups vary from 65.47 to 71.00, quite close

to the ideal speedup (i.e., 72).

VIII. CONCLUSION

WDCN is one of the next generation network technologies

for data centers. In this paper, we study the topology opti-

mization problem of the WDCN. On the basis of a heat map

of the radio propagation pattern, through image processing,

we construct a propagation model. Moreover, the line-of-

sight and interference issues are discussed. By considering

different aspects of the topology optimization problem, we

formulate three objectives, including coverage, propagation

intensity and interference intensity, as well as the connectivity

constraint. Then, the employed MOEAs are introduced, which

are state-of-the-art serial MOEAs as well as three distributed

parallel algorithms. And prior knowledge based grouping is

integrated to the distributed parallel MOEAs. Finally, the

experimental results demonstrate that the distributed parallel

MOEAs can tackle the multi-objective topology optimization

problem effectively and efficiently in terms of the optimization

performance and the time consumption, respectively.
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