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The AirTight Protocol for Mixed Criticality Wireless CPS
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This paper describes the motivation, design, analysis and con guration of the criticality-aware multi-hop wire-
less communication protocol AirTight. Wireless communication has become a crucial part of the infrastructure
of many cyber-physical applications. Many of these applications are real-time and also mixed-criticality,
in that they have components/subsystems with di erent consequences of failure. Wireless communication
is inevitably subject to levels of external interference. In this paper we represent this interference using a
criticality-aware fault model; for each level of temporal interference in the fault model we guarantee the timing
behaviour of the protocol (i.e. we guarantee that packet deadlines are satis ed for certain levels of criticality).
Although a new protocol, AirTight is built upon existing standards such as IEEE 802.15.4. A prototype imple-
mentation and protocol-accurate simulator have been produced. This paper develops a series of schedulability
analysis techniques for single-channel and multichannel wireless Cyber-Physical Systems (CPS). Heuristics
are speci ed and evaluated as the starting point of design space exploration. Genetic algorithms are then
de ned and evaluated to assess their performance in developing schedule tables incorporating multichannel
allocations in these systems.

CCS Concepts: Computer systems organization Embedded and cyber-physical systems; Real-
time systems; ~ Software and its engineering Software veri cation ;
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1 INTRODUCTION

Many Cyber-Physical Systems (CPS) require some form of wireless communication and contain
components/subsystems of di erent levels of criticality. AirTighg][is a wireless protocol that is
designed to meet the challenge of supporting mixed-criticality real-time tra c between computa-
tional nodes. In this paper we signi cantly expand the initial de nition of AirTight§] and consider
how a complete system can be speci ed via heuristics and the application of genetic algorithms.
Mixed-criticality scheduling analysisd, 39 allows resources, such as processor time or commu-
nication bandwidth, to be managed in a way that enhances schedulability while ensuring that the
more critical/important work is protected. A focus on mixed criticality communication has led to
the de nition of criticality-aware protocols and analysis for Network-on-Chip (NoC), 3 and
CAN [5]; here we extend this work to cater for wireless communication. Unfortunately no existing
complete protocol gives the right level of support for event- and time-based communications that
have hard deadlines for packet delivery (see related work in SectjoAirTight is a new protocol
that is built upon the physical and MAC layers of IEEE 802.15.4, a standard for wireless personal
area networks (WPANS), widely used as the basis of protocols such as ZigBee and WirelessHART.
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1:2 J. Harbin, A. Burns, R.l. Davis, L.S. Indrusiak, |. Bate, and D. Gri in

With wireless communication, it is not realistic to only require that deadlines are met when
there are no faults. Rather, as in other considerations of fault tolerance, we require that certain
levels of performance are delivered when the likelihood and severity of fault(s) is bounded by what
is referred to as dault model We assume that the physical layer of the protocol incorporates the
usual methods of increasing resilience (for example spectrum spreading), and we therefore focus
on faults that manifest themselves as unacknowledged frame transmissions at the MAC layer.

In this paper the analysis developed for AirTight allows deadlines to be guaranteed at various
levels of service, corresponding to the severity of the fault model and the level of service required
by the criticality assigned to the packet being guaranteed. Di erent fault models can be applied;
the basic behaviour of AirTight is not dependent upon any particular fault model.

The rst contribution of this paper is to present new analytical techniques for wireless Cyber-
Physical Systems. Firstly, the analysis in our previous AirTight pags}ig extended to support
multi-hop ows by considering the summation of individual hop response times along the route.
This improved analysis is referred to in this work as Single Channel Analysis (SCA). This removes
the requirement for each hop of a multi-hop route to meet a particular individual deadline, as long
as their nal summation meets the ow deadline.

The second contribution is to consider multichannel scheduling. Multiple orthogonal channels
allowing parallel non-interfering transmissions are a standard feature of the underlying physical
layers upon which wireless CPS are built. This imposes a wider design space, such as determining
an allocation of particular transmissions to channels. Also additional constraints are imposed,
such as the requirement that peer nodes be correctly tuned to the necessary channel to hear their
intended transmitter. In this paper multichannel analysis (MCA) is developed based on the concept
of a nity sets [ 19 and the associated scheduling equations are presented and explained.

Our third contribution is to specify and evaluate optimisation processes based upon Genetic Al-
gorithms for the construction of AirTight scheduling tables. We consider the automated generation
of slot tables for synthetically generated networks, using genetic algorithm optimisation to re ne a
population originally generated using simple slot table heuristics.

In the next section we discuss the requirements for which AirTight was de ned. We also give an
overview of the protocol and de ne some necessary terms. In Sectiore consider related work.
Section4 describes the fault model employed. Sectiboompletes the description of the AirTight
protocol, and its analysis is given in Sectiofsind 7. We specify heuristics as a starting point for
the exploration of the design space of CPSs in Sectioand give a numerical example in Sectién
We then de ne a genetic algorithm search process in SectiGhExperimental evaluation of the
heuristics and GA search process is performed in SectitwfFinally conclusions are provided in
Section1?2

2 REQUIREMENTS FOR, AND OVERVIEW OF, AIRTIGHT

We assume that the system consists of a distributed set of nodes that can each perform any
combination of executing tasks, producing/consuming data from sensors/tasks, and relaying data
packets to and from other nodes. There may be a range of communication media within the Cyber-
Physical System; here we focus on the use of wireless technology. The required wireless network
protocol is assumed to have the following properties (most of them inherited from the parent
standard IEEE 802.15.4):

Peer-to-peer packet-switching communication between tasks/nodes is the normal use of
the network. Packets are sent from a node to the next as one or rfrarees Each successful
frame transmission is always acknowledged by the receiver through the transmission of a
short ACK frame.
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The AirTight Protocol 1:3

Multi-hop routing is required due to the limited transmission range of each node, meaning
that some packets are unable to be sent directly to their destination.
Bu ers exist on each node to store frames in transit (the size of the bu ers required on
each node can be determined during the o -line scheduling process).
The nodes have their clocks synchronised so the maximum drift between any two clocks is
at mostTerror S (the slot length).
Nodes have line power, so energy e ciency/battery life is not a limiting concern.
Multiple frequency bands (channels) are available in IEEE 802.15.4 (up to 16 in the 2.4GHz
band) and the standard is designed so that interference from one channel to another is
negligible. A node can only use one channel at a time.
Node communications are represented by two graphs:¢benmunications grapénd the
interference graph
The communications grapke: if there is an edge fronA ! B in C, then the two
nodes can communicate directly. This is required to be a symmetric graph due to the
necessity for an acknowledgement to be returned to the sendeA $o0 B implies
B! A
The interference graph: if there is an edge fromA ! Bin I, then a transmission from
A will prevent B from successfully receiving a frame from any node (other thaand
thenonlyifA! BisinC).

Itis assumed that the packets to be communicated have tight timing constraints (i.e. deadlines).
We also require that the system supports applications of di erent levels of criticality. We will, in
this paper, assume just two criticality levels, high (HI) and low (LO). The main distinction between
these levels is the number and duration of faults that they must tolerate (see Seétion

The distributed system consists &f nodes g to ny 1). Each node generates a set of packet
ows (or ows), i, dened by:

Period,T;; the minimum time between packets.

CapacityC;; the packet's maximum size.

Criticality Level,L;; a static parametérof the ow.

Deadline D;; assumed initially to be no greater thah.

Destination,Des; packets are assumed to be peer-to-peer so there is a single destination
for each ow.

SourceSrg; there is an implicit source for each ow.

As part of the con guration of local scheduling, unique local priorities are assigned to each of the
ows transmitted by a node. This is done for every node.

We do not assume that the ows are purely periodic. This implies that there must be some
form of run-time scheduling. However, we do not expect that centralised access control, or token
passing protocols can deliver the performance required by a modern Cyber-Physical System. Any
protocol that requires signi cant overhead to agree on the next packet to send is unlikely to meet
strict timing requirements. The alternative of a fully table-driven time-triggered protocol lacks the
exibility needed to support event-triggered and adaptive applications.

AirTight is designed to balance e ciency and exibility. At the system level, its media access
control is table-driven, but at the node level it uses criticality-aware priority-based frame scheduling.
The protocol is based on slot tables which de ne a repeating cycle of activities for each node
either transmission or reception on a given channel, or null meaning no usage.

1The criticality level of a ow is inherited from the criticality level of the application(s) that it forms part of. This is a static
property, not to be confused with the criticality mode of a node or the system, which is a dynamic property.
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At each node, local scheduling decisions are made to manage the use of the node's slot allocation.
We employ a xed-priority scheme (although this is not fundamental to AirTight). A set of FIFO
queues (bu ers), one per priority level, are used to hold the frames that need to be transmitted. Each

ow has a unique priority at each node and hence a speci ¢ bu er that it can use. The frames from
the same ow are stored in the bu er in FIFO order. Whenever the node has a transmission slot
available, it transmits the rst frame in the highest priority non-empty bu er. If an ACK is received,
then the frame is removed from the bu er; if no ACK is received, then the frame remains in the
bu er and is a candidate for re-transmission when the next available slot for that node becomes
available.

AirTight is thus a two level protocol. A collection of slot tables (one per node) de nes the usage
of the wireless media. Each slot in a table de nes whether the node can transmit in that slot (and
on which channel if more than one channel is used), or whether it should listen in that slot (and
on which channel), or whether it is o -duty. The collection of tables re ects the properties of the
communication and interference graphs. So, within the same channel, two nodes may, in e ect, be
allocated the same slot if the interference graph ful Is speci ¢ properties with regards to senders
and receivers1§.

The fundamental time unit of AirTight is the durationS) of a slot the time it takes to commu-
nicate a single frame of data and receive an ACK for that frame. All parameters of the application,
the communication media and the environment (€lg.C;, D;, table length, fault models, etc.) are
expressed as an integer number of slot times. We assume that clock drift is insigni cant when
compare to the slot duration. (In our prototype implementatio8 a slot length of 10ms has been
achieved. This is the slot length in most WirelessHART implementatiohg)|

Note that in contrast to mixed-criticality scheduling of processors where each task can have
a LO-criticality and a (larger) Hli-criticality worst-case execution time estimate, in the context
of AirTight, we assume that a packet's maximum siZeis known and xed. Mixed criticality
behaviour of the system is instead due to variability in the level of interference that must be
tolerated by packet ows of di erent criticality levels, and hence the di ering number of extra
transmission slots that may be required to ensure correct transmission under an appropriate fault
model - see Section

2.1 Example of the Basic AirTight Protocol

Below, we provide a simple example, to illustrate the basics of the AirTight protocol. (The protocol
is described in detail in Sectiob). Figurel shows three nodeng, n1, andn, and their connectivity.

Fig. 1. Diagram of the nodes and communicating packet flows (basic example)

Also illustrated are ve packet ows labeled; to 4and 7 (this is part of a larger example used
later). For simplicity, here we assume that there is only one channel available for transmissions
and that all packets consist of one frame, exceptwhich has two frames. Further, we assume that
on noden;, ow » has higher priority than 1 and on noden,, ow 4 has higher priority than
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3. Finally, the same slot table is used by all three nodes and consists of a repeating ty@l2g.
Flows 1, 3, 4and 7 are initially ready to be transmitted and ow, becomes ready after 3 slot
times € = 3).

The AirTight protocol results in the following dynamic schedule. (Note "X" indicates a failed
transmission, and "-" no transmission).

Time slot 0[1/2|3|4|5|6|7|8|9
Node eligabletotransmit 1 |0 2|1 |/0|2|1|0|2]|1
Flow transmitted 11714 X|-]3[2|-]-1]1

At time t = 0, noden; is permitted to transmit, with the other two nodes listening on the
channel. On nod@a;, only ow 1 is ready for transmission, its rst frame is therefore sent and
acknowledged. At timé = 1, nodeng is permitted to transmit, it sends the only frame of. At
timet = 2, noden, is permitted to transmit. On this node, two ows are ready for transmission,

4and 3, as 4 has higher priority its single frame is transmitted. At timte= 3 noden; is again
permitted to transmit. Now both ows ; (1 frame remaining) and, are ready. As ow » has the
higher priority, its frame is transmitted. However, this transmission is not acknowledged due to
some assumed interference. The frame ptherefore remains in the bu er, to be re-transmitted
later. The dynamic schedule from this point is as follows. At titne 4, there is no transmission,
since nodeg has this transmission slot but no ready packets. At titne 5, noden; transmits
the single frame of packet ows. Attimet = 6, noden; succeeds in transmitting the frame of,
leaving only the second frame of,, which it is able to transmit at time = 9.

This simple example serves to illustrate the two level protocol of AirTight: static global scheduling
(use of slot tables) and dynamic local scheduling, based on priorities. This enables the protocol
to react to higher priority ows becoming ready, and re-transmission requirements caused by
interference.

3 RELATED WORK

In this section we consider wireless protocols that have been designed to give time predictable
behaviour, and protocols that take into account mixed criticality. For information on more general
purpose protocols the interested reader may follow the links fro®i]f

3.1 General Real-Time Protocols

WirelessHART [L7] was developed as an extension of the HART protoctd][designed for wired
communications in industrial automation and process control scenarios. The WirelessHART proto-
col extensions were intended to allow mobile devices to attain the capabilities of HART networks.
WirelessHART employs a time-division multiple access (TDMA) based MAC layer, with multi-hop
routes centrally planned and allocated by a sink which operates as a gateway between the wireless
network and external access network. A similar TDMA approach is advocated by Fir@BI\3H.

One notable aspect of WirelessHART is the avoidance of spatial reuse throughout the network,
with only one simultaneous transmission allowed at any time. Although frequency reuse is permitted
through the simultaneous use of multiple channels, simultaneous transmissions on any one channel
are disallowed 3. This avoids the problem of detecting interference patterns and allows the
network to be stabilised, but limits scalability and restricts the viable range of the network. In
addition, alternative routes are required in WirelessHART for redundant data transmission. By
comparison, our current work focuses entirely on avoiding faults via temporal retransmission;
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that is, holding transmissions within bu ers and making repeated transmissions of any failed
transmission after a delay.

Saifullah B3 presents several approaches for scheduling of multi-hop routing-centric wireless
networks built upon WirelessHART. Saifullah establishes that overall the wireless scheduling
problem is NP-hard, and then provides heuristics to simplify the scheduling decisions. The rst
of these, Con ict-Free Least-Laxity First (CLLRY schedules according to the laxity of the
transmissions, that is the time remaining until their deadlines. However, it guides the scheduling
process by focusing on con icts, scheduling rst in hotspot areas in which con icts are likely
(e.g. around the sink and congested frequently used devices). Flow set evaluation results show that
CLLF is several orders of magnitude faster in determining schedulability than exhaustive search,
although run time does increase with increased routing diversity. Saifullah et al. also present an
end-to-end delay analysis3f] for an application with xed priority ows, and extend this work to
the case of graph routing in34.

A very di erent approach for broadcast wireless communication is provided via Glossy, [
which attempts to simultaneously achieve time synchronisation as well as error tolerant commu-
nication via collaborative ooding of data packets. If time synchronisation is su ciently tight,
multiple nodes are able to receive packets and rebroadcast them simultaneously. Glossy therefore
uses spatial diversity to compensate for any localised faults; it has been successfully used as a
primitive layer to build network services such as LWR3J and Blink [44].

3.2 Mixed Criticality Protocols and Applications

Several papers have focused on mixed criticality in WSNs and CPS. Alemayehu taingider
mixed-criticality used for video transmission in a multimedia sensor network. The paper uses
di erent criticality levels for di erent resolution video frames, to provide graceful degradation under
errors by providing a low resolution alternative. They focus on changing criticality in response
to a reduction in overall network bandwidth, and can discard data in response to criticality and
priority to improve overall performance. An interesting contrast to our work is that the paper did
not use TDMA and a pure wireless topology but a hybrid CSMA/CA over 802.11, yet still achieved
end-to-end response time reductions.

Shen et al. 7] present the PriorityMAC protocol. The paper uses a concept of priority levels, but
their de nition overlaps with criticality the importance of reliable delivery from the application
perspective. It de nes four tra c types and requires windows at the start of every application
message for the two highest priority tra c levels to reserve capacity. Nodes must listen to these
windows and detect them as clear if they wish to transmit the two highest priority tra c types. This
allows dynamic adjustments in priority by allowing nodes with higher priority tra c to use slots
previously assigned to other nodes, but at the cost of channel capacity reductions. Moreover, their
analysis and evaluation only considers average-case latencies and does not provide a worst-case
guarantee.

Jin et al. P4 considers delay analysis for WirelessHART networks supporting mixed criticality
under xed priorities. An interesting aspect of their model is that they assume a global network
criticality level, and a broadcast mechanism to signal a criticality mode change similar to WPMC-
FLOOD p3 within a network-on-chip (NoC). However, they do not specify any low level router
behaviour to achieve the change, merely assuming the change takes a maximum de ned time. It
does not appear to use criticality monotonic arbitration, instead assuming that the LO-criticality
ows are dropped rather than bu ered, due to the low memory capacity of the devices.

StealRM 2§ is an alternative protocol which provides redundancy and is employed for HI-
criticality ows, with the transmissions of HI-criticality packets along two duplicate routes to
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The AirTight Protocol 1.7

protect against interference or damage to one copy. The algorithm centrally establishes schedules
for both the LO and Hi-criticality ows, but allows nodes to make the distributed decisions for
transmission of a HI-criticality ow in place of a LO-criticality ow when required. This is done by
means of a clear channel assessment performed by the radio before making every LO-criticality
transmission, which ensures that interference is avoided. Therefore, LO-criticality packets may
be destroyed when Hl-criticality packets require the resource, referred to as slot stealing. This
approach is similar to the approach of Shen et al. with PriorityMA&T], since it allows nodes to
request additional capacity dynamically.

Dimopoulos et al. 14 consider mixed criticality systems, speci cally for smart building infras-
tructure. One interesting aspect they mention is the potential use of SDRs (software de ned radios)
in the implementation of CPS, in order to present more adaptability in the behaviour and protocols
employed. In nodes with more resources than conventional WSN motes this may be a viable
solution. They also consider mixed criticality in wireless systems to require levels of autonomous
management in di erent regions, contrasting with the implicitly centralised management and
routing-centric designs required for WirelessHART (and assumed in the extensive scheduling
studies performed in33).

Xia [4]] extends the slot stealing mechanism as a way to handle additional emergency tra ¢ in
industrial CPS, potentially including alternative routes for emergency tra c. Although, since it
does not inform the entire network of the emergency via a functional mode change, it cannot free
up additional processing to handle the fault/emergency by stopping unnecessary LO-criticality
tasks. Xia fi(J considers EDF scheduling in a mixed criticality CPS, incorporating di erent routing
strategies per criticality level. Graph routing is activated on a mode change in order to enhance the
path diversity, and analytical techniques consider the demand bounds at intermediate nodes. The
evaluation considers schedulability parameters but does not consider the impact of temporal faults
upon the system. Recently, multiple-input multiple-output (MIMO) antenna technology has also
been applied in mixed-criticality CPS3§] in order to provide additional capacity for HI-criticality
ows at bottlenecks. Although shown to improve schedulability performance, the requirements for
some heterogeneous hardware (MIMO) nodes would be an additional installation cost.

3.3 Comparison of AirTight To Reviewed Protocols

Compared to the WirelessHART protocdl 1], AirTight provides simplicity under increased fault
conditions due to the ability for the nodes to make entirely local decisions, without requiring global
scheduling of all network ow transmissions. The same applies to scheduling techniques such as
Saifullah's CLLF35 which are built upon WirelessHART. Protocols built upon Glosgyf, such as
LWB [13 and Blink [44] require very tight time synchronization for physical layer transmissions
to the level of inserting NOPs in system code to ensure correct timing, adding implementation
di culties compared to AirTight. Also, since every packet has to be ooded through the network,
utilisation would be much lower than in a highly peer-to-peer system incorporating AirTight.

Jin[24 incorporates a network broadcast criticality change, which requires a global change. Other
works [25 37 require speci ¢ radio hardware support, in the form of channel clear assessment or
listening detection in particular slots. Compared to the units evaluatedlifi [ AirTight does not
require software de ned radios and is capable of functioning upon commaodity devices with xed
radio transceivers. Xia et al4fl] does not incorporate mode changes so cannot free up additional
processing to handle the fault situation by stopping LO transmissiod$} fonsiders schedulability
parameters but does not consider the impact of long-lasting temporal faults. Comparetjo [
which requires MIMO antennas and P} which relies upon SDRs, AirTight is capable of functioning
upon existing commodity devices with xed radio transceivers.
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In summary, by comparison with the above approaches, AirTight is the rst mixed criticality
wireless protocol that incorporates completely local scheduling decisions, and which delivers
time-bounded performance that is sensitive to whatever fault model is deemed appropriate for the
system under consideration.

4 FAULT MODEL

A wireless network, even in a protected domain, will su er interference that will result in some
packets being corrupted. A predictable network can only be derived and analysed if there is a bound
on the level of interference su ered by each node in the system. This bound is usually expressed
as afault model If the level of interference is no worse than that implied by the fault model then
temporal guarantees can be made. The quality of the fault model can itself be modelled using a
probabilistic estimate of the likelihood of exceeding a given fault severity during, say, an hour of
operation P]. With mixed-criticality systems the required quality will vary with criticality; so for a
LO-criticality transmission the fault model may bound the number of deadlines misses to be no
more than 1 in 1000, for a HI-criticality transmission this number may be extended to 1 in 1,000,000.

In general a node will su er interference from a number of di erent sources. Each source will
produce a pattern of interference. Moreover, in a geographically distributed network each node
will experience di erent levels of interference from di erent sources. To model a particular node's
(nk) level of interference we needfault load functionF,. This function, when given an interval of
durationt, will return the level of interference assumed by the fault model for this node at criticality
level,L; i.e. the function is de ned a&y'L;t°. As the basic time unit in the analysis model is the
duration, S, of a single slot, both andF, are represented as an integer multiple &f

We note that the fault model is always assumed to be more severe for HI-criticality packets than
for LO-criticality packets. Hence we require that:

8t;8nk : RAHI e RAILO;tO
The functionF, can be decomposed into a combination of fault load functiohg for each of
thew sources of interference:

whereG, is a criticality-speci c application-de ned means of combining the di erent sources of
interference.

So, for example, for LO-criticality packe@ o may be de ned to be thev/AX operator, and
hence at this criticality level the node is assumed to only su er interference from one source at a
time but the maximum possible single level is used to de . For HI-criticality packetsGy,
may be de ned to be the&sU Moperator, and hence all sources are assumed to contribute their
maximum levels a situation that may be impossible as interference is not cumulative.

The most straightforward way of representing a single source of interferefices via a duration
and a frequency. So a single corruption could cause a blackout for dur&fib?) with the minimum
time between faultsT?1L°, Note these parameters are functions of criticality level and are measured
in units of S. A single source of interference could, for instance, be modelledthyr = 4,

TP .O° = 100btHI° = 6,TP1H|° = 80: for LO-criticality transmissions this interference is assumed
to last up to 4 units of time and repeat every 100 units; but for HI-criticality transmissions a more
severe view is taken, the blackout can last 6 units of time and repeat every 80 units.

For an actual deployment of AirTight various signal processing schemes (for example Fourier
Analysis) are available that allow the overall interference experienced at a node to be decomposed
into component sources de ned by these two parameters. These are statistical methods and hence
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The AirTight Protocol 1.9

the parameters derived are a functions of the level of con dence required. Higher levels of criticality
will require higher levels of con dence and hence more conservative parameters will be obtained.
In this paper we do not address further this analysis of actual interference, rather we assume
that by the time an implementation requires analysis the necessary fault load functions have been
obtained. All that the analysis requires is thitL;t° is de ned for all time intervalst, all nodes
ny and for each criticality level in the system, and thgt'L;t°is a monotonically non-decreasing
function oft. (Note that the analysis for the AirTight protocol developed in this paper (Sectidns
and?7) considers dual-criticality systems). In future, it could potentially be extended to multiple
criticality levels, as has been done with the analysis for task§ [

5 THE AIRTIGHT PROTOCOL
In general a wireless network can be characterised by a number of properties:

Single-hop or multi-hop (i.e. is the communications graph fully connected?).
Single-domain or multi-domain (i.e. is the interference graph fully connected?).
Single-channel or multichannel.

In this rst journal paper on AirTight we focus on multi-hop, single-domain, multichannel
networks. The extension to multi-domain does not introduce any fundamental issues, but requires
a more complicated construction for the slot tables.

The protocol has three main phases:

(1) The construction of the slot table. This is derived from the requirements of all the packet
ows on all the nodes. The table is communicated to all nodes during system initialisation.

(2) The run-time local scheduling of ows. Each node will, independently, make use of the
slots allocated to it. This will take account of priorities, errors, and re-transmissions.

(3) An adaptive system will, over time, look to modify the slot table for example there could
be free slots that nodes compete for, or unused slots that are reallocated, or potentially the
complete table could change due to a system mode change.

Analysis is used on each node to check for packet ow schedulability. This requires knowledge
of the slot table; however, the structure of the slot table is itself a function of the schedulability of
all nodes. In Sectiod we rst derive analysis, assuming a known slot table, and then show how the
slot table can be constructed with a simple heuristic. We then make use of a search-based algorithm
(a GA) to: construct (near-optimal) slot table layouts, cover all required routing decisions, and cater
for multichannel systems. The third phase (adaptation) is left for future work.

A schedulable AirTight network behaves as follows:

If there are no faults experienced by the system then all packets will meet their deadlines.
If the faults experienced by the system are no worse than that implied by the LO-criticality
fault model then all packets will meet their deadlines.

If the faults experienced by the system are no worse than that implied by the HI-criticality
fault model then all Hl-criticality packets will meet their deadlines.

If the faults experienced by the system are worse than that implied by the HI-criticality
fault model then each node will apply a best-e ort approach. The faults are deemed to be
beyond the level at which guarantees can be provided.

Following the behaviour of mixed criticality task scheduling][ three modes of operation are
de ned. Each node is, independently, in either LO-criticality, Hl-criticality or Best-E ort mode. In
the LO-criticality mode all of the node's packets are sent and they are delivered by their deadlines.
If the LO-criticality fault model is exceeded, then the node moves to HI-criticality mode. In this
mode, LO-criticality packets are abandoned (or moved to local background priority); however,
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all Hl-criticality packets are still delivered by their deadlines. If the HI-criticality fault model is
exceeded, then the node moves to Best-E ort mode. At any time that the output bu ers of the
node are empty the node can return to LO-criticality mode. (This is equivalent to the return to
LO-criticality mode on an idle-tick in task scheduling).

It is possible to consider an alternative approach for HI criticality tra ¢ in addition to best
e ort. In this alternative model, a given number of faults upon particular ultra-HI criticality tra c
ows can trigger a network-wide change to UH (ultra-HlI criticality mode). In this approach, an
alternative delivery protocol is used for this UH data to give an increased probability of delivery to
the destination. This idea has been explored &i][but is not considered further in this paper.

Usually with distributed systems it is assumed that the packets inherit signi cant release jitter
from the variability in the completion times of the tasks that generate them. This jitter can then be
factored into the response-time analysid][ Here we apply a protocol that eliminates release jitter
while not extending the worst-case overall (i.e. end-to-end) response-titip Release jitter is
eliminated by the following protocol which is applied to all frames of all packets. For clarity we
describe its application to a single franfeof a single packet ow ;. The timeq when framef of
the rst packet of packet ow ; is received by nodey is recorded. When at a later timethe node
receives framd of the next packet of the same packet ow, then: (ixif g+ T;, then the frame
is immediately eligible for onward transmission oy, andq is set tot; (ii) if t < g+ T;, then the
frame is held (i.e. delayed) and is not eligible for further transmission along its routebyntil
time g+ T; is reached. At that poing is set toq + T;. The same process is repeated for subsequent
frames of all packets of that ow. This protocol also applies to frames received by the source node
from the sending task, with the initial maximum jitter due to the sending task (i.e. its worst-case
response time) deducted from the end-to-end deadline. The e ect of the protocol is to eliminate the
interference e ects of jitter, and thereby improve schedulability.

6 BASIC AIRTIGHT ANALYSIS FOR ONE CHANNEL

The starting point for the analysis of a complete system is a set of single-hop packet ows with
Destination and Source nodes directly linked in the communications graph. In other words, all rout-
ing requirements have been met by the addition of intermediate ows passing between connected
nodes (we revisit this issue in Sectiéh3. We also assume local priorities have been assigned to all
packet ows (an optimal assignment can be obtained by applying Audsley's algoritBin [

For any particular phase of the analysis the slot table is known. It has durafign(measured in
slots). Each node has one or more slots within the table; let this allocation be representgd b4
have (note, as beford is the number of nodes in the system):

0]
q = TsL
i2N

The required analysis is obtained from adapting three schemes/notions:

Modelling the impact of faults by a fault load functioR('L;t°), which gives the maximum
number of failed slots for criticality level in timet for noden.

Basic xed-priority analysis for mixed-criticality task scheduling using the AMC ap-
proach {].

Modelling the supply function $X°), the maximum time which the slot table can take to
supply X slots to the node.
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6.1 AMC Analysis for AirTight

AMC analysis was originally devised for a collection of tasks and exploits the fact that the load
on the system is lighter during the LO-criticality mode, and the fact that LO-criticality tasks are
dropped once the system transitions to the HI-criticality mode. With task scheduling the load is
less in the LO-criticality mode as tasks have smaller worst-case execution time estimates in that
mode Bg. When analysing packet ows, this is not the case (although the model could easily be
extended to include this). Rather it is the fault load that is lower in the LO-criticality mode. This
allows us to de ne response-time analysis for each packet owpn nodeny. In the LO-criticality
mode: ~

o
RILO® = G +RILORILO® + RO ¢ (1)

T.
j 2hpti© J
wherehpti®is the set of all local (i.e. also transmitted by nodg on part of their route) ows with
priority higher than that of ;. In the HI-criticality mode:
0 1o O  Rucr
RIHIC = G + ReHERHI® + AL R
| 2hpHti© J « 2hpLti©

— G ©
wherehpH?li°is the set of local HI-criticality packet ows with priority higher than that of ow
i; andhplLti®is the set of local LO-criticality packet ows with priority higher than that of ow
i- NoteR tHI°is only de ned for packet ows of HI-criticality. (Note all quantities in the above
equations, including; 1LO° andR, tHI° are measured in units of the slot lengt).

6.2 Suicient Analysis for AirTight

The above analysis assumes that the required resources (the slots of the slot table) are always
available for the node under investigation. This is a valid assumption for tasks executing on a single
processor, since the processor is always available. With AirTight the slots are not as readily available.
Indeed, as few as one Ty slots may be all that is available for the node under investigation.

We therefore represent the availability of slots as a supply functi§®X°, de ned as follows:
Given a slot table of lengthis| indicating the node that is permitted to transmit in each slot, the
supply functiors,X° for nodeng returns the maximum number of slots that could elapse in a
repeating static cycle of the table (starting at any point) befdteslots allocated to nodey occur,
and hence node, could transmitX frames.

Equation () is now split into two parts:

(e} 10
X =G +Ruosxe+ g ©)
j 2hpti© J
with
R1LOC = §1X° 4)

The equations are solved via xed point iteration in the usual way, starting with an initial value of

X of G;. Iteration continues until either the value of converges, in which cadg !LO° gives the

worse-case response-time, BrtLO° exceed®;, in which case the packet ow is not schedulable.
Similarly equation £) becomes

(@] 1} 0 O 1
X = G + ReHESAX™ + S G 2, 5)
| 2hpHeio y 2hpLiie 'K
with
RtHI° = §*X° (6)
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An example of the application of this analysis is given in Section

A number of di erent formulas forS1X° are possible. When nod® has only one slot in the
table g = 1) then it must be assumed that the worst-case possible phasing between this slot and
the packet ow under consideration occurs. This implies that a frame of the packet ow arrives just
after the slot has been assigned to a lower priority packet, or indeed a null or background packet is
assigned. Hence there is a "blocking time' of 1 slot. Minor clock drift is also accommodated within
this blocking term.

If no internal structure for the table is known then a su cient model for the supply function is

0= 1+ = Tal @)

So, for example, if the table is of length of six and a node has one slot within the table, then the
supply function returns 7 fo1St1°, 13 forS'2° and so on. Similarly if the node has two slots in the
table, then its conservative supply function &1° = St2° = 7,S'3° = S'4° = 13. If the internal
structure of the table is known, then a less pessimistic estimate is possible. For example, the two
slots cannot both come at the end of the table, so an improvemestisd= 6,520 = 7,513° = 12,

SH4° = 13 etc. Moreover, if the table is known to have allocated the two slots to positions (1 and 4,
or 2 and 5, or 3 and 6) then the supply function beconf&g® = 4,520 = 7,S'3° = 10 etc. This

latter supply function dominates the more pessimistic ones, since it provides the same number of
available slots in the same or less time, for any number of required slots.

7 MULTICHANNEL ANALYSIS
7.1 Alnity Set Basics and Structure

In a single-channel, single-domain network in which the interference graph is complete, only
one transmission node can be active during a slot. Increasing the number of available channels
clearly increases the capacity of the network, by permitting simultaneous transmissions using the
additional channels available. There is another mechanism by which adding multiple channels can
improve the overall performance of the algorithm, however. This involves partitioning the ows
within the owset so that each is restricted to transmission on a speci ¢ subset of channels. This
approach is inspired byl9. An a nity set is a mapping which given a ow ; returns a non-empty

set of channel€) which the ow may use.

The key bene t of this is to reduce the size of the sets of higher priority ows using the same
channels that need to be considered during analysis. However, the multichannel a nity sets may
in some cases reduce performance. If a node has to send its transmitted ows on di erent channels,
then it will require additional transmission slots on these channels (together with its receivers
having to listen on these channels). Therefore, we will consider the optimisation of these a nity
sets during our experimental work.

This concept of channel a nity also involves modifying the AirTight protocol so its transmission
decisions for a slot assigned to a given channel Y, choose the highest priority ow that has a nity
for channel Y. Of course, when a node makes a mode change, only a Hl criticality packet with
suitable a nity can be considered for transmission.

7.2 Multichannel Analysis (MCA)

In the multichannel analysis, xed point iteration is used in a similar way to the SCA case. A key
di erence in considering the slot allocations is that in MCA a distinct supply functi&m,tX; Q°is
used. This supply function is de ned as follows. Given a slot table of lenfigh indicating the sets

of node-channel pairs that are permitted to transmit in each slot, sugply functiorS M, 1X; Q°
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for nodeny, and a set of channelg, returns the maximum number of slots that could elapse in
a repeating static cycle of the table (starting at any point) befirelots occur where nodgy is
permitted to transmit on some channel iQ.

A further di erence is that only the higher priority ows that share a common channel in their
a nity sets need be considered. Therefore, modi ed sdipA , hpAH andhpAL are used in the
analysisthpAli°is the set of all local ows with priority higher than that of ; sharing any common
channel in their a nity sets with ow ;. hpAH?i° is the set of local HI-criticality ows with
priority higher than that of ow ; that share any common channel in their a nity sets with ow
i . Similarly,hpALti°is the set of local LO-criticality ows with priority higher than that of ow
i that share any common channel in their a nity sets with ow ;. The response-time analysis
becomes: ~

O SM.1X: 0Q°
X = G + RO SMIX; Q% + M G (8)
j 2hpAti© !
RILO® = SMIX; Q° 9)
O SM(leO
X = G + RMHIESMIX; Q™ + — — G
j 2hpAH?© ]
O R 1LOP (10)
+ T K
« 2hpALt© k
RMHI°= SM3X; Q° (11)

8 HEURISTICS FOR CPS SCENARIO SETUP

In order to design a system using the AirTight protocol, it is necessary to specify slot tables, channel
a nity sets (if using a multichannel network) and routes (if needing multihop routing). Although

this design space can be explored with search and optimisation techniques, it is better to have
constructive heuristics as a starting point. In this section we rst de ne simple heuristics for
generating slot tables, multichannel a nity sets, and routes in a owset incorporating multihop
routing. This step is later used as a basis for evolutionary enhancement during a GA search process.

8.1 Slot Table Heuristic

Consider a owset with multihop routes de ned for its ows. The route for ow; consists of
H hops fromng;¢ t0 Nges, With Nges being the destination node that only receives and does not
re-transmit packets of the ow. The utilisation load that ow; imposes on all of its transmitting
nodesn 2 fngc; : : :Ngesd can be determined from the ow's capacity (maximum packet size) and
its period.
=G
=7
The total utilisation for nodeny , U Tx) is the sum of all the utilisation values for all ows transmitted
via the node.

Now it is necessary to convetd Ty into a slot count which can be used in the analytical techniques,
i.e. substituted into the value @y in equation (). This is done by rank-ordering all non-zero node
utilisations and converting them into an integer slot number via the following relationship. The
highest 25% of utilisations receive 3 slots, the next 25% receive 2 slots and nal 50% receive 1 slot.
Of course, nodes that do not engage in transmission (those with zero utilisations) receive zero slots.

Ui (12)
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8.2 Ainity Sets Heuristic

When performing multichannel scheduling, a simple approach for specifying initial channel a nity

sets (as speci ed in Section.]) is to assign each ow to a xed channel throughout its route.

This assignment is performed in a round-robin fashion. For example, @us assigned a nity to
channeli mod K, whereK is the number of channels. For example, with 3 channels, ows 1, 4, and

7 are assigned to channel 1. This serves to separate out the interference sets and thereby reduce the
interference between ows.

8.3 Routing Heuristic

In general routing must be addressed as part of the mapping of an application to the available
hardware, since it in uences how intermediate nodes need to forward tra c, and therefore the loads
experienced at these nodes. Several approaches have been used for route determination in systems
derived from WirelessHART, which generally incorporate graph routing to/from a sink node; for
example Han graph routing4(, Zhang graph routing 24, and Q-learning route constructionJq|.

Here we, initially take a simpler approach, since we are assuming a static industrial application with
peer to peer tra ¢, in which the topology remains constant and routes can be pre-programmed. In
Section10we describe in detail the use of a genetic algorithm to construct the tables. However,
unlike in the Q-learning routing scheme just mentioned, the GA approach is applied prior to
deployment, and only the best multihop route for each ow resulting from the optimisation process
is used in the deployed system The interactions which come as a result of varying the routing and
scheduling will be considered in future work. Hence:

(1) The shortest route between Source and Destination is chosen (an arbitrary choice is made
if there is more than one route with the same length).

(2) The deadline of the packet is partitioned between each hop of the route, and local priorities
are assigned to the ows transmitted by each node by applying Audsley's algoritBm [

(3) Response times are computed for each hop and summed to obtain the end-to-end response-
time that is then compared with the end-to-end deadline.

(4) Initially the packet deadline is divided equally between the hops, if any hop is unschedulable
(i.,e.R > Dj)itsdeadlineisincreased (R, but not exceeding;) (while others are decreased
whenR < Dj).

Clearly this is a non-optimal approach, although the heuristic does account for "busy' nodes by
allowing them to have more slots in the table.

9 ILLUSTRATIVE EXAMPLE
9.1 An Avionics Use-case

A good example of the potential deployment of a wireless communication media is within an aircraft
engine for the purposes of active health monitoringj. Figure2 shows the communication graph
for a 25-node wireless network inspired by a possible engine monitoring systnit[is clear that
the topology of this example is a 5-node subsystem repeated 5 times. In total this network has 55
packet ows mapped to the 25 nodes; 25 of these ows are de ned to be of Hl-criticality and 30 of
LO-criticality.

We will use the 5-node subsystem to illustrate the analysis associated with AirTight. The 5-node
subsystem was also used in a prototype implementation of the protocol. This implementation

2The prototype implementation is based on IEEE 802.15.4-compliant node hardware (the Iris XM-21102#hdesn
ufactured by Crossbow Technology) and the TinyOS version 2 operating systéha obtained from the development
repository in July 20171Q.
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is described in detail in a conference papé&t &nd therefore is not covered here. In addition to
the implementation, a protocol-accurate simulator for AirTight has been produced and validated
against the prototype.

Fig. 2. Communication Graph of a 25 node Health Monitoring System

9.2 Example of Analysis

In this section we give an overview of single-channel slot table construction for an example 5
node network. Later we extend it to the multichannel case, showing how the provision of a second
channel can provide more capacity without increasing the table size.

9.2.1 Single Channel Analysisthis section we analyse a simple ve node example which is
motivated by the subsystem identi ed in the avionics use case (as illustrated in Figurehe 5
nodes (which are the central group in Figug are depicted in Figuré and form a star topology:
n;n2$ ng$ ng; ng Song can communicate directly with all nodes; bat, for example, can only
communicate withn, andng, and not withns or ng. However, we assume conservatively that the
interference graph of the system is complete such that all nodes may potentially interfere with
each other, even though they may be out of range for intelligible communication. Therefore, we
do not allow noden; to transmit ton, at the same time as3 transmits tons. We use periods and
deadlines that are 1/5 of those of the larger example as this allows the tightness of the analysis to
be illustrated. It also means that the full 25 node example is schedulable if this subsystem is.

Fig. 3. Diagram of the nodes and communicating packet flows

There are nine end-to-end packet ows of two criticality types. Two packet ows must be routed
through ng; these are accommodated by simply, for this example of the analysis, dividing the
deadline in two. This results in the eleven packet ows that are given in TablgvhereP is the
local priority, with 1 being the highest).

For this simple example we assume a single source of interference; the fault model is de ned as
follows:
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(1) Forb = 5andT® = 100, all deadlines must be met

(2) Forb = 15 andT® = 100, the deadlines of all Hl-criticality ows must be met

(3) Forb > 15 and anyT® < 100, best e ort send Hl-criticality packets when possible,
perhaps using a secondary parameter (importance) to order local access.

If we start with a table of length 5 with all nodes having a single slot theq ny, n3, andng
are schedulable, burty is not; with ng having two slots then all nodes are schedulable. Worst-case
response times are given in Table These invariably occur following faults of the worst possible
magnitude (as de ned by the fault model). Note that no assumptions have been made about where
in the table any node's particular slot(s) are actually positioned. We use a simple formulation of the
analysis, the supply function for all nodes apart framgis 1 in 7, 2in 13, 3in 19 etc. Fogitis 2 in
7,4in13,6in19,8in25,10in31and 12 in 37.

To give an example of the analysis; considgmwhich is the lowest priority packet ow on node
No. It is a Hl-criticality ow but rst its worst-case response-time in the LO-criticality mode must
be computed. Using equation3)@nd ¢) we initially haveX = 3 andRsLO° = 13. Now equation
(3) becomes:

X =3 +KWL0; 12+ %6 1+ &4 1

FsLO; 13 s 2, since one table is corrupted within which there are two slots, heKdeecomes 7
andRs'LOP = 25. At this point, iteration has converged, as the valueXofloes not change when 13
is replaced by 25.

To computeRs!HI° we can start with a value of 25 (sindgHI° R/ 1LOP) so equation %)

becomes:

25 25
=3 + KHI; + — 1+ —
X =3 + KHI; 28 6 1 641

The fault load,5tHI; 29 is now 6 (three tables corrupted), 30= 11 andRs!H1° = 37. Another
iteration gives:
37

25
=3 + KHI; + — 1+ —
X =3 + KHI; 3P 26l 641

which is again 11; s&s'HI° has converged to 37. Note the interval for interference from the
LO-criticality packet ow g is capped at 25, which is the response-time gfn LO-criticality mode
(i.e.RstLO).

(Note that a blackout of length H(= 5) can only a ect one table of length 5. This is because
the table is a simple repeating static cycle that can be assumed to start at any point, including
synchronised with the blackout).

9.2.2 Example of Table Construction for Multichannel Netwoekmultichannel network it is
possible to reduce the length of the slot table, by making use of parallelism in the network. For
simplicity we will here concentrate on the introduction of a second channel to the example network.
If the network was as shown in Figuréthen there would be no bene t from multiple channels,
since the network is su ciently small that no two nodes can be transmitting simultaneously. For
example, nodes 1 and 3 cannot be allocated slots on channels 0 and 1 simultaneously, since node 0
may be required to receive a packet from both simultaneously.

However, consider the modi ed scenario depicted in FiguteTwo new nodesis andng are
introduced into the network, together with ows 1,and 13. If nodesns andng only require a single
transmission slot, it is possible to allocate nongs transmission slot on the alternate channel in
parallel with the slot of noden; on the original channel. Similarly, nodes can be allocated on
the alternate channel in parallel with nod& on the original channel. Therefore the table length
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Name| From| To | Criticality | T | D |[C|P | R
1 ng | n LO 30130|2|2]|25
2 ni No LO 260 13(1|1]13
3 n2 | Np HI 40|140| 1] 2|31
4 n2 | Np LO 13113/ 1|1/|13
5 No N4 HI 38|38 33|37
6 no | ng LO 2613|1113
7 No | N1 HI 64132 1|2]|31
8 N3 | Na LO 32( 141|113
9 ns | No HI 6432 1]2|31
10 n3 No LO 3213212 |3]|31
11 Ny No HI 40|40 2| 1|31

Table 1. Example, Parameters and Response-Time Calculations For Single-Channel (SCA)

Fig. 4. Diagram of the nodes and communicating packet flows (multichannel alternative scenario)

would not increase over the original scenario depicted in FigGre

10 CONFIGURATION OPTIMISATION USING A GENETIC ALGORITHM

In Section3, heuristics have been de ned for a number of factors in the design space, speci cally the
slot table size, channel a nity sets, and routing from source to destination for multi-hop data. These
provide a basic intuitive approach for con guring a system, but may not be optimal for a particular
con guration. However, the schedulability problem is complex with a number of interactions.
For example, adding additional transmission slots increases capacity available for a particular
node, which could make a particular ow schedulable, but could also impact schedulability for
another ow by lengthening the table. In addition, multichannel usage or modi cations to channel

a nity sets may reduce interference from higher priority ows, but it could also require additional
transmitting and listening slots on another channel. These non-obvious interactions motivate the
use of a search-based optimisation framework for con guration of the AirTight protocol.

10.1 Genetic Algorithm Structure

We follow a schedulability-driven GA model that has been successfully used in the optimisation
of networked real-time systems3[J. In our implementation, the GA operates by evolving all
population of chromosomes encoding slot table allocations. The initial population is created using
the heuristics described in Sectiéh Selected chromosomes are then modi ed via the operations
of mutation and crossover in order to produce variations in the slot allocations. The quality of
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No N1 | N2 | N3|Ng| N5
0 (3|2 |0 1|1

Fig. 5. An example slot allocation count vector for a 6 node network with the single-channel GA. Elements
give the number of slots for the node indicated in the header.

these allocations is evaluated by testing the schedulability according to the owset equations in
Sectionss.2and 7. If the candidate solutions improve the tness, then they are integrated into
the population. The chromosomes with the lowest tness are removed from the population. This
process is repeatedly for a number of generations" that results in a progressive re nement of
the population towards successful schedulability. It terminates successfully when the population
includes at least one slot allocation that enables full end-to-end schedulability of the owset, or
unsuccessfully if such allocation is not found over a customisable limit to the number of generations.

10.2 Single-Channel GA

Within a single channel AirTight system, the only consideration for a node is whether it is currently
transmitting upon a particular slot. Given the assumption that all nodes are line powered, it is not
necessary to optimise duty cycles and idle states, and thus all nodes which are not transmitting can
be assumed to be listening on the single channel.

The GA for the single-channel system takes as input the number of network nodes and the
owset (which also informs it of which nodes are sink-only and which are active). We chose to
structure chromosomes as an integer vector (commonly used in many GA implementatid)s [
where each element represents the number of slots in the table allocated to a particular node
(depicted in Figure). Sink nodes do not need any transmission slots, therefore it can be assumed
that the allocation vector element representing them is zero. The table size can be computed as the
sum of the allocation vector, and thiagh element gives the value @f to be used in the analysis.

The initial population is as de ned by the heuristic slot table generator but with some additional
random variation in order to provide diversity in the population. Every node that is needed for
transmission has the number of slots required by the heuristic plus an additional randomly selected
number (which may be zero).

Evolution across generations is a result of mutation and crossover operations, which are random
in nature. The mutation operation consists of varying elements of the slot allocation vector, by
incrementing or decrementing the slot allocation. It is obviously unnecessary for nodes that only
receive to have a transmission slot, and therefore vector values for these nodes remain at zero
during mutation. During a mutation allocatioMc nodes with transmission ows are chosen to be
altered, and for each node, the number of slots allocated is incrementdd My; My +1:::Myg.

One-point crossover is performed upon two chromoson®&sandG; of length N by selecting
a random crossover point in the table structuveand creating a new vector by combining the
elements fromG 0% :Gpw YValnd >Gosw + 1v4:GooNVala

The tness function is computed by executing the analysis as described in Seétigrand
returning a number indicating the proportion of ows which are schedulable within the owset,
for each level of criticality.

10.3 Multichannel GA

For a multichannel AirTight system, the scheduling and optimisation problem is more complex
due to the requirement to consider receiver listening and correct channel tuning. A receiving node
must be tuned correctly to the channel that its intended transmitter is using in the appropriate slot,
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Channel{ng [Ny | n2 | n3|ng|ns
Co 0|1 |0]|0 1|0
C 0|12 |0 0|1
C 0|0 |0 |0 |11

Fig. 6. An example slot allocation count vector for a 6-node network for the multichannel GA on 3 channels.
Elements give the number of slots on the channel for the node indicated in the header

otherwise the transmission will fail. Therefore, the optimisation process must solve at least two
partially independent but connected problems: rstly, determining the allocation vectors giving
the number of slots to use on each channel, and secondly determining an optimal packing of these
slots to meet channel activity constraints (for example that a node can only perform one action at a
time). There is a third dependent problem, which is determining the a nity sets for the nodes. It is
also possible for the GA to determine the a nity sets, which may improve performance either by
reducing interference or enabling a smaller table size. This will be explored within the experimental
section.

Like its single-channel counterpart, the GA for the multichannel system also takes as input the
number of network nodes and the owset. In addition, it requires channel a nity sets, which de ne
the channels which a ow can use for transmission (as described in Secti@nFrom those inputs,
it then builds active node peer sets (i.e. the sets of all receivers for a given transmitter node).

To accommodate the multichannel alocation problem, chromosomes are structured as a 2D array
representing the number of slots allocated to the nodes over each speci ¢ channel, as illustrated in
Figure6. Rows represent the channels and the value in each column represents the number of slots
allocated. Therefore, a particular element gives the integer count of all slots on the given channel
for a particular node. Mutation is performed in a similar manner to the single channel GA, varying
the table elements to increment and decrement the channel allocation count. One-point crossover
is again applied by copying part of the node assignments from the source vector and another from
the second.

The tness function consists of the proportion of the owset schedulable under the multichannel
scheduling equations given in SectionZ, for each level of criticality. The only complex operation
is the computation of the table sizes, which is more complex than the single channel SCA approach.
This is because the table sizing corresponding to a multichannel allocation array depends on the
particular parallelism obtained. Bounds can be established such that the theoretical minimum table
size for a channel allocation is the maximum sum of slots required on any channel. The theoretical
maximum table size is the sum of allocations on all channels, and represents the case in which
there is no transmission parallelism possible and the situation degenerates to a single channel used
per slot (as in the small case study of Figuie To determine an exact table size corresponding to
the current multichannel schedule vector, schedule packing is performed as described in Section
10.3.1

10.3.1 Schedule Packigthe schedule packing problem, the problem is to determine a packing
for the schedule allocations required which minimises the table size while meeting all the following
constraintsSPG:

SPG: A node must only perform a single action on a single channel during a slot. This is
due to the assumption of nodes only having a single channel radio.

SPG: All potential receivers of a node must be tuned correctly to receive from it during
its transmission slot(s). For example, if nodgtransmits data ows to receiversz and
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ng, then both nodes; andng must be listening during all of node;'s TX slots; it is not
possible to reassign node, to another channel. This is because natiemust be free under

the AirTight protocol to make its local decision as to which packet to send.

SPG: A node may not be allocated so as to receive from more than one transmitter
simultaneously, even if they are on the same channel. This is because transmission decisions
are decentralised, and two nodes may decide to transmit at the same time, which would
cause a collision at the receiver.

SPG: In this paper we make an additional assumption: the single-domain constraint. This
is an assumption that the interference graph for the topology is complete, so there can
only be one transmitter active on a particular channel during any slot. This is similar to
the assumption conventionally employed in industrial applications of WirelessHART. [
This is a stronger condition thaBPG.

The algorithm that constructs the schedule table proceeds as follows:

Inputs (I11) The slot allocation count vector, illustrated in Figusewhich gives the number of
slots required for each node-channel combination. (12) The set of potential receivers for every
transmitting node-channel combinatioRCMT X,,; Ch°. This is determined from the set of ows

and their channel a nity sets.

Outputs (O1) The schedule table.

IntermediateA channel tracking vector is used to track the use of channels in the current slot. All
channels are set initially to free.

1. The current slots = 0, representing operation on the rst slot of the schedule table. The schedule
table is initially empty.

2. All channels in the channel tracking vector are set to free.

3. The slot allocation count vector is scanned for an element (nbAg, channelCh) with a non-
zero value that meets the following constraints: (i) the nod¥, is free in slots of the schedule
table; (ii) all of the receiving nodes required (i.e. in the B&E\AT X,,; ChP) are also free in slo$
of the schedule table; (iii) chann€his free in the channel tracking vector.

4. If no element is found that meets the above constraints tlsen s+ 1 and control returns to step
2. Otherwise, for slos in the schedule table, nodeX, is set to transmitting on channeCh, and
all its potential recipients in the seRC\T X,,; CH° are set to listening (td X,) on channelCh.
Further, the entry in the slot allocation count vector for nodeX,, channelChis decremented,
and channeChis set to used in the channel tracking vector.

5. If all elements of the slot allocation count vector are zero, the algorithm terminates, withL
as the size of the slot table. Otherwise control returns to step 3.

Note that the algorithm terminates since it adds slots to the table until all of the entries in the slot
allocation count vector have been decremented to zero. (Each time a slot is added, at least one entry
is decremented).

10.4 GA Optimisation Of A inity Sets And Slot Tables

The heuristic for constructing a nity sets was de ned in Sectiof.2 However, it may be possible
to improve performance by allowing the GA to mutate a nity sets during its optimisation process.
The overall approach in this case is based on the multichannel GA described in Sé¢tign

with the following modi cations:

The genome is structured as a pair containing both the slot table allocation array and the
a nity sets. An initial population is de ned which begins with both of these calculated
using the heuristics de ned in Sectiof.
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During the mutation operation, the initial population is modi ed by altering either one of
the slot table or the a nity sets. Mutation of the slot table is as described in the general
multichannel GA in Sectiori 0.3 Mutation of the channel a nity sets consists of selecting
a ow and randomly either adding or removing a particular channel from its a nity set.

11 EVALUATION

This section contains experimental results showing the performance of the various analytical
schedulability equations on tables constructed via the set of heuristics, and the results of improve-
ment of schedulability using genetic algorithms.

11.1 Evaluating Heuristic-based Configurations

In order to test the schedulability properties of the various analysis techniques independently of
GA performance, the heuristic is used to build slot tables that serve as a baseline. This will lead to
some ows hot being schedulable, since it may construct larger tables that lead to deadline misses
during the iterative analysis algorithm. However, it provides capacity to each node based upon
their loadings, as described in Sectiérl. For MCA, channel a nities are assigned as described in
Section8.2 Then, in order to exploit parallelism inherent in this owset, the schedule packing is
performed using the algorithm described in Sectibvf.3.1

The experimental procedure in this section generates owsets, according to the distribution
parameters given in Tablé. Four di erent experimental con gurations are used in the generation
of these owsets, con gurations A to D. These con gurations have various values for the proportion
of HI criticality ows, and, in the analysis used, di erent values for the length of faults, and the
minimal spacing time before the start of subsequent faults. The values of these parameters are
listed in the table.

Typically a owset gives rise to a median value of three single-hop ows once routing is taken
into account. For example, over 1000 generated owsets, with 30 end-to-end ows, the minimal
number of ows obtained was 63, a median of 87 and a maximal value of 105. The schedulability
of the owsets is tested according to each of the algorithms presented in Sectidand Section
7: SCA and MCA. A owset is considered schedulable if all its constituent end-to-end ows are
schedulable. If any ow within it is not schedulable, then the entire owset is not schedulable.
Under SCA and MCA, individual hops are not required to meet the sub-deadline assigned to the
hop, as long as the nal worst-case response time at the destination is less than the ow end-to-end
deadline. Figuré illustrates the schedulability of owsets of increasing size for SCA and MCA.
Several scenarios are tested, with faults of varying lengths. The long and short fault parameters are
as described in Tabla

With MCA, the increasing number of channels available in the network improves the performance
over SCA by increasing the overall bandwidth available and permitting simultaneous transmissions,
which leads to better schedulability at higher loadings. However, the optimal number of channels
is actually 2 or 3, with 4 channels producing a reduction in schedulability. This is as expected and is
due to the interaction between a nity set heuristic and schedule generation, speci cally additional
slots are required for the support of the additional channels which cannot be parallelised, and this
negates the advantage from the reduction of the slot table sizes or separation of interference sets.
With the case in which faults are more frequent, in Figure the overall schedulability is lower
but separation between the various MCA channel variants is lower.
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Parameter Value

Node count 36 (6x6 topology
Standard ow countin owset 40

HI criticality proportion (experiment con gurations A, B, C) 25%

LO criticality proportion (experiment con guration D) 50%

Fault length (experiment con gurations A, D) 10 (LO), 30 (HI)
Fault length (experiment con gurations B, C) 5(LO), 15 (HI)

Minimum time between fault starts (experiment con gurations A,B,[DYL00 slots
Minimum time between fault starts (experiment con guration C) 75 slots

Minimum period of ows 200
Maximum period of ows 1000
Flowsets tested in heuristic experiment (Sectibh. ) 10000
Flowsets tested in GA experiment (Sectibh.) 1000

Table 2. Default flowset parameters for experiments

11.2 GA-based Optimisation of Slot Table Construction

This section considers the performance of the genetic algorithms described in Sebfiéor
generating slot tables for the AirTight protocols in the single channel (SCA) and multichannel
analysis (MCA) cases. In the single-channel case, the progression of the GA in terms of evolution
towards schedulability is presented in Figur@s and 8b. (Note these gures are best viewed
online in colour). The line plots show the number of generations taken for owsets to achieve
schedulability in both LO and HI crit modes, with the generation number listed on the horizontal
axis and the schedulability proportion at this generation on the y axis. Values between 0 to 0.5
indicate the proportion of ows in the owset that are schedulable in the LO mode, and values
from 0.5 to 1.0 indicate the proportion schedulable considering HI mode.

In the SCA case (Figur@s), a number of owsets require a signi cant number of generations to
reach schedulability, and around 9% had not attained schedulability by the time the experiment
ended at 500 generations (some requiring additional slots for schedulability in the HI mode). In the
MCA example (Figur&h) a majority of the owset cases become schedulable quickly within a few
generations, since the multi-channel and schedule packing process enables schedulability more
easily by permitting a smaller slot table, and the scheduling problem is threfore easier. However, a
few clear outliers take longer to achieve schedulability.

The number of generations of the GA necessary to achieve nal schedulability of a owset may
also be represented as a histogram, in order to more clearly see the behaviour of both approaches
at a low number of generations. This is illustrated in Figut&sand8d. These histograms include
owsets which attained schedulability below 100. SCA has a much broader spread of generations
to reach schedulability, and in comparison MCA is likely to become schedulable immediately or
with minor modi cation in a single generation or two after the evolution begins (re ecting that
the slot table heuristic is relatively good at this table size). Fewer owsets require more than 20
generations for MCA. There are a small number of outliers clustered under the 20-25 generation
range for MCA.

11.2.1 Variations In Fault Leng#itering the fault lengths by making the fault model accom-
modate longer or shorter faults can change the schedulability and therefore the tness function
values delivered which impact GA performance. In particular, shorter absolute faults could lead to
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Fig. 7. Schedulability - SCA and MCA for varying numbers of channels with di erent fault scenarios

smaller slot tables, since there would be less cascading impact from higher priority ows to lower
priority ows.

However, make the fault repeat interval more frequent would potentially increase the number of
times the analysis exceeds a fault boundary, and therefore take longer to reach schedulability. In
particular, when the fault periodicity was halved and the fault length (in both LO and HI modes)
halved a majority of the scenarios became unschedulable even at the end of the GA process.
Therefore, the fault length was reduced by half in this experiment while retaining the constant
fault periodicity.

Figures9a 9b, 9cand9d illustrate the corresponding results for these shorter fault cases. (Again,
these gures are best viewed online in colour). They show that the shorter fault cases are broadly
similar to the longer fault case assessed previously in Figtjieowever, one notable di erence is
that for SCA scheduling lines (Figurgs), the addition of slots during GA evolution is normally
su cient to make the owset entirely schedulable in HI mode as well as LO. This accounts for
the frequent near vertical steps from 0.5 to 1.0 in a number of owsets approaching complete
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Fig. 8. GA Evolution Progress With Standard Faults

schedulability. perhaps re ecting the less challenging fault conditions. The shape of the histograms
and the associated outliers is also broadly similar to the previous experiment.

11.3 GA Optimisation of A inity Sets And Slot Table Structure

With multichannel analysis it can be is possible to mutate the a nity sets during the evolutionary
process, as described in Sectibh.4 In this case, the channel a nity sets are modi ed within the
evolutionary process, giving more choice in the allocation decisions. Figlifesand 10bshow

the equivalent schedulability progression and histograms for the standard fault case. Overall the
time taken for evolution and the progress towards schedulability is similar to that without a nity

set modi cation, although few outliers tend to reach schedulability more quickly (i.e. there are
no outliers in the over 200 range). Also, some owset/a nity set combinations do not progress
towards schedulability under this GA. This may be because the larger search space produced by
a nity set modi cation does not permit any improvements to the scheduling problem in the given
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Fig. 9. GA Evolution Progress With Shorter Faults

number of generations, or because modi cations to the a nity sets interfere with optimisations on
slot tables.

11.4 Schedulability Improvement From the GA At Di erent Flow Counts

In Sectionl1.1the results considered schedulability resulting from the starting heuristics for slot
table and a nity set construction. This section considers the nal schedulability improvements
delivered by the genetic algorithm. Since this is produced by evolutionary improvement of an
original population, this allows the relative bene t of the GA to be assessed for di erent owset
sizes. In Figuré.1the improvements generated by GA evolution are presented for the long and
short fault cases, represented by the gap between the original and GA improved lines. The GA
improved case is only evaluated at increments of 5 ows, due to the time taken to execute it. Since
3 channels typically performed best ire, 3 channels are used for MCA. It is notable that in Figure
11lathe GA improvement is lower for MCA than SCA at ow counts less than around 45, since
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Fig. 10. GA Evolution Progress With Channel A inity Set Mutation
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Fig. 11. Schedulability curves before and a er GA improvement

MCA with heuristics is already starting at a higher value. At 40 ows, the case used in the earlier
experiments, the SCA GA was able to raise the schedulable proportion from around 8% (original slot
table heuristics) to nearly 90% after 500 generations of the GA. However, its performance declines
at 50 ows, representing a signi cantly more challenging scheduling situation. For MCA, the GA is
able to achieve almost 90% of ows schedulable at the end of 500 generations.

12 CONCLUSION AND FUTURE WORK

This paper presents schedulability analysis for single-channel and multichannel multi-hop wireless-
enabled Cyber-Physical Systems based on the AirTight protocol. Heuristics are speci ed and
evaluated as a basis for the starting point of design space exploration demonstrating the schedula-
bility performance for AirTight's slot table development. Genetic algorithms are then de ned and
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evaluated to assess their performance in developing schedule tables incorporating multichannel
allocation in these systems. In future work we aim to analyse the impact of adaptive routing (since
routing was kept constant using the shortest path available during this work) and the extent to
which routing can be customised with respect to criticality (perhaps to allow nodes more options
for Hl criticality tra ¢ in the presence of faults).
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