## University of Work

This is a repository copy of When to Switch? Index Policies for Resource Scheduling in Emergency Response.

White Rose Research Online URL for this paper:
https://eprints.whiterose.ac.uk/149712/
Version: Accepted Version

## Article:

Li, Dong orcid.org/0000-0003-3883-8688, Ding, Li and Connor, Stephen Bryan orcid.org/0000-0002-9785-2159 (2020) When to Switch? Index Policies for Resource Scheduling in Emergency Response. Production and Operations Management. pp. 241262. ISSN 1059-1478
https://doi.org/10.1111/poms. 13105

## Reuse

Items deposited in White Rose Research Online are protected by copyright, with all rights reserved unless indicated otherwise. They may be downloaded and/or printed for private study, or other acts as permitted by national copyright laws. The publisher or other rights holders may allow further reproduction and re-use of the full text version. This is indicated by the licence information on the White Rose Research Online record for the item.

## Takedown

If you consider content in White Rose Research Online to be in breach of UK law, please notify us by emailing eprints@whiterose.ac.uk including the URL of the record and the reason for the withdrawal request.

## When to Switch? Index Policies for Resource Scheduling in Emergency Response

This paper considers the scheduling of limited resources to a large number of jobs (e.g., medical treatment) with uncertain lifetimes and service times, in the aftermath of a mass casualty incident. Jobs are subject to triage at time zero, and placed into a number of classes. Our goal is to maximise the expected number of job completions. We propose an effective yet simple index policy based on Whittle's restless bandits approach. The problem concerned features a finite and uncertain time horizon that is dependent upon the service policy, which also determines the decision epochs. Moreover, the number of job classes still competing for service diminishes over time. To the best of our knowledge, this is the first application of Whittle's index policies to such problems. Two versions of Lagrangian relaxation are proposed in order to decompose the problem. The first is a direct extension of the standard Whittle's restless bandits approach, while in the second the total number of job classes still competing for service is taken into account; the latter is shown to generalise the former. We prove the indexability of all job classes in the Markovian case, and develop closed-form indices. Extensive numerical experiments show that the second proposal outperforms the first one (that fails to capture the dynamics in the number of surviving job classes, or bandits) and produces more robust and consistent results as compared to alternative heuristics suggested from the literature, even in non-Markovian settings.
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## 1. Introduction

In the aftermath of natural or man-made disasters, resource scarcity is potentially the biggest hurdle to a successful emergency response (Green and Kolesar (2004)). With the sudden surge of demand and limited resources available to deal with rescue-like missions, jobs varying from medical treatment for casualties to evacuations from affected areas all require prioritization decisions (Sun et al. (2017)). A typical process of an emergency response may include: first, an initial assessment of the urgency of jobs (known as triage in practice); second, an assignment of jobs to different categories depending on the initial assessment; third, allocation of emergency resources to the category of the most urgent jobs, and then to less urgent ones once all jobs in the preceding categories are completed. This common practice is often known as Simple Triage and Rapid Treatment (START) (see, e.g., Nocera and Garner (1999), Sacco et al. (2007)). However, such widely adopted practice has been criticized for being short-sighted by not taking into account the scarcity of emergency resources and/or the dynamics of the remaining jobs. Most notably, the simple policy described in the third step above may not help to save the most lives in the aftermath of a casualty event (Jacobson et al. (2012)). Therefore, the primary objective of this paper is to contribute to this important and ongoing debate by providing a simple yet near optimal policy to the scheduling of emergency resources following triage.

In a nutshell, we consider a scenario in which a collection of impatient jobs is seeking service which is provided by a single server. There are two major sources of uncertainty related to each job. Firstly, its service is of uncertain duration. Second, the job's lifetime, namely the period of time during which it is available for service, is also uncertain. We shall assume that a job abandons the system unserved if its service does not begin before the expiration of its lifetime. Further, any job whose service begins is guaranteed to be served to completion. No preemptions are allowed. Each job is subject to triage at time zero and is placed in one of $J$ classes. Jobs in each class are assumed to have independent and identically distributed (i.i.d.) lifetimes and i.i.d. service times. Following triage, the central challenge addressed by the paper concerns how the jobs should be scheduled for service such that the expected number of jobs served to completion is maximised.

Optimal solutions (as illustrated by Argon et al. (2008); Jacobson et al. (2012)) to the problem described above may well have a structure of threshold policies. When the switch happens, the prioritised job class is not necessarily emptied yet. Nonetheless, the general optimal policy is hard to elucidate. Optimal solutions obtained using a stochastic dynamic programming (DP) approach can only be obtained for problems of small size. Naturally, the idea of developing an index policy that assigns a state-dependent index value to different job classes that require service is both intuitively and computationally desirable for the task of interest.

Direct precursors to this paper under operations literature include Glazebrook et al. (2004), Li and Glazebrook (2010), and Jacobson et al. (2012), which develop heuristic policies to the resource scheduling problem where all impatient jobs are present at the outset (i.e. under the assumption of no further arrivals). Essentially, two types of policies have been proposed: static and state-dependent. Both Glazebrook et al. (2004) and Jacobson et al. (2012) develop simple and static (state-independent) heuristic policies which generate a fixed priority among the job classes over time. Due to the fact that the optimal switch between the job classes might happen before the prioritized job class is completely emptied, the number of jobs remaining in each class provides important information in constructing effective scheduling policies. Therefore, static policies generally yield inferior performances than their counterparts, such as a 2-step policy and a threshold policy proposed also in Jacobson et al. (2012), and a single-step DP policy improvement heuristic developed by Li and Glazebrook (2010), which make explicit use of state information. However, despite the near-optimal performance demonstrated by the deployment of a single-step policy improvement approach in Li and Glazebrook (2010), this is still computationally challenging due to the DP formation employed. The threshold policy generalises to problems where the payoff for serving a job is not necessarily one and could be different between classes. It is however only applicable to two job classes and thus its usage is restrictive. Among others, Jacobson et al. (2012) provide a similar rationale to our approach in developing heuristic policies to assign priorities among the job classes. That is, given the resource scarcity and a tight time frame, their 2 -step policy takes explicit account of opportunity costs incurred by not providing the service, as well as the number of jobs remaining. Basically, the 2-step policy assigns priority to the classes which lead to the minimal expected number of abandonments from the system during the next service, which is intuitive and is shown to perform strongly in a system featuring "heavy premature job loss" (i.e. very short lifetimes). Nonetheless, the development and evaluation of strongly performing statedependent policies remains a central challenge in more general cases which allow a wide variation among job classes with different combinations of lifetimes and service times. Our proposed index policy addresses this challenge by applying a suitable theoretical model to capture the "switch".

Whittle's restless bandit model seems perfectly applicable to the aforementioned resource scheduling problem, where job classes following triage with random lifetimes evolve with or without being served. Restless bandits (RBs) are known as a considerable extension to the seminal work by Gittins (1979) where index solutions were first proposed for classical multi-armed bandit problems (MABs). This is a class of models concerned with the sequential allocation of a single indivisible resource to a collection of stochastic reward-generating bandits. However, in MABs, bandits are thought to remain frozen while not in receipt of resources. Whittle's RBs relaxes this constraint by allowing bandits to evolve in both active and passive states. However, this generalization comes at
significant cost. In contrast to MABs, RBs are almost certainly intractable having been shown to be PSPACE-hard by Papadimitriou and Tsitsiklis (1999). Whittle (1988) proposes an index policy which emerges from a Lagrangian relaxation of the original resource allocation problem. Weber and Weiss (1991) establish a form of asymptotic optimality for Whittle's index policy under given conditions. The index derived may be interpreted as a fair charge in receipt of resources to a particular bandit in a particular state. A natural index policy, emerging from the deployment of an adaptive greedy algorithm, will use the fair charges/subsidies to determine the allocation/scheduling of the resources among the job classes. However, those indices derived need to pass an indexability test. Indexability is a structural property that is required to establish the existence of the optimal solution to the Lagrangian relaxation problem (Glazebrook et al. (2014)). This has become a primary inhibitor for a range of RB problems to which index theory can be applied, leading to a number of theoretical developments to remove this notorious obstacle. Niño-Mora (2001) describes sufficient conditions to prove indexability by the use of polyhedral approaches (as given by Bertsimas and Niño-Mora (1996)) when the system concerned can be shown to satisfy so-called partial conservation laws. Glazebrook et al. (2011) show full indexability for a small number of dynamic allocation problems for which resources are divisible and evolution of the system is of birth-death type. More recently, several studies have demonstrated the power of Whittle's index theory and approach in a range of application areas. These include the queueing (admission) control (see, e.g., Ding and Glazebrook (2012); Argon et al. (2009)), machine maintenance (see, e.g., Glazebrook et al. (2005)), asset management (see, e.g., Glazebrook et al. (2006)), congestion control (see, e.g., Jacko and Sansò (2012)), dynamic assortment (see, e.g., Caro and Gallien (2007)) and inventory routing (see, e.g., Archibald et al. (2009)).

Further, Whittle (1988) and successive studies developed and evaluated index policies by utilising a Lagrangian relaxation approach largely based on a time average reward/cost criterion in an infinite time horizon with either discrete or continuous decision epochs; as Whittle comments, indices are often simpler in this case. To the best of our knowledge, the only work that develops index policies for a finite (and deterministic) time horizon is due to Graczová and Jacko (2014), who have studied a knapsack problem for perishable inventories in the context of retail revenue management. Yet they only consider the problem in a discrete time setting. From the extant literature, Whittle's index policy tends to perform more strongly in admission control problems (where decision epochs are either discrete or are exogenously determined by arrivals) than those that require stochastic scheduling of resources/servers (where future decision epochs are also affected by current scheduling/allocation actions). Our problem setting described above is characterised with non-discrete decision epochs in a finite and uncertain time horizon, both of which are dependent upon the adopted service policies. Further, unlike other works in the RB literature which always
consider a fixed number of bandits, the problem concerned features a diminishing number of bandits (surviving job classes) over time. Such problems have wide applications in practice and their unique features require different treatments to the canonical Whittle's RB approach. Hence, our paper aims to provide an initial attempt at addressing this existing research gap and to further extend the index theory literature.

In summary, our contributions are twofold. To the emergency response literature we propose a strongly performing yet simple index policy underpinned by Whittle's index theory for the scheduling of emergency resources after mass casualty events. The resulting index policy is statedependent and can be quickly derived, which is particularly important for emergency responses where time is critical. Our numerical study shows that the index policy performs most strongly compared with other benchmarks for problems featuring large variations between job classes. To the index policy literature we fill the gap for problems with continuous decision epochs and a finite (and uncertain) time horizon, both of which are dependent upon the service policy. To the best of our knowledge, we are also the first to address an RB problem with a changing number of bandits over time. We extend Whittle's Lagrangian relaxation approach to accommodate these features and decompose the original problem into single class problems. We prove indexability and develop closed-form equations for the calculation of the index values in the Markovian case. Furthermore, we argue and demonstrate that for such problems a simple application of the standard Whittle's relaxation approach leads to an index policy with comparatively poor performance. The alternative relaxation that we propose to account for all the competing job classes shows noticeable improvements in maximising the number of jobs served to completion.

The paper proceeds as follows: Section 2 presents a description of the problem, which is modelled as a semi-Markov decision process. In Section 3 the original problem is relaxed and decomposed into single class problems by extending Whittle's Lagrangian relaxation approach in two seemingly different ways, although it is subsequently demonstrated that one is in fact a generalisation of the other. In Section 4 we show that the single class problems are indexable in the Markovian case and develop closed-form index values for different scenarios. We further propose a heuristic policy based on the indices following our second decomposition. The proposed heuristic is subject to numerical investigation in Section 5 where it is compared to earlier proposals in the literature, including the index policy derived from the standard Whittle's approach (the first decomposition), and (where possible) to the optimal solution. Both Markovian and non-Markovian settings are considered. In Section 6 we provide an in-depth analysis on the switching patterns of alternative policies. Section 7 concludes the paper.

## 2. The Model

A collection of impatient jobs emerge at time zero for service by a single server. Each job belongs to one of $J$ classes and the total initial number of jobs in class $j$ is $L_{j}, 1 \leq j \leq J$. All jobs in the same class $j$ are characterised by two positive valued random variables: the lifetime $X_{j}$ and service time $Y_{j}$. All lifetimes and service times have finite expectation and are independent of each other; we denote the lifetime and service time distribution functions for jobs in class $j$ as $F_{j}$ and $G_{j}$ respectively. The single server processes individual jobs nonpreemptively. A job will abandon the system unserved if its service has not begun before its lifetime. It is assumed that once a job has begun service, it will be served through to completion. The objective is to find an optimal service policy to maximise the expected total number of jobs served before the system is empty.

This problem can be modelled as a semi-Markov decision process as follows:

- Decisions are made at time zero and at all service completion times. Denote the state at decision epoch $t$ by $\{\mathbf{n}(t), t\}$ where $\mathbf{n}(t)=\left\{n_{j}(t): 1 \leq j \leq J\right\}$ and $n_{j}(t)$ is the number of class $j$ jobs which at time $t$ have not yet begun service and have not abandoned the system. Write

$$
\Omega=\left\{(\mathbf{n}, t): 0 \leq n_{j} \leq L_{j}, 1 \leq j \leq J, t \geq 0\right\}
$$

for the system's state space.

- At each decision epoch, one of the jobs remaining in the system is chosen for processing. The collection of admissible actions is denoted $\mathcal{U}$ and is given by

$$
\begin{equation*}
\mathcal{U}=\left\{\left(u_{1}, u_{2}, \ldots u_{J}\right): u_{j} \in\{0,1\}, \sum_{j=1}^{J} u_{j} \leq 1\right\}, \tag{1}
\end{equation*}
$$

where $u_{j}=1$ means that a job from class $j$ is chosen to be served. In words, this says that each permissible action chooses at most one of the $J$ classes to process next. For clearing systems such as this, it has been shown by Argon et al. (2008) that idling is always suboptimal and thus the server would always be busy under an optimal policy. In other words, any optimal policy will choose the action in which $u_{j}=0$ for all $j$ if and only if the system is already empty.

- Let ( $\mathbf{n}, t$ ) be the system state at some decision epoch $t$. If the action is to process a class $j$ job $\left(u_{j}=1\right)$ with a service time equal to $s$, the next decision epoch will be $t+s$ and with probability $p\left(\mathbf{n}^{\prime} \mid \mathbf{n}, j, t, s\right)$ the system will transit to state $\left(\mathbf{n}^{\prime}, t+s\right)$. The probability is given by

$$
\begin{align*}
p\left(\mathbf{n}^{\prime} \mid \mathbf{n}, j, t, s\right)= & \prod_{i=1}^{J}\binom{n_{i}-\delta_{i j}}{n_{i}^{\prime}}\left\{\frac{1-F_{i}(t+s)}{1-F_{i}(t)}\right\}^{n_{i}^{\prime}}\left\{\frac{F_{i}(t+s)-F_{i}(t)}{1-F_{i}(t)}\right\}^{n_{i}-\delta_{i j}-n_{i}^{\prime}},  \tag{2}\\
& 0 \leq n_{i}^{\prime} \leq n_{i}-\delta_{i j}, 1 \leq i \leq J,
\end{align*}
$$

where recall that $F_{i}$ is the distribution function for lifetimes in class $i$, and $\delta_{i j}$ is the Kronecker delta which is equal to one when $i=j$ and is otherwise zero.

- A policy $\pi$ is any nonanticipative rule to choose the next job for processing after observing the system state at each decision epoch. Let $\Pi$ denote the set of policies $\pi: \Omega \rightarrow \mathcal{U}$ whose actions are prescribed by $\mathcal{U}$. We aim to find such a policy that maximises the expected number of job completions from initial state $(\mathbf{L}, 0)$.

The problem described above can be solved in principle by standard dynamic programming approaches; however, this is only tractable for small scale problems due to the curse of dimensionality. Therefore previous research has focused on the development of heuristic policies. See for example Li and Glazebrook (2010) and references therein.

In this work we follow Whittle (1996) to develop index policies, which are obtained by firstly decomposing the original problem into $J$ single job class problems, and then developing a mapping from states (of the single class) to numerical indices for each class. The computational complexity is significantly reduced due to the latter step only concerning a single class at a time.

## 3. Relaxation and Decomposition

Given a policy $\pi \in \Pi$, let $Z^{\pi}$ denote the total number of service completions (across all $J$ classes) until the time at which the system empties. Then we write

$$
V^{\pi}(\mathbf{L})=\mathbb{E}\left[Z^{\pi} \mid \mathbf{n}(0)=\mathbf{L}\right]
$$

for the expected total number of jobs served from the initial state $(\mathbf{L}, 0)$ under policy $\pi$. (Here, and throughout, the expectation is taken with respect to the underlying distributions of lifetimes and service times.)

The original problem can be represented in the following form.

$$
\begin{align*}
& (\mathrm{P}) \quad V(\mathbf{L})=\sup _{\pi \in \Pi} V^{\pi}(\mathbf{L})  \tag{3}\\
& \text { subject to: } \pi(\mathbf{n}, t) \in \mathcal{U}, \forall(\mathbf{n}, t) \in \Omega \tag{4}
\end{align*}
$$

where the constraint in (4) requires that at each decision epoch at most one class is selected for service.

We now propose a different set of policies in which more than one class can be chosen to receive service at each decision epoch. The action space becomes

$$
\begin{equation*}
\tilde{\mathcal{U}}=\left\{\left(u_{1}, u_{2}, \ldots u_{J}\right): u_{j} \in\{0,1\}\right\} \tag{5}
\end{equation*}
$$

Clearly we have $\mathcal{U} \subset \tilde{\mathcal{U}}$. We denote by $\tilde{\Pi}$ the set of policies $\tilde{\pi}: \Omega \rightarrow \tilde{\mathcal{U}}$ whose action space is given by $\tilde{\mathcal{U}}$, and thus $\Pi \subset \tilde{\Pi}$. We may also extend the definition of $\tilde{\pi}(\mathbf{n}, t)$ to all time points $t$ rather than only the service completion times. We still require that $\tilde{\pi}$ is nonpreemptive, and so if $\tilde{\pi}(\mathbf{n}, t)_{j}=1$
for some class $j$ at state $(\mathbf{n}, t)$ then this coordinate of the action vector will remain unchanged until completion of the class $j$ service.

Under policies $\tilde{\pi}$ it is possible to choose more than one class to serve simultaneously, and thus the total resource consumed until the system is cleared in general might exceed that which could be offered by a single server. It is therefore natural to penalize policies $\tilde{\pi}$ which lead to many classes being served at once (or, equivalently, to reward those policies which do the opposite): two versions of this idea are considered in the remainder of this section. In Section 3.1 we attempt to penalize policies which on average consume more total resource than that used when only one class may be served at any time. This almost allows us to decompose the optimisation problem into $J$ independent single-class problems, but to do so requires a further relaxation in which we bound the final emptying time of the entire system by the sum of emptying times of each class.

In Section 3.2 we suggest an alternative strategy in which the penalty applied varies over time, depending upon how many classes are currently non-empty. This approach circumvents the problem of having to (somewhat crudely) approximate the final emptying time, but introduces its own complication: decomposing our optimisation into single-class problems now requires us to assume that the number of non-empty classes is in fact some constant, $M \geq 1$. However, using this additional parameter will prove to be useful when developing our index policies in Section 4. Furthermore, it will transpire that even though the two decompositions are obtained from seemingly different penalizations, the second one is in fact a generalisation of the first. (Setting $M=1$ gets us back to the first decomposition.)

### 3.1. First decomposition

Our first approach to decomposing the multi-class problem is to impose the requirement that on average the total resource consumed by $\tilde{\pi}$ is the same as that which would be consumed if only one class were being served at any time while there are jobs remaining in the system. To be more explicit, firstly define $T^{\tilde{\pi}}=\inf \left\{t: n_{j}(t)=0, \forall 1 \leq j \leq J\right\}$ to be the time when the last job leaves the system. Due to the uncertainty of jobs' lifetimes and service times, $T^{\tilde{\pi}}$ is a positive valued random variable which is dependent upon the policy that has been implemented. In addition, define $\|\tilde{\pi}(\mathbf{n}, t)\|_{1}$ to be the 1 -norm of the action vector. (Recall that this is simply equal to the sum of the vector's coordinates.) It is clear that any policy $\pi \in \Pi$ solving problem (P) satisfies $\|\pi(\mathbf{n}, t)\|_{1}=1$ for all $t \leq T^{\pi}$. The first constraint that we consider applying when working with the larger set of policies $\tilde{\Pi}$ is the following:

$$
\begin{equation*}
\mathbb{E}\left[\int_{0}^{T^{\tilde{\pi}}}\left(1-\|\tilde{\pi}(\mathbf{n}, t)\|_{1}\right) \mathrm{d} t \mid \mathbf{n}(0)=\mathbf{L}\right]=0 \tag{6}
\end{equation*}
$$

where we shall always work under the natural convention that $\tilde{\pi}(\mathbf{n}, t)_{j}=0$ if $n_{j}(t)=0$. (That is, once class $j$ has emptied, it can no longer be selected for service.)

Replacing the constraint (4) in problem (P) by (6) we obtain a relaxed problem:

$$
\begin{align*}
& (\mathrm{P} 1) \quad \tilde{V}(\mathbf{L})=\sup _{\tilde{\pi} \in \tilde{\Pi}} V^{\tilde{\pi}}(\mathbf{L})  \tag{7}\\
& \text { subject to: } \mathbb{E}\left[\int_{0}^{T^{\tilde{\pi}}}\left(1-\|\tilde{\pi}(\mathbf{n}, t)\|_{1}\right) \mathrm{d} t \mid \mathbf{n}(0)=\mathbf{L}\right]=0 .
\end{align*}
$$

Associating a non-negative Lagrangian multiplier $W$ to constraint (6) and adding it to (7), we obtain the following problem. It is a relaxation of (P1) and thus of the original problem (P).

$$
\begin{equation*}
\sup _{\tilde{\pi} \in \tilde{\Pi}} \mathbb{E}\left[Z^{\tilde{\pi}}+W \int_{0}^{T^{\tilde{\pi}}}\left(1-\|\tilde{\pi}(\mathbf{n}, t)\|_{1}\right) \mathrm{d} t \mid \mathbf{n}(0)=\mathbf{L}\right] . \tag{P2}
\end{equation*}
$$

Now observe that since

$$
\|\tilde{\pi}(\mathbf{n}, t)\|_{1}=\sum_{j=1}^{J} \tilde{\pi}(\mathbf{n}, t)_{j}
$$

we may write

$$
\mathbb{E}\left[\int_{0}^{T^{\tilde{\pi}}}\left(1-\|\tilde{\pi}(\mathbf{n}, t)\|_{1}\right) \mathrm{d} t \mid \mathbf{n}(0)=\mathbf{L}\right]=\mathbb{E}\left[T^{\tilde{\pi}} \mid \mathbf{n}(0)=\mathbf{L}\right]-\sum_{j=1}^{J} \mathbb{E}\left[\int_{0}^{T_{j}^{\tilde{\pi}}} \tilde{\pi}(\mathbf{n}, t)_{j} \mathrm{~d} t \mid \mathbf{n}(0)=\mathbf{L}\right],
$$

where we have written $T_{j}^{\tilde{\pi}}$ for the (random) time at which class $j$ empties, and once again made use of the convention that $\tilde{\pi}(\mathbf{n}, t)_{j}=0$ for $t \geq T_{j}^{\tilde{\pi}}$. We may also write

$$
Z^{\tilde{\pi}}=\sum_{j=1}^{J} Z_{j}^{\tilde{\pi}},
$$

with $Z_{j}^{\pi}$ being the number of service completions in class $j$. This allows us to rewrite (P2) as

$$
\begin{equation*}
\sup _{\tilde{\pi} \in \tilde{\Pi}} \mathbb{E}\left[\sum_{j=1}^{J}\left(Z_{j}^{\tilde{\pi}}-W \int_{0}^{T_{j}^{\tilde{\pi}}} \tilde{\pi}(\mathbf{n}, t)_{j} \mathrm{~d} t\right)+W T^{\tilde{\pi}} \mid \mathbf{n}(0)=\mathbf{L}\right] . \tag{P2}
\end{equation*}
$$

This problem is still difficult to solve analytically, but note that (9) almost decomposes into $J$ independent single-class optimisation problems. The one thing preventing such a decomposition is the $T^{\tilde{\pi}}$ term, since the time at which the entire system empties depends upon all coordinates of $\tilde{\pi}$. However, we may further relax the problem by bounding $T^{\tilde{\pi}}$ above by the sum of emptying times $\sum_{j=1}^{J} T_{j}^{\tilde{\pi}}$. Writing $T_{j}^{\tilde{\pi}}$ as $\int_{0}^{T_{j}^{\pi}} 1 \mathrm{~d} t$ then leads to our final relaxation of the original optimisation problem:

$$
\begin{equation*}
\left(\mathrm{P}^{\mathrm{W}}\right) \quad V^{W}(\mathbf{L})=\sup _{\tilde{\pi} \in \tilde{\Pi}} \sum_{j=1}^{J} \mathbb{E}\left[Z_{j}^{\tilde{\pi}}+W \int_{0}^{T_{j}^{\tilde{\pi}}}\left(1-\tilde{\pi}(\mathbf{n}, t)_{j}\right) \mathrm{d} t \mid \mathbf{n}(0)=\mathbf{L}\right] . \tag{10}
\end{equation*}
$$

As we have observed, problem $\left(\mathrm{P}^{\mathrm{W}}\right)$ can be decomposed into $J$ single class problems as follows:

$$
\begin{equation*}
\left(\mathrm{p}_{\mathrm{j}}^{\mathrm{W}}\right) \quad v_{j}^{W}\left(L_{j}\right)=\sup _{\pi_{j}} \mathbb{E}\left[Z^{\pi_{j}}+W \int_{0}^{T_{j}^{\pi}}\left(1-\pi_{j}\left(n_{j}(t), t\right)\right) \mathrm{d} t \mid n_{j}(0)=L_{j}\right], \quad 1 \leq j \leq J . \tag{11}
\end{equation*}
$$

Each single class problem can be understood as that the class faces a dedicated server, and the action is to either accept or reject service at each decision epoch in light of the current state of that class. In a slight abuse of notation we still use $\pi_{j}$ to denote such single class policies for class $j$. The Lagrangian multiplier $W$ can be viewed as a subsidy rate to a job class if it rejects the service. In other words, if a job class chooses not to accept service it receives a subsidy of $W$ per unit time. The first term in the right-hand side of (11) is the total expected service completions for class $j$ under a policy $\pi_{j}$ (since $Z^{\pi_{j}}$ increases by one each time that a job is served), while the second term can be viewed as the total expected subsidy received. It is reasonable to expect that if $W$ is high, the class would prefer to be subsidized for job losses rather than accept service $\left(\pi_{j}(t)=0\right)$. On the other hand, for small values of $W$ the reward from job completion will exceed the expected subsidy received, and so we would expect the class to prefer to accept service.

### 3.2. Second decomposition

A weakness of the first decomposition is the way in which we bounded $T^{\tilde{\pi}}$ by $\sum_{j=1}^{J} T_{j}^{\tilde{\pi}}$; bounding the maximum of a set of random variables by their sum allowed us to decompose the problem, but is somewhat unsatisfactory. In addition, the resulting single class problems take no account whatsoever of the existence of the other classes, whereas it seems reasonable that the selected job class should have to compensate for occupying the single server when there are other job classes competing for service. It may be possible to obtain a better policy by allowing the decision of whether to accept or reject service in the single class problem to use readily available information about how many other classes currently have jobs waiting.

To that end, we now propose an alternative decomposition which, rather than using the constraint in (6) (which required bounding the maximum emptying time), instead uses a constraint based directly on the sum of emptying times. We begin by observing that if $M^{\tilde{\pi}}(t)$ denotes the number of classes which are non-empty at time $t$, when using policy $\tilde{\pi}$, then any policy $\pi \in \Pi$ solving problem $(\mathrm{P})$ satisfies the following:

$$
\sum_{j=1}^{J} T_{j}^{\pi}=\int_{0}^{\infty} M^{\pi}(t) \mathrm{d} t
$$

It follows that any policy $\pi \in \Pi$ also satisfies:

$$
\begin{aligned}
\sum_{j=1}^{J} T_{j}^{\pi} & =\int_{0}^{\infty} M^{\pi}(t)\|\pi(\mathbf{n}, t)\|_{1} \mathrm{~d} t=\sum_{j=1}^{J} \int_{0}^{\infty} M^{\pi}(t) \pi(\mathbf{n}, t)_{j} \mathrm{~d} t \\
& =\sum_{j=1}^{J} \int_{0}^{T_{j}^{\pi}} M^{\pi}(t) \pi(\mathbf{n}, t)_{j} \mathrm{~d} t
\end{aligned}
$$

where we still work under the natural convention that $\pi(\mathbf{n}, t)_{j}=0$ if $n_{j}(t)=0$. That is, any policy $\pi \in \Pi$ satisfies the constraint:

$$
\sum_{j=1}^{J} \int_{0}^{T_{j}^{\pi}}\left(1-M^{\pi}(t) \pi(\mathbf{n}, t)_{j}\right) \mathrm{d} t=0
$$

When considering the larger set of policies $\tilde{\Pi}$, it is therefore reasonable to ask that this constraint is satisfied on average:

$$
\begin{equation*}
\mathbb{E}\left[\sum_{j=1}^{J} \int_{0}^{T_{j}^{\tilde{\pi}}}\left(1-M^{\tilde{\pi}}(t) \tilde{\pi}(\mathbf{n}, t)_{j}\right) \mathrm{d} t\right]=0 . \tag{12}
\end{equation*}
$$

Proceeding as with our first decomposition, we associate a non-negative Lagrangian multiplier $W$ to this new constraint, yielding the following problem:

$$
\begin{equation*}
\sup _{\tilde{\pi} \in \tilde{\Pi}} \sum_{j=1}^{J} \mathbb{E}\left[Z_{j}^{\tilde{\pi}}+W \int_{0}^{T_{j}^{\tilde{\pi}}}\left(1-M^{\tilde{\pi}}(t) \tilde{\pi}(\mathbf{n}, t)_{j}\right) \mathrm{d} t \mid \mathbf{n}(0)=\mathbf{L}\right] . \tag{13}
\end{equation*}
$$

This would now decompose into $J$ separate single class problems, were they not still linked together by $M^{\tilde{\pi}}(t)$, but since this process depends upon all coordinates of $\tilde{\pi}$ it is infeasible to solve analytically the problem in (13). So for the time being we instead propose to consider a related single class problem in which we replace $M^{\tilde{\pi}}(t)$ by an arbitrary constant $M \geq 1$ :

$$
\begin{equation*}
\left(\mathrm{p}_{\mathrm{j}}^{\mathrm{W}, \mathrm{M}}\right) \quad v_{j}^{W, M}\left(L_{j}\right)=\sup _{\pi_{j}} \mathbb{E}\left[Z^{\pi_{j}}+W \int_{0}^{T_{j}^{\pi}}\left(1-M \pi_{j}\left(n_{j}(t), t\right)\right) \mathrm{d} t \mid n_{j}(0)=L_{j}\right], \quad 1 \leq j \leq J . \tag{14}
\end{equation*}
$$

This new single-class problem has a different interpretation to that in our first decomposition. Once again the job class has the choice of accepting or rejecting a service and receives a constant subsidy of $W$ per unit time until the next decision epoch if it rejects a service (i.e. if $\pi_{j}(t)=0$ ); however, if it accepts the service $\left(\pi_{j}(t)=1\right)$ then it receives an instantaneous payoff of 1 unit (reflected by a unit increase in $Z^{\pi_{j}}$ ) but also incurs a penalty at rate $W(M-1)$ while completing this service. This penalty reflects the fact that there are ( $M-1$ ) other non-empty classes (not including class $j$ ) which might possibly want to be accepting service.

Note that if $M=1$ in (14) then problem ( $\mathrm{p}_{\mathrm{j}}^{\mathrm{W}, \mathrm{M}}$ ) reduces to $\left(\mathrm{p}_{\mathrm{j}}^{\mathrm{W}}\right)$ in (11), and so it suffices to study the more general problem ( $\mathrm{p}_{\mathrm{j}}^{\mathrm{W}, \mathrm{M}}$ ) in what follows. If there exists a critical value of $W$ at which the optimal policy is indifferent between accepting or rejecting service, then we shall follow the literature and call this critical subsidy rate Whittle's index. In the following section we show the existence of Whittle's index for exponentially distributed lifetimes and service times in problem (14), for all fixed values of $M \geq 1$, and develop closed form equations to calculate the corresponding Whittle's index values. We then use these values to propose modified Whittle's index policies for the original problem (P), one of which takes into account the fact that $M(t)$ (the number of non-empty classes at time $t$ ) is of course a decreasing stochastic process, rather than a constant.

## 4. Indexability and Index Policies for the Markovian Case

Even though in this section we study the indexability in the Markovian case, by no means do we claim that the lifetime and service time are exponentially distributed in reality. However, this assumption facilitates our analysis on indexability and the calculation of index values. It also helps us develop insights into the switching patterns of the index policies. As shown in Section 5, the proposed index policy works well even in non-Markovian settings where the lifetime and service time are no longer exponentially distributed. The insights we obtain are therefore applicable to more general conditions beyond the Markovian case.

### 4.1. Indexability for A Single Job Class

We now focus on a single class problem and thus drop the subscript $j$ in all notation. The problem ( $\mathrm{p}^{\mathrm{W}, \mathrm{M}}$ ) now concerns a single job class that is served by a single server dedicated to this class. At each decision epoch two actions may be selected; either to accept the service or reject it. If the action is to accept service, one job is chosen for service that carries on until the service completion; this brings an immediate reward of one, but at a penalty rate of $W(M-1)$ while completing this service. If the decision is to reject service, subsidy $W$ is received for each time unit that the server remains idle.

In the Markovian case, each job's lifetime and service time are exponentially distributed, with rates $\theta$ and $\mu$ respectively. Define $\rho=\theta / \mu$ to be the mean service time divided by the mean lifetime. We name this rather useful parameter opportunity loss, which essentially measures the ratio of the mean number of jobs having lost relative to the mean number of jobs still waiting when the current service completes. Indeed, given that there are currently $n-1$ jobs waiting and one being served, the probability that $k$ jobs are still waiting when the current service completes is given by

$$
\begin{align*}
p(k \mid n) & =\int_{0}^{\infty} \mu e^{-\mu s}\binom{n-1}{k} e^{-\theta s k}\left(1-e^{-\theta s}\right)^{n-1-k} \mathrm{~d} s \\
& =\binom{n-1}{k} \sum_{j=0}^{n-1-k}\binom{n-1-k}{j} \frac{(-1)^{j}}{1+(k+j) \rho} \\
& =\frac{\Gamma(n)}{\rho \Gamma(n+1 / \rho)} \frac{\Gamma(k+1 / \rho)}{\Gamma(k+1)}, \quad k=0, \ldots, n-1 \tag{15}
\end{align*}
$$

The second equality here is obtained by applying the binomial theorem to $\left(1-e^{-\theta s}\right)^{n-1-k}$, and in (15) we write $\Gamma$ for the gamma function. Thus the mean number of jobs still waiting when this service completes is given by $(n-1) /(1+\rho)$, and accordingly the mean number of jobs having lost is $(n-1) \rho /(1+\rho)$. The former/latter is clearly a decreasing/increasing function of $\rho$, and when $\rho=1$ we expect exactly half of the remaining jobs to expire before the current service completes and the other half to survive. When $\rho>1$ (i.e. more jobs are expected to expire than those expected to survive during the service completion) we might expect the server to choose to reject service in
favour of subsidies when $n$ is large, then to elect to accept service when $n$ has decreased sufficiently for the payoff from completing a service to exceed the expected gain from further subsidies. The opposite strategy may similarly be expected to be optimal when $\rho<1$. We shall show below that this intuition is correct, and that the optimal service policy is profoundly dependent upon the opportunity loss $\rho$.

Let $N_{t}$ denote the number of jobs in the system at time $t$, including the job being served (if there is one). Thus we start with $N_{0}=L$, and $N_{t}$ decreases by one whenever a job completes service or a waiting job departs the system due to their lifetime being reached. (Note that our assumptions on the lifetime and service time distributions mean that the probability of $N_{t}$ instantaneously decreasing by more than one is precisely zero.) A policy $\pi$ for the single-class problem can be viewed as a function $\pi:\{0,1,2, \ldots\} \rightarrow\{0,1\}$, where

$$
\pi(n)= \begin{cases}0 & \text { if policy } \pi \text { rejects service when } N_{t}=n \\ 1 & \text { if policy } \pi \text { accepts service when } N_{t}=n\end{cases}
$$

Given a policy $\pi$, the payoff is equal to the number of jobs served over the period $\left[0, T^{\pi}\right]$, minus the penalty incurred while serving, plus the total subsidy received while the server is idle during this time. Note that we stop receiving any benefit when $N_{t}$ hits zero, which happens in finite time with probability one, whatever policy we use. (But note also that the trajectory of $N_{t}$ depends on $\pi$, since the time at which jobs depart the system will depend on whether or not they start service before expiring, and so we shall henceforth write $N_{t}^{\pi}$ to make this dependence explicit.) Given $\pi$, let $Z_{t}^{\pi}$ denote the number of service initiations by time $t$. Then the total payoff when using policy $\pi$ over the interval $[0, t]$, with $t \leq T^{\pi}$, can be expressed as

$$
\begin{equation*}
Z_{t}^{\pi}+W \int_{0}^{t}\left(1-M \pi\left(N_{s}^{\pi}\right)\right) \mathrm{d} s \tag{16}
\end{equation*}
$$

It is convenient for the single-class problem to set $\pi(0)=1 / M$ : this ensures that the integrand in (16) is zero for $s \geq T^{\pi}$, and implies that the payoff received over $[0, t]$ converges almost surely as $t \rightarrow \infty$ to the random variable

$$
Z^{\pi}+W \int_{0}^{T^{\pi}}\left(1-M \pi\left(N_{s}^{\pi}\right)\right) \mathrm{d} s
$$

The value function of policy $\pi$ is defined as

$$
\begin{equation*}
v^{\pi}(n)=\mathbb{E}\left[Z^{\pi}+W \int_{0}^{T^{\pi}}\left(1-M \pi\left(N_{s}^{\pi}\right)\right) \mathrm{d} s \mid N_{0}=n\right] . \tag{17}
\end{equation*}
$$

Our aim is to determine a policy $\pi^{*}$ which maximises this function.

Theorem 1. Given values for $\theta, \mu, M$ and $W$, define the set $A^{*}$ as follows:

$$
A^{*}= \begin{cases}\left\{n \in \mathbb{N}: n\left(\frac{W M}{\mu}-1\right) \leq \frac{W}{\theta}(\rho-1)\right\} & \text { if } \rho \geq 1 ;  \tag{18}\\ \left\{n \in \mathbb{N}: n\left(1-\frac{W}{\mu}(M-p(0 \mid n))\right) \geq \frac{W}{\theta}\right\} & \text { if } \rho \leq 1 .\end{cases}
$$

Then the policy $\pi^{*}$ defined by

$$
\pi^{*}(n)= \begin{cases}1 & n \in A^{*} \\ 0 & \text { otherwise }\end{cases}
$$

is the unique optimal policy which maximises the value function (17).
That is, $A^{*}$ determines the optimal acceptance set: it is optimal to accept service if and only if the number of jobs in the system belongs to $A^{*}$. We observe that if $\rho=1$ (meaning that lifetimes and service times have the same mean), both formulas in (18) simplify to

$$
A^{*}=\left\{n \in \mathbb{N}: n\left(\frac{W M}{\mu}-1\right) \leq 0\right\} .
$$

In other words, when $\rho=1$ the optimal policy is to always accept service if $W M \leq \mu$, and otherwise always to reject.

Corollary 1. The policy $\pi^{*}$ is monotonic in $n: \pi^{*}(n) \geq \pi^{*}(n+1)$ when $\rho \geq 1$, and $\pi^{*}(n) \leq$ $\pi^{*}(n+1)$ when $\rho \leq 1$.

The proofs of Theorem 1 and Corollary 1 can be found in the Appendix. An important consequence of Corollary 1 is that when $\rho \geq 1$, there exists some critical value $n^{*}$ with the property that the acceptance set is given by $\left\{1,2, \ldots, n^{*}\right\}$, where we write $n^{*}=0$ if $A^{*}=\emptyset$ and $n^{*}=\infty$ if $A^{*}=\mathbb{N}$. Similarly, if $\rho \leq 1$ there exists $n^{*}$ with the property that $A^{*}=\left\{n^{*}+1, n^{*}+2, \ldots\right\}$. We shall write $A^{*}(W)$ and $n^{*}(W)$ when we wish to emphasise the dependence upon the subsidy rate $W$.

We now formally define indexability of a job class as follows.
Definition 1. A job class is indexable if $W \leq W^{\prime} \Rightarrow A^{*}\left(W^{\prime}\right) \subseteq A^{*}(W)$.
In other words, when a class is indexable, the set of states at which it is optimal to accept service decreases as the subsidy rate increases. Therefore when the subsidy rate is larger it becomes more attractive to reject the service and instead receive subsidy, and vice versa. This motivates the following definition.

Definition 2. For an indexable job class, the Whittle's index is defined as

$$
w(n)=\sup \left\{W: n \in A^{*}(W)\right\} .
$$

Thus $w(n)$ is the maximum subsidy rate under which it is optimal to accept service when there are $n$ jobs left in the class. Proposition 1 shows that the single class problem is indexable in the Markovian case, for all values of $\rho$ and $M$. Therefore as $W \rightarrow 0$ the acceptance set grows until $A^{*}(W)=\{1,2, \ldots, L\}$, and at the other extreme, $A^{*}(W) \rightarrow \emptyset$ as $W \rightarrow \infty$.

Proposition 1 (Whittle's Index Values). For any fixed $M \geq 1$, the job class with loss rate $\theta$ and service rate $\mu$ is indexable, with Whittle's index given as follows:

$$
w(n)=\left\{\begin{array}{cl}
\frac{n \theta}{1+(n M-1) \rho} & \text { if } \rho \geq 1  \tag{19}\\
\frac{n \theta}{1+n(M-p(0 \mid n)) \rho} & \text { if } \rho \leq 1
\end{array}\right.
$$

Proof. When $\rho \geq 1$, rearranging (18) we see that $n \in A^{*}$ if and only if

$$
W \leq w(n):=\frac{n \theta}{1+(n M-1) \rho}
$$

For any fixed $n$ this inequality will hold (giving $\pi^{*}(n)=1$ ) for all values of $W$ less than the critical value $w(n)$, and fail otherwise (giving $\pi^{*}(n)=0$ ) ; thus $\pi^{*}(n)$ is a decreasing function of $W$. We conclude that as $W$ increases the size of the acceptance set can only decrease, and hence the class is indexable.

Rearranging (18) when $\rho \leq 1$ shows that in this case $n \in A^{*}$ if and only if

$$
W \leq w(n):=\frac{n \theta}{1+n(M-p(0 \mid n)) \rho}
$$

and so the same conclusion applies.
Corollary 2. The index value $w(n)$ is a decreasing (respectively, increasing) function of $n$ when $\rho \geq 1$ (respectively, $\rho \leq 1$ ). Furthermore, $w(n)$ is a decreasing function of $M$ for all values of $\rho$.

Proof. It is immediate from (19) that $w(n)$ is a decreasing function of $M$.
When $\rho \geq 1$ we see that

$$
\begin{aligned}
w(n+1)-w(n) & \propto(n+1)(1+(n M-1) \rho)-n(1+((n+1) M-1) \rho) \\
& =1-\rho \leq 0
\end{aligned}
$$

and so $w(n)$ is decreasing in $n$. Similarly, when $\rho<1$ we obtain

$$
\begin{aligned}
w(n+1)-w(n) & \propto(n+1)(1+n(M-p(0 \mid n)) \rho)-n(1+(n+1)(M-p(0 \mid n+1)) \rho) \\
& =1-n(n+1) \rho(p(0 \mid n)-p(0 \mid n+1)) \\
& =1-n(n+1) \rho \frac{p(0 \mid n)}{1+n \rho}
\end{aligned}
$$

where this final equality follows from (A-4) in the Appendix. We now use the inequality $p(0 \mid n) \leq 1 / n$ (which holds for any $\rho \leq 1$ ) to see that

$$
1-n(n+1) \rho \frac{p(0 \mid n)}{1+n \rho} \geq 1-\frac{(n+1) \rho}{1+n \rho}=\frac{1-\rho}{1+n \rho} \geq 0
$$

So in this case $w(n)$ is an increasing function of $n$, as claimed.
REMARK 1. Throughout this work we always consider the payoff for serving a job to be identically one. Changing this to some other (positive) value is a trivial exercise, and it is easy to see that the resulting Whittle's index values will scale linearly with the payoff value.

### 4.2. Index Policies for the Original Problem

Having shown that all job classes are indexable and obtained their Whittle's index values, we are ready to develop service policies for the original problem. We relax the assumption that $M$ is a constant and restore its original definition as the number of non-empty classes in state $\mathbf{n}$, written as $M(\mathbf{n})=\sum_{j=1}^{J} \mathbb{I}\left\{n_{j}>0\right\}$, where $\mathbb{I}$ is an indicator. The Whittle's index values in (19) now take the following form for class $j$ :

$$
w_{j}(\mathbf{n})= \begin{cases}\frac{n_{j} \theta_{j}}{1+\left(n_{j} M(\mathbf{n})-1\right) \rho_{j}} & \text { if } \rho_{j} \geq 1  \tag{20}\\ \frac{n_{j} \theta_{j}}{1+n_{j}\left(M(\mathbf{n})-p\left(0 \mid n_{j}\right)\right) \rho_{j}} & \text { if } \rho_{j} \leq 1\end{cases}
$$

We follow the seminal work of Whittle (1988) and define the following index policy for the original problem.

Dynamic Whittle's Index Policy (DWI): Suppose that the system occupies state $\mathbf{n}$ at a decision epoch. The index policy DWI always allocates the server to the job class $j *$ which satisfies

$$
w_{j *}(\mathbf{n})=\max _{\substack{1 \leq j \leq J \\ n_{j} \geq 1}} w_{j}(\mathbf{n}) .
$$

We call this policy "Dynamic Whittle's Index policy"; here "dynamic" emphasizes that the index values are dependent upon the (dynamic) number of job classes that still compete for service, in addition to the single class state $n$.

We also derive an index policy that follows the first decomposition.
Whittle's Index Policy (WI): Suppose that the system occupies state $\mathbf{n}$ at a decision epoch. The index policy WI always allocates the server to the job class $j *$ which satisfies

$$
w_{j *}^{\prime}\left(n_{j *}\right)=\max _{\substack{1 \leq j \leq J \\ n_{j} \leq 1}} w_{j}^{\prime}\left(n_{j}\right)
$$

where the index values are calculated by letting $M(\mathbf{n}) \equiv 1$ in equations (20), as shown below.

$$
w_{j}^{\prime}\left(n_{j}\right)= \begin{cases}\frac{n_{j} \theta_{j}}{1+\left(n_{j}-1\right) \rho_{j}} & \text { if } \rho_{j} \geq 1 \\ \frac{n_{j} \theta_{j}}{1+n_{j}\left(1-p\left(0 \mid n_{j}\right)\right) \rho_{j}} & \text { if } \rho_{j} \leq 1\end{cases}
$$

Note that $w_{j}^{\prime}$ values are solely determined by the class $j$ themselves.

### 4.3. An Illustrative Example

We consider a $J=2$ class problem, with key parameters as follows.

$$
\begin{aligned}
& L_{1}=20, \theta_{1}=0.15, \mu_{1}=0.14, \\
& L_{2}=20, \theta_{2}=0.05, \mu_{2}=0.20 .
\end{aligned}
$$

Therefore class 1 has shorter lifetime but longer service time than class 2. Moreover we have $\rho_{1}>1>\rho_{2}$. We calculated the Whittle's index values for different $M$ and obtained both WI and DWI policies. Furthermore, for this small example we calculated the optimal policy by solving the corresponding Bellman equations. Also included is the 2-step policy proposed by Jacobson et al. (2012). The results are plotted in Figure 1. The area above each policy curve, including the curve itself, is where class 2 jobs are prioritised, while that below is where class 1 jobs are given priority.


Figure 1 The Whittle's index values (a) and the index policies WI, DWI, 2-step and an optimal policy (b) for the illustrative example.

It is first of all evident that, for fixed $M$, the index values decrease with $n$ for class 1 and increase for class 2 , and the index values decrease with $M$ for both classes; this is of course to be expected following Corollary 2. The policy plot shows that all four policies (including the optimal policy) take the form of threshold policies in this example. They all begin with prioritising class 2 jobs, due to their shorter service times, and switch to prioritising class 1 jobs after a certain threshold. However, the switching points differ between policies, with WI switching much earlier than the other two. Indeed, pretty much as soon as $n_{2}$ drops below 10 and $w_{2}^{\prime}\left(n_{2}\right)$ falls below $w_{1}^{\prime}\left(n_{1}\right)$ (as shown by the points corresponding to $M=1$ in Figure 1a), the service is always allocated to class 1 jobs under policy WI. In clear contrast, DWI's switching points come much later and are closer to those of the optimum. The consideration of the other non-empty classes helps delay the switching. From Figure 1a it is observed that the crossing point of the bottom two index value curves (for
$M=2$ ) comes at $n=5$, much later than $n=10$ for the top two curves $(M=1)$. The 2 -step policy switches rather too late. We also calculated the suboptimality for each heuristic (as defined by (24) in Section 5.1). The suboptimality for DWI is only $0.06 \%$, which is significantly lower than $0.50 \%$ for WI and $0.37 \%$ for 2 -step. The enhancement due to the second decomposition is therefore substantial.

## 5. Numerical Experiments

In the following discussion we study extensively the performance of the proposed policies. Section 5.1 lists a few alternative heuristic policies from the literature that are used as the benchmarks in all the experiments. In Section 5.2 we test their performances in the Markovian case as described in Section 4. In Section 5.3 we extend to non-exponential cases with Weibull distributed lifetimes. A number of sensitivity analyses are reported in Section 5.4 and in Section 5.5 we provide further discussions of our numerical experiments.

### 5.1. Heuristic Policies

In addition to our proposed index policies WI and DWI, the following five heuristics from the literature are included. For brevity we describe all these heuristics for the Markovian problems. As we shall see in Section 5.3, they can be also applied in settings with non-exponential distributions.

- 2-step: A state dependent policy was proposed by Jacobson et al. (2012) for problems with two classes. We extend this policy to multiple job classes. Given that the system occupies state $\mathbf{n}$ at a decision epoch, the 2 -step policy chooses to serve the non-empty class $j$ with the largest value of

$$
\begin{equation*}
\frac{\mu_{j}}{\mu_{j}+\sum_{i=1}^{J}\left(n_{i}-\delta_{i j}\right) \theta_{i}} \tag{21}
\end{equation*}
$$

Essentially this policy gives priority to the classes which would result in the minimum mean number of abandonments during the next service.

- Threshold: In Jacobson et al. (2012) a threshold policy was also proposed. For $J=2$ problems, the threshold $\mathcal{T}$ is obtained as follows.

$$
\begin{equation*}
\mathcal{T}=\frac{\theta_{1}-\theta_{2}}{\mu_{2}-\mu_{1}} \max \left\{\frac{\mu_{2}}{\theta_{1}}, \frac{\mu_{1}}{\theta_{2}}\right\} \tag{22}
\end{equation*}
$$

For a state $\mathbf{n}$, the threshold policy always chooses to serve the class with larger loss rate if $n_{1}+n_{2} \leq$ $\mathcal{T}$; otherwise the jobs from the other class are served. Note that this policy is not applicable to problems with three or more job classes.

- ThetaMu: Re-number the job classes in descending order of the quantity $\theta_{j} \mu_{j}$, such that

$$
\theta_{1} \mu_{1} \geq \theta_{2} \mu_{2} \geq \cdots \geq \theta_{J} \mu_{J}
$$

In any state $\mathbf{n}$, the policy ThetaMu always chooses to serve the non-empty class with the largest $\theta_{j} \mu_{j}$ value. Essentially this is a static priority policy that favours job classes with large service rates and/or larger loss rates. It has been shown by Glazebrook et al. (2004) that the ThetaMu policy has optimal performance in a "no premature job loss" limit.

- TCF: The time critical first rule resembles the static START policy in practice and always prioritises jobs with shorter expected lifetimes. Specifically, it always chooses to serve the nonempty class $j$ with the largest value of $\theta_{j}$.
- SEPT: The shortest expected processing time rule is another static policy commonly used in many applications. SEPT favours jobs with shorter expected service times. Specifically, it always chooses to serve the non-empty class $j$ with the largest value of $\mu_{j}$.

Moreover, we can obtain the optimal policy (for modest values of $J$ and $L$ ) by solving the Bellman equations. For problems in the Markovian case, we have

$$
\begin{align*}
& V(\mathbf{n})=1+\max _{\substack{1 \leq j \leq J \\
n_{j} \geq 1}}\left\{\int_{0}^{\infty} \sum_{\mathbf{n}^{\prime}} p\left(\mathbf{n}^{\prime} \mid \mathbf{n}, j, s\right) V\left(\mathbf{n}^{\prime}\right) \mu_{j} e^{-\mu_{j} s} \mathrm{~d} s\right\}, \quad \mathbf{n} \neq \mathbf{0}, \\
& V(\mathbf{0})=0, \tag{23}
\end{align*}
$$

where

$$
p\left(\mathbf{n}^{\prime} \mid \mathbf{n}, j, s\right)=\prod_{i=1}^{J}\binom{n_{i}-\delta_{i j}}{n_{i}^{\prime}} e^{-\theta_{i} s n_{i}^{\prime}}\left(1-e^{-\theta_{i} s}\right)^{n_{i}-\delta_{i j}-n_{i}^{\prime}} .
$$

Similarly, the value functions for a specific policy $\pi$ can be obtained from solving the equations below.

$$
\begin{aligned}
& V^{\pi}(\mathbf{n})=1+\left\{\int_{0}^{\infty} \sum_{\mathbf{n}^{\prime}} p\left(\mathbf{n}^{\prime} \mid \mathbf{n}, \pi(\mathbf{n}), s\right) V^{\pi}\left(\mathbf{n}^{\prime}\right) \mu_{\pi(\mathbf{n})} e^{-\mu_{\pi(\mathbf{n})^{s}} \mathrm{~d} s}\right\}, \quad \mathbf{n} \neq \mathbf{0}, \\
& V^{\pi}(\mathbf{0})=0
\end{aligned}
$$

The performance of policy $\pi$ can then be measured by its suboptimality, defined as

$$
\begin{equation*}
\Delta^{\pi}(\mathbf{L})=100\left(V(\mathbf{L})-V^{\pi}(\mathbf{L})\right) / V(\mathbf{L}) \tag{24}
\end{equation*}
$$

### 5.2. The Markovian Case

As indicated in Section 4, the opportunity loss $\rho_{j}=\theta_{j} / \mu_{j}$ has a significant impact on the resulting heuristic policies and their performance. We first study the scenario in which all job classes have a similar level of opportunity loss. In light of real emergency response situations where jobs may well have different degrees of urgency and service requirements, we move on to investigate the performance of alternative policies when job classes have clearly different levels of opportunity losses. To cover a wide range of different problem scenarios, we randomly generate the problem parameters, as specified in each section below.

### 5.2.1. Similar Level of Opportunity Losses Between Job Classes The key parameters

 in the problem considered here are the service rates $\mu_{j}$, loss rates $\theta_{j}$, and the initial numbers of jobs $L_{j}$, which are randomly sampled as below.$$
\begin{align*}
\mu_{j} & \sim U[0.1,1.0], \text { for all cases }  \tag{25a}\\
\rho_{j} & \sim \begin{cases}U[0.1,0.5], & \text { Low opportunity loss } \\
U[0.5,2.0], & \text { Medium opportunity loss } \\
U[2.0,10.0], & \text { High opportunity loss }\end{cases}  \tag{25b}\\
L_{j} & \sim \begin{cases}D U[10,20], & J=2 \\
D U[5,10], & J=3 \\
D U[2,5], & J=4\end{cases} \tag{25c}
\end{align*}
$$

We consider three different levels of opportunity loss as shown in (25b), which are arranged in ascending order of $\rho_{j}$ values. For each of these levels and for each $J \in\{2,3,4\}$, we randomly generate 500 testing instances according to (25a-25c). Specifically, for each level of opportunity loss and each $j \leq J$, we firstly sample the service rates $\mu_{j}$ from the distribution $U[0.1,1.0]$, and $\rho_{j}$ from the corresponding uniform distributions. These determine the loss rates $\theta_{j}=\mu_{j} \rho_{j}$. The initial number of jobs $L_{j}$ are then sampled from corresponding discrete uniform distributions. Note that their values are limited and reduced with $J$ such that the optimal policies can be obtained within reasonable time. Moreover, we are only interested in situations where the jobs with longer expected lifetimes have shorter expected service times, and vice versa. These conditions are common in practice and the optimal service policies in such situations are far from obvious. Without loss of generality we require that $\theta_{j}<\theta_{j+1}, \mu_{j}>\mu_{j+1}$. Therefore instances which do not meet these conditions are re-sampled.

For every problem instance, value iteration is employed to compute the mean number of service completions achieved under alternative heuristics and an optimal policy. Then the suboptimality for each heuristic is computed. For each opportunity loss category, the average performance of every heuristic across 500 instances is calculated and summarised in Table 1.

The results in Table 1 confirm that ThetaMu and 2-step policies perform well when jobs have low and high opportunity losses, respectively, which agree with the previous results in the literature. Their performances clearly worsen in other scenarios, however. The index policy WI produces rather weak results across the board. Even though it is better than ThetaMu in the medium to high scenarios, it is always outperformed by 2 -step and Threshold (where applicable). In sharp contrast, the other index policy DWI achieves significant improvement over WI, regardless of the opportunity loss level. The suboptimality of DWI is the lowest on average among all heuristics in the medium category. In the other two categories the average suboptimality gap between DWI and ThetaMu(2step) is always less than $0.7 \%(0.3 \%)$. Therefore DWI produces comparable average performance

| Opportunity <br> Loss |  | $J=2$ |  |  | $J=3$ |  |  | $J=4$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | mean | max | stdev | mean | max | stdev | mean | max | stdev |
| Low | WI | 2.14 | 8.26 | 1.61 | 3.10 | 9.54 | 2.09 | 3.20 | 12.89 | 2.54 |
|  | DWI | 1.53 | 4.81 | 1.04 | 1.79 | 4.34 | 0.84 | 1.62 | 5.47 | 0.87 |
|  | 2-step | 1.18 | 8.67 | 1.82 | 1.41 | 9.33 | 1.85 | 1.42 | 7.20 | 1.61 |
|  | Threshold | 0.99 | 5.70 | 1.44 | - | - | - | - | - | - |
|  | ThetaMu | 0.88 | 17.41 | 2.04 | 1.02 | 10.50 | 1.79 | 0.94 | 7.49 | 1.41 |
|  | TCF | 6.58 | 43.85 | 8.95 | 7.62 | 36.53 | 7.78 | 5.48 | 25.89 | 5.46 |
|  | SEPT | 2.15 | 17.23 | 3.34 | 2.68 | 17.06 | 3.33 | 2.74 | 14.25 | 3.08 |
| Medium | WI | 0.79 | 2.92 | 0.62 | 2.23 | 6.07 | 1.34 | 4.11 | 12.52 | 2.42 |
|  | DWI | 0.09 | 0.97 | 0.16 | 0.16 | 1.10 | 0.19 | 0.18 | 1.76 | 0.22 |
|  | 2-step | 0.12 | 1.57 | 0.23 | 0.27 | 2.61 | 0.49 | 0.37 | 4.41 | 0.64 |
|  | Threshold | 0.10 | 1.02 | 0.16 | - | - | - | - | - | - |
|  | ThetaMu | 2.60 | 20.79 | 4.54 | 3.55 | 20.43 | 4.39 | 2.89 | 18.10 | 3.43 |
|  | TCF | 10.32 | 44.46 | 9.91 | 11.83 | 41.81 | 9.22 | 11.47 | 38.25 | 8.16 |
|  | SEPT | 0.74 | 8.13 | 1.36 | 1.25 | 10.04 | 1.89 | 1.45 | 11.14 | 1.92 |
| High | WI | 0.48 | 2.62 | 0.40 | 1.07 | 4.81 | 0.76 | 2.31 | 10.72 | 2.05 |
|  | DWI | 0.20 | 1.87 | 0.22 | 0.25 | 2.39 | 0.30 | 0.33 | 4.16 | 0.51 |
|  | 2-step | 0.01 | 0.23 | 0.03 | 0.05 | 1.75 | 0.13 | 0.08 | 2.49 | 0.22 |
|  | Threshold | 0.03 | 1.40 | 0.09 |  |  | - | , |  | - |
|  | ThetaMu | 3.35 | 21.14 | 4.69 | 4.35 | 18.74 | 4.66 | 5.20 | 19.66 | 4.67 |
|  | TCF | 9.90 | 41.30 | 8.58 | 12.89 | 40.75 | 8.73 | 12.76 | 35.27 | 7.13 |
|  | SEPT | 0.20 | 3.39 | 0.42 | 0.40 | 3.74 | 0.64 | 0.49 | 6.49 | 0.84 |

Table 1 Suboptimality (in \%) for problems with the similar level of opportunity loss in the Markovian case.
to the best performing policies across all scenarios. However, what makes DWI standing out is its consistency and robustness in performance. In fact, its worst case performance and standard deviation are always the best except for the high scenarios, which makes DWI the most robust policy. Its overall worst case performance is at most $5.47 \%$, while the value for the other alternatives is $12.89 \%$ (WI), $9.33 \%$ (2-step), $5.70 \%$ (Threshold), $21.14 \%$ (ThetaMu), $43.85 \%$ (TCF) and $17.23 \%$ (SEPT). We also observe that Threshold is strong when it is applicable; it is always the second best policy on average. Its worst performance is quite good as well. However, as we shall see, its performance reduces significantly for the Weibull lifetime problems. Among the three static policies, TCF is always the weakest, far worse than the others, while SEPT shows much stronger performance over ThetaMu in medium to high scenarios.

### 5.2.2. Different Level of Opportunity Losses between Job Classes The numerical

 experiments so far are restricted to situations where all job classes have a similar level of opportunity loss, either being low, medium, or high. In real life, however, this may not always be the case. It is very likely that there exist a combination of jobs with various degrees of urgency and treatment needs. Indeed in some mass casualty incident situations, it is reasonable to expect that some jobs will have a low opportunity loss, while others have medium or high opportunity losses. In this section we consider the situation of this kind, by requiring that $\rho_{j}$ values are sampled from different levels. Again we consider problems with $J=2,3,4$ classes, with their $\rho_{j}$ values nowsampled as below.

$$
\begin{cases}\rho_{1} \sim U[0.1,1.0], \rho_{2} \sim U[1.0,10.0] & J=2  \tag{26}\\ \rho_{1} \sim U[0.1,0.5], \rho_{2} \sim U[0.5,2.0], \rho_{3} \sim U[2.0,10.0] & J=3 \\ \rho_{1} \sim U[0.1,0.5], \rho_{2} \sim U[0.5,1.0], \rho_{3} \sim U[1.0,2.0], \rho_{4} \sim U[2.0,10.0] & J=4\end{cases}
$$

The other two parameters for each class are still sampled independently according to (25a) and (25c). Again 500 instances are randomly generated for each $J$ and the results are presented in Table 2. The distributions of the suboptimality and the confidence intervals are plotted in Figure 2 , in which TCF is excluded in order to show clearer contrast between the other policies.

|  | $J=2$ |  |  | $J=3$ |  |  | $J=4$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | mean | max | stdev | mean | max | stdev | mean | max | stdev |
| WI | 1.63 | 9.24 | 1.74 | 4.08 | 13.63 | 3.19 | 6.49 | 24.61 | 4.49 |
| DWI | 0.24 | 1.61 | 0.36 | 0.45 | 3.16 | 0.63 | 0.45 | 3.18 | 0.59 |
| 2-step | 0.30 | 5.48 | 0.56 | 2.10 | 11.83 | 2.54 | 3.11 | 16.68 | 3.53 |
| Threshold | 0.35 | 4.85 | 0.69 | - | - | - | - | - | - |
| ThetaMu | 7.41 | 40.40 | 9.87 | 8.66 | 36.16 | 8.76 | 8.85 | 32.26 | 7.93 |
| TCF | 15.30 | 65.28 | 16.99 | 19.12 | 62.46 | 14.87 | 19.79 | 58.5 | 12.88 |
| SEPT | 0.77 | 11.40 | 1.51 | 5.54 | 21.98 | 5.75 | 6.89 | 27.12 | 6.27 |

Table 2 Suboptimality (in \%) for problems with different level of the opportunity loss in the Markovian case.


Figure 2 Suboptimality (in \%) for problems with different level of the opportunity loss in the Markovian case.

It can be observed that DWI performs exceptionally well in these problems, with the strongest performance among all heuristics. Compared to the results in Table 1, its mean suboptimality is much smaller, while all the other heuristics perform significantly worse. The box plots indicate
that DWI has the lowest suboptimality on all measures (mean, median, and all quartiles) in every scenario. Indeed, the mean suboptimality is at most $0.45 \%$ and the worst case at most $3.18 \%$ across all instances. These are far better than the second best heuristic, 2 -step, whose mean suboptimality could be as large as $3.11 \%$ and worst case $16.68 \%$. Threshold shows comparable performance, followed by WI. SEPT comes close and outperforms ThetaMu. It also delivers better results than WI when $J=2$, but this relationship is reversed for larger $J$. Still TCF provides the weakest performance with mean of $19.79 \%$ and maximum of $65.28 \%$. The dominant performance of DWI is further evidenced by its $95 \%$ confidence interval of the mean suboptimality, which is tight and significantly below all the other alternatives, especially when there are more job classes.

### 5.3. Weibull Lifetime and Deterministic Service time

In this section we depart from the assumptions of exponentially distributed lifetime and service times. Although this makes questions of indexability etc. rather intractable, it is very much of interest to investigate numerically how well our heuristic policy performs in other scenarios. Here we shall consider deterministic service times and Weibull distributed lifetimes.

For Weibull distributed lifetimes, the loss rate is no longer constant but changes with time. We shall use Weibull $\left(\alpha_{j}, \beta_{j}\right)$ to denote the distribution function for class $j$ :

$$
F_{j}(s)=1-e^{-\left(s / \beta_{j}\right)^{\alpha_{j}}} .
$$

The mean remaining lifetime $\mathbb{E}\left(X_{j}-t \mid X_{j}>t\right)$ can be calculated as follows, where for presentation purposes we temporarily discard the subscript $j$ :

$$
\mathbb{E}(X-t \mid X>t)=\frac{\beta \Gamma\left(1 / \alpha,(t / \beta)^{\alpha}\right)}{\alpha} e^{(t / \beta)^{\alpha}}
$$

where $\Gamma\left(1 / \alpha,(t / \beta)^{\alpha}\right)$ is the upper incomplete Gamma function which takes the form

$$
\Gamma\left(1 / \alpha,(t / \beta)^{\alpha}\right)=\int_{(t / \beta)^{\alpha}}^{\infty} x^{1 / \alpha-1} e^{-x} \mathrm{~d} x
$$

The loss rate at time $t$ is given by the reciprocal of $\mathbb{E}(X-t \mid X>t)$, as written below.

$$
\theta(t)=\frac{\alpha}{\beta \Gamma\left(1 / \alpha,(t / \beta)^{\alpha}\right)} e^{-(t / \beta)^{\alpha}},
$$

and this allows us to define $\rho(t)=\theta(t) \mu^{-1}$, where $\mu^{-1}$ is the deterministic service time. In particular, we have

$$
\theta(0)=\frac{1}{\beta \Gamma\left(1+\alpha^{-1}\right)} ; \quad \rho(0)=\frac{1}{\beta \Gamma\left(1+\alpha^{-1}\right) \mu} .
$$

We are only interested here in cases for which $\alpha>1$, as these would seem to correspond more closely to more practical situations where jobs' loss rates increase over time if not being served.

We are now ready to extend the service policies described in Section 5.1 to the Weibull lifetime setting, following the same approach as Jacobson et al. (2012). For the two index policies, the loss rate is replaced by the updated value $\theta(t)$ to calculate the Whittle's index value for each class at decision epoch $t$, which are then used in the same manner to derive the service policies. The same approach applies to 2-step and Threshold. For the static policy ThetaMu and TCF, the initial value of $\theta(0)$ is used to determine the service order, which then remains unchanged over time.

The optimal policy can be derived as follows. For deterministic service times the value iteration procedure needs to only compute $V\left(\right.$ or $\left.V^{\pi}\right)$ at states ( $\mathbf{n}, t$ ) for $t$-values of the form $t=\sum_{j=1}^{J} m_{j} \mu_{j}^{-1}$ where the $m_{j}$ are non-negative integers. The optimality equation takes the form

$$
\begin{align*}
& V(\mathbf{n}, t)=1+\max _{\substack{1 \leq j \leq J \\
n_{j} \geq 1}}\left\{\sum_{\mathbf{n}^{\prime}} p\left(\mathbf{n}^{\prime} \mid \mathbf{n}, t, j, \mu_{j}^{-1}\right) V\left(\mathbf{n}^{\prime}, t+\mu_{j}^{-1}\right)\right\}, \quad \mathbf{n} \neq \mathbf{0}, \\
& V(\mathbf{0}, t)=0, \tag{27}
\end{align*}
$$

with the transition probability

$$
p\left(\mathbf{n}^{\prime} \mid \mathbf{n}, t, j, \mu_{j}^{-1}\right)=\prod_{i=1}^{J}\binom{n_{i}-\delta_{i j}}{n_{i}^{\prime}}\left(1-F_{i}^{t}\left(\mu_{j}^{-1}\right)\right)^{n_{i}^{\prime}}\left(F_{i}^{t}\left(\mu_{j}^{-1}\right)\right)^{n_{i}-\delta_{i j}-n_{i}^{\prime}},
$$

in which $F_{j}^{t}(s)$ is given by

$$
F_{j}^{t}(s)=1-\exp \left[\left(\frac{t}{\beta_{j}}\right)^{\alpha_{j}}-\left(\frac{t+s}{\beta_{j}}\right)^{\alpha_{j}}\right] .
$$

5.3.1. Similar Level of Opportunity Losses Between Job Classes As in the Markovian case, we first of all sample the key problem parameters as follows.

$$
\begin{align*}
\mu_{j} & \sim U[0.1,1.0] \text { for all cases }  \tag{28a}\\
\alpha_{j} & \sim U(1.0,2.0] \text { for all cases }  \tag{28b}\\
\rho_{j}(0) & \sim \begin{cases}U[0.1,0.5], & \text { Low opportunity loss } \\
U[0.5,2.0], & \text { Medium opportunity loss } \\
U[2.0,10.0], & \text { High opportunity loss }\end{cases}  \tag{28c}\\
L_{j} & \sim \begin{cases}D U[10,15], & J=2 \\
D U[5,10], & J=3 \\
D U[2,5], & J=4\end{cases} \tag{28d}
\end{align*}
$$

Note that values of $\beta_{j}$ are derived from the values of $\mu_{j}$ and $\alpha_{j}$ obtained from the draws in (28a) and (28b), and the value of $\rho_{j}(0)$ obtained from whichever is appropriate of the draws in (28c). As before, we require that $\theta_{j}(0)<\theta_{j+1}(0), \mu_{j}>\mu_{j+1}$; instances which do not meet these conditions are re-sampled. We are forced to impose a lower limit on the maximum number of jobs when $J=2$ due to the added complexity of the recursion (27) in comparison with (23).

| Opportunity <br> loss |  | $J=2$ |  |  | $J=3$ |  |  | $J=4$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | mean | max | stdev | mean | max | stdev | mean | max | stdev |
| Low | WI | 1.88 | 7.62 | 1.60 | 3.10 | 11.64 | 2.37 | 3.50 | 17.00 | 2.97 |
|  | DWI | 1.31 | 5.35 | 1.12 | 1.61 | 5.24 | 1.00 | 1.67 | 5.45 | 0.97 |
|  | 2-step | 1.52 | 9.45 | 2.22 | 2.31 | 12.79 | 2.88 | 2.58 | 12.96 | 2.59 |
|  | Threshold | 2.17 | 37.79 | 4.21 | - | - | - | - | - | - |
|  | ThetaMu | 0.88 | 11.94 | 1.99 | 1.50 | 12.37 | 2.32 | 0.96 | 6.81 | 1.25 |
|  | TCF | 7.56 | 53.79 | 9.83 | 8.89 | 41.20 | 9.00 | 6.52 | 36.06 | 6.71 |
|  | SEPT | 3.78 | 19.75 | 5.21 | 4.55 | 21.92 | 4.95 | 4.94 | 19.60 | 4.63 |
| Medium | WI | 1.73 | 8.28 | 1.32 | 3.85 | 12.76 | 2.47 | 6.77 | 21.09 | 4.03 |
|  | DWI | 0.31 | 2.65 | 0.45 | 0.40 | 2.76 | 0.46 | 0.33 | 1.95 | 0.35 |
|  | 2-step | 0.11 | 1.38 | 0.23 | 0.41 | 3.83 | 0.67 | 0.43 | 4.23 | 0.65 |
|  | Threshold | 2.26 | 40.24 | 6.22 | - | - | - | - | - | - |
|  | ThetaMu | 3.81 | 27.92 | 5.95 | 5.02 | 24.12 | 5.43 | 4.98 | 20.57 | 4.70 |
|  | TCF | 15.62 | 54.08 | 13.38 | 16.06 | 47.92 | 10.65 | 15.95 | 50.23 | 9.64 |
|  | SEPT | 0.81 | 7.36 | 1.43 | 1.89 | 14.69 | 2.65 | 2.35 | 15.79 | 2.82 |
| High | WI | 0.05 | 2.03 | 0.19 | 0.26 | 5.89 | 0.83 | 2.64 | 23.77 | 4.68 |
|  | DWI | 0.02 | 1.14 | 0.10 | 0.08 | 2.28 | 0.28 | 0.42 | 7.61 | 1.10 |
|  | 2-step | 0.02 | 2.54 | 0.17 | 0.06 | 3.89 | 0.31 | 0.25 | 5.12 | 0.79 |
|  | Threshold | 0.12 | 6.20 | 0.55 | - | - | - | - | - | - |
|  | ThetaMu | 4.73 | 31.87 | 7.39 | 8.28 | 39.97 | 9.15 | 7.42 | 32.09 | 7.54 |
|  | TCF | 13.60 | 48.80 | 12.46 | 18.47 | 42.66 | 11.04 | 15.64 | 36.03 | 8.80 |
|  | SEPT | 0.03 | 2.29 | 0.17 | 0.11 | 2.60 | 0.35 | 0.46 | 7.61 | 1.14 |

Table 3 Suboptimality (in \%) for problems with similar level of opportunity loss in the Weibull lifetime case.

As with the Markovian case we randomly generate 500 instances for each $J$ and each level of opportunity loss. The comparison results of the suboptimality between the policies are reported in Table 3.

The evidence provided in Table 3 yield similar conclusions as those obtained from Table 1. The policies ThetaMu and 2-step still have poor worst case performance in settings for which they are not designed. The index policy WI is stronger than ThetaMu in medium to high categories, but is always outperformed by 2-step. DWI continues to show strong and robust performance across all scenarios. Indeed, it is always one of the top 2 policies on all three measures, with no other heuristic having such consistent performance. Its mean suboptimality is always less than $1.67 \%$, while the values for the others are $6.77 \%$ (WI), $2.58 \%$ (2-step), $2.26 \%$ (Threshold, $J=2$ only), $8.28 \%$ (ThetaMu), $18.47 \%$ (TCF) and $4.94 \%$ (SEPT). DWI is also the best policy on average for half of the medium to high scenarios, and its worse case performance and standard deviation are the strongest in most scenarios. Unlike in the Markovian case, Threshold does not work particularly well any more in the Weibull case. TCF continues to deliver the weakest performance among static policies, and SEPT still beats ThetaMu in medium to high scenarios.

### 5.3.2. Different Level of Opportunity Losses between Job Classes The values of $\rho_{j}(0)$

 are sampled in the same way as (26) in the Markovian case, while all the other parameters are still sampled from (28a-28c). Comparisons between heuristic policies are still based on 500 randomly generated instances. The results are reported in Table 4 and Figure 3. Again TCF is excluded from the plots.|  | $J=2$ |  |  | $J=3$ |  |  | $J=4$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | mean | max | stdev | mean | max | stdev | mean | max | stdev |
| WI | 3.12 | 18.79 | 4.01 | 5.66 | 27.94 | 6.09 | 7.80 | 29.17 | 6.70 |
| DWI | 0.32 | 5.97 | 0.77 | 0.48 | 4.20 | 0.76 | 0.54 | 5.61 | 0.93 |
| 2-step | 0.41 | 6.00 | 0.83 | 1.94 | 10.57 | 2.35 | 4.16 | 23.97 | 4.41 |
| Threshold | 1.21 | 37.76 | 4.12 | - | - | - | - | - | - |
| ThetaMu | 10.38 | 64.79 | 13.10 | 10.65 | 55.96 | 12.05 | 12.60 | 55.37 | 11.97 |
| TCF | 19.67 | 78.63 | 20.31 | 23.13 | 77.68 | 19.41 | 25.48 | 72.50 | 17.31 |
| SEPT | 0.37 | 10.78 | 1.03 | 5.97 | 27.28 | 6.06 | 11.28 | 37.79 | 9.57 |

Table 4 Suboptimality (in \%) for problems with different level of the opportunity loss in the Weibull case.


Figure 3 Suboptimality (in \%) for problems with different level of the opportunity loss in the Weibull case.

The conclusions are similar to those drawn from the Markovian case. DWI continues to provide uniformly excellent performance. It is significantly stronger than WI and performs consistently with different numbers of job classes. ThetaMu and TCF perform much worse in the Weibull lifetime case than in the Markovian case. In contrast, the performance of SEPT is stronger when $J=2$, even though it deteriorates quickly for larger $J$. The policy 2-step delivers respectable performances, but is still significantly worse than DWI.

### 5.4. Sensitivity Analysis

We further study the performance sensitivity to the distribution of initial jobs among classes. We focus our attention on Weibull lifetime cases for $J=2$ with different levels of opportunity loss. The problem parameters for this and the subsequent experiments are sampled as before unless specified otherwise. Therefore we have $\rho_{1}(0) \leq 1 \leq \rho_{2}(0)$. The total number of jobs is fixed at 50 and we sample $L_{1}$ from three different uniform distributions. Since the optimal policy cannot be obtained
for problems of this size, we calculate the percentage improvement of DWI over the other alternatives via simulation. For each scenario 500 instances are solved and the average improvements are reported in Table 5.

| Initial Setting | $L_{1}$ | $L_{2}$ | 2-step | WI | Threshold | ThetaMu | TCF | SEPT |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Class 2 dominant | DU[5,7] | $50-L_{1}$ | 1.39 | 1.00 | 1.48 | 11.63 | 41.57 | 1.80 |
| Balanced | DU $[24,26]$ | $50-L_{1}$ | -0.23 | 3.51 | 1.69 | 12.67 | 47.37 | -0.31 |
| Class 1 dominant | DU[43,45] | $50-L_{1}$ | -0.26 | 5.50 | 1.38 | 11.58 | 44.21 | -0.30 |

Table 5 Average performance improvement (in \%) of DWI over the alternatives with different initial settings, $J=2$, Weibull lifetime.

The results are interesting; clearly the relative performances are not the same across the three scenarios. The improvements of DWI over 2-step and SEPT reduce when $L_{2}$ (the number of jobs with higher opportunity loss) decreases. In contrast, the improvement of DWI over WI increases with smaller $L_{2}$, while for the others the biggest improvements are seen for the balanced scenario.

We also study the performance with different values of $J$ (with $L_{j} \sim[10,15], \forall j$ ) and $L_{j}$ (with $J=4$ ) for Weibull lifetime scenarios with different levels of opportunity loss. For each scenario 500 problems are generated as before. The average improvements are reported in Table 6.

| $J$ | 2-Step | WI | ThetaMu | TCF | SEPT |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 0.09 | 3.08 | 14.50 | 37.75 | 0.06 |
| 3 | 0.45 | 6.42 | 15.10 | 40.44 | 2.24 |
| 4 | 0.78 | 8.70 | 18.12 | 45.65 | 3.99 |

(a) $L_{j} \sim[10,15]$

| $L_{j}$ | 2-step | WI | ThetaMu | TCF | SEPT |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $\sim D U[2,5]$ | 4.02 | 8.70 | 16.29 | 43.31 | 13.56 |
| $\sim D U[10,15]$ | 0.78 | 8.70 | 18.12 | 45.65 | 3.99 |
| $\sim D U[20,25]$ | 0.11 | 8.48 | 18.77 | 45.60 | 1.63 |

(b) $J=4$

Table 6 Average performance improvement (in \%) of DWI over other alternatives with regard to $J$ and $L_{j}$, Weibull lifetime.

Table 6(a) reports the results with increasing number of classes, and Table 6(b) with increasing number of initial jobs. It is shown that the improvements of DWI over the others are clearly bigger with more job classes. The improvements, however, do not necessarily increase with larger initial number of jobs in each class. Indeed, the improvements over 2-step and SEPT reduce with more jobs in each class, while the improvements do not change much for the other policies. It is worth mentioning that in these scenarios jobs are evenly distributed into different classes. The performance will be very different if one or few job classes dominate the others, as shown in Table 5. In particular, the DWI's performance is expected to be much stronger when the higher opportunity loss classes make up most of the jobs. Therefore, more jobs do not always result in better (or worse) relative performance between alternative policies. The number of job classes, the initial number of jobs in each class, and the distribution of jobs between classes all make a difference.

At last we undertake an experiment to study the performance when the same number of jobs are composed of more and more classes $(J=2,4,10,20)$. Jobs are evenly distributed between classes.

We sample $\rho(0)$ values as follows. For each $J$, the interval $[0.1,1.0]$ is divided into $J / 2$ consecutive subintervals with equal length, and so is the interval $[1.0,10.0]$. The $\rho_{j}(0)$ value is then sampled uniformly from the $j^{\text {th }}$ subinterval. Again 500 instances are solved for each $J$ and the results are shown in Table 7.

| $J$ | $L_{j}$ | 2-Step | WI | ThetaMu | TCF | SEPT |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 10 | 0.21 | 2.93 | 14.74 | 35.95 | 0.34 |
| 4 | 5 | 2.88 | 8.35 | 16.87 | 44.68 | 11.11 |
| 10 | 2 | 7.76 | 10.29 | 18.73 | 43.79 | 15.51 |
| 20 | 1 | 9.58 | 44.28 | 23.01 | 44.97 | 16.32 |

Table 7 Average performance improvement (in \%) of DWI over the alternatives with the same number of initial jobs but different number of classes, Weibull lifetime.

It is shown that the advantage of DWI over 2-step clearly increases when jobs are composed of more classes. The average improvement is only $0.21 \%$ for $J=2$, but it increases to $9.58 \%$ when $J$ becomes 20. Similar results are observed for the other policies.

### 5.5. Further Discussions

The numerical results show the clear and significant enhancement of the index policy derived from the second decomposition over that from the first one. Not only is the policy DWI much stronger on average than WI, but also its performance is consistent and robust across all opportunity loss scenarios and number of job classes. These results highlight the limitation of the classical Whittle's index policies in situations where the number of bandits competing for resource varies over time. (We use bandits and classes interchangeably in this discussion.) In a standard Whittle's RB approach, the index values are obtained solely based on the dynamics of each bandit themselves, while all the information outside is ignored. Such locally focused approaches might still work well when the number of bandits stay the same throughout the time horizon, as shown by previous works in the RB literature. However, as our results have indicated, they are not good enough for problems with a changing number of bandits. In such cases, it becomes essential to take into account other information apart from each single bandit itself, such as the number of bandits still competing for service as we have suggested. Indeed, if there was just one bandit left, there would be no need to have the penalty for receiving service. On the other hand, if there were many others competing for service, a high penalty would need to be imposed to reflect the severity of resource scarcity.

The approach that we have developed provides a simple yet effective way to include the number of job classes when deriving the class specific index values. This is captured by a penalty term for receiving service, which is proportional to the total number of job classes. More attractively, such information is available at no extra cost, as it can be trivially obtained from the system state. This
approach can be readily applied to other restless bandit problems where the number of bandits varies over time (not necessarily decreasing), such as situations where new/existing projects are being started/terminated or customer queues are dynamically opened/closed. We strongly believe that it has the potential to produce much stronger index policies compared to those from the classical RB approaches for such problems.

## 6. When to Switch

Figure 1 in Section 4.3 suggests that the three alternative heuristic policies, i.e., 2 -step, WI, and DWI have very different switching patterns. In this section we explore further the switching time for each of them and how this compares to the optimal policy. Since DWI works particularly well in the scenarios where job classes have mixed levels of opportunity losses (as shown in Table 2), we focus our attention first on such problems. A number of problem instances that were generated in Section 5.2 for the Markovian case and $J=2$ have been studied. Figure 4 shows the typical switching curves identified in these problems. Once again, the area above/below each curve corresponds to states in which class $2 / 1$ jobs are prioritised.


Figure 4 Heuristic policies 2-step, WI, DWI and an optimal policy for problems with different values of $\rho$.

In most scenarios, the four policies start with serving class 2 jobs due to their shorter service times. With jobs leaving the system (either via service completion or abandonment), the service is gradually switched over to class 1 jobs. In all three examples the 2 -step policy is the last to switch while WI always switches first; DWI sits in the middle in all scenarios. (The only exception to this is scenario c), in which WI always prioritises class 1 jobs. However, this can simply be viewed as a situation in which the switch from class 2 to class 1 for WI occurs at a larger number of jobs than is plotted here.)

Such switching patterns can be explained by the index values of each policy. According to equation (21), the index values for 2-step are largely determined by the service rate at the beginning (note that the total number of remaining jobs is large and thus the second term in the denominator is similar between classes). With jobs leaving the system the index values for both classes increase. Even though the loss rate begins to make more effect, the catching up takes time and thus the switching points always come quite late, usually when only few jobs still remaining. For DWI, in sharp contrast, the index value for class 2 decreases while that for class 1 increases with smaller $n_{j}$ (see Corollary 2). Thanks to such a property the switching takes place much earlier than 2-step. Figure 5 plots the index values for both 2-step and DWI policies for the illustrative example in Section 4.3 , clearly demonstrating the difference between the policies. For WI, however, because


Figure 5 Index values for 2-step and DWI for the illustrative example.
its index values for both classes are larger than their counterparts in DWI (as illustrated in Figure 1a), the switching points are pulled even earlier and in most cases too early, as shown in Figure 1b and 4.

As a result of such switching patterns, DWI is the closest to the optimal policy in most cases where job classes have different levels of opportunity losses, as illustrated in scenario a) and c) in Figure 4. In scenario b), the loss rate of class 1 is not large enough to compensate the much smaller service rate and justify an earlier switch, and thus 2-step works better than DWI with a marginal advantage; indeed, they only differ in states when $n_{1}=1$. But in cases where the loss rate of class 1 is obviously larger and/or the service rate is closer to class 2 , and thus should be
prioritised much earlier in the process, 2-step still switches very late. This behaviour explains why the worst case performance could be very poor for 2-step. It is also not surprising why DWI is the most robust (and the strongest) policy across all scenarios. Furthermore, the advantage margin of DWI increases with the number of job classes $J$, as shown in the results in Section 5.

The same switching order between the three policies is also observed in both low opportunity loss ( $\rho_{j} \leq 0.5$ for all $j$ ) and high opportunity loss ( $\rho_{j} \geq 2$ for all $j$ ) problems. In either case the average performance of DWI is not necessarily the strongest. Indeed, due to the relatively smaller difference of loss rates, it is often optimal to switch late (as explained in the previous paragraph), or "so late" that no switching actually takes place. We also found that in some of the low opportunity loss problems DWI and 2-step start with the "wrong" class, as it is actually optimal to clear the faster leaving class before switching to the other class that has a much smaller loss rate (and thus barely any abandonment). In such cases the same switching order still holds, and WI delivers the best results as it is the first one to switch to the "right" class (even though not as early as ThetaMu). Therefore ThetaMu and 2-step often have the best average performance in the low and high opportunity loss scenarios, respectively. Nevertheless, being able to switch at "right" timing (i.e., neither too early nor too late) warrants DWI still the most robust policy in these problems.

## 7. Conclusions

In the aftermath of mass casualty incidents, a critical decision problem is how to optimally allocate limited resources to a large number of jobs with different and uncertain lifetimes and service times. In this paper, we have addressed such an important and ongoing debate and proposed an effective yet simple service policy, based on the celebrated Whittle's index policies for restless bandits. Unlike most of the literature which develops indices based on a time average reward/cost criterion with an infinite horizon, the problem concerned features a finite and uncertain time horizon. Moreover, the decision epochs are completely determined by the endogenous actions defined by the service policy, which differs significantly from previous works where the decision epochs are either discrete or largely exogenously determined. Furthermore, in our setting the number of bandits (job classes) diminishes over time. We have proved the indexability of all job classes in the Markovian case, and developed closed-form equations to compute the corresponding index values. Our numerical experiments demonstrate that our proposal has stronger and more consistent performance over pre-existing heuristics in the literature, even in the non-Markovian settings where jobs' lifetimes follow Weibull distributions and service times are deterministic.

From the methodological point of view, our work extends Whittle's index policies to problems with a finite and uncertain time horizon which depends upon the service policy, and in which the number of bandits changes over time. Such problems cannot be decomposed by a straightforward
application of the classical Whittle's Lagrangian relaxation approach. To accommodate the complexity we have developed two versions of Lagrangian relaxation that allow the decomposition of the original problem into single class problems. The first one is a direct extension of the standard Whittle's restless bandits approach. In the second one the total number of job classes still competing for service is taken into account, and this approach reduces to the first decomposition when assuming the total number of job classes to be always one. The second decomposition leads to a strong performing (and consistent) index policy, compared to that from the first. We show that the relatively simple act of taking into consideration a piece of system-wide information that is readily available can make a substantial improvement to performance. This intuitive and effective idea is not restricted to the problem concerned, and should be straightforward to apply to other restless bandit problems where the number of bandits varies over time.

Both approaches proposed in this paper entail index policies calculated in two different forms depending on the level of opportunity loss (i.e. the value of $\rho$ ). As mentioned above, when $\rho \geq 1$ (respectively, $\rho \leq 1$ ), the index values decrease (respectively, increase) with the number of remaining jobs $n$. This property derived from the application of Whittles Restless Bandits helps to explain the different levels of performance of our policies among scenarios featuring "heavy premature job loss" versus "no premature job loss". It also explains why the proposed index policy performs particularly well where competing job classes have different levels of opportunity losses. In sum, what makes our proposed DWI stand out is the way that the index values are derived: 1) it differentiates at the level of opportunity loss; 2) it incorporates other system-wide information (the number of other classes competing for service).

For emergency response researchers and practitioners, our study generates a number of useful insights. First, prioritization decisions solely dependent on urgency of treatment (i.e. length of remaining lifetimes) may not work well in the aftermath of mass casualty events due to the severity of resource scarcity. The level of resources required to complete the service (i.e. the service time) of each job should also be given sufficient weight in determining priority level and resource scheduling decisions. It may lead to more survivals to give treatment/priority to less urgent casualties with lower resource requirement. Second, common practices (such as START), which direct resources to the next casualty category only if the preceding categories are completely emptied, fail to be efficient. We demonstrate that the optimal "switch" between casualty categories is state-dependent. Therefore, the choice of an effective state-dependent scheduling policy is important for the overall success of emergency response effort. Our numerical study shows that our proposed policy performs better and more consistently, across a variety of parameter combinations, than a number of wellestablished benchmarks in the field. Last but not least, by having other-regarding nature embedded in our index policy DWI, we attempt to provide a response to the call (Jacobson et al. (2012)
and many cited within) that prioritization decisions shall take explicit account of resource scarcity constraint in the modelling of emergency resource allocation policies in the aftermath of mass casualty incidents.

In this work we have restricted attention to the situation in which all jobs are to be served by a single server; it would clearly be desirable to understand how well our index policy works when this assumption is relaxed. Interesting directions for future work include tackling the question of indexability, and a practical investigation into the performance of the proposed index policy, in more general scenarios where the number of bandits changes over time.
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## Appendix A: Mathematical proofs

## A.1. Calculation of the value function

Here we calculate an explicit formula for $v(n)$, the value function when using policy $\pi^{*}$ (as defined in Theorem 1). When $\rho \geq 1$ and $n>n^{*}$ the proposed policy is to reject service: thus we obtain an expected
payoff of $W /(n \theta)$ until some job's lifetime expires (using the fact that the minimum of $n$ i.i.d. $\operatorname{Exp}(\theta)$ random variables has an $\operatorname{Exp}(n \theta)$ distribution), and so

$$
v(n)=v\left(n^{*}\right)+\sum_{k=n^{*}+1}^{n} \frac{W}{k \theta}, \quad n>n^{*}
$$

When $n \leq n^{*}$ the policy $\pi^{*}$ says to accept service. This gives an immediate payoff of one, and an expected penalty of $W(1-M) / \mu$ while this job is being served; we then need to consider how many jobs we still expect to be in the system once this service has completed. A simple induction argument using (15) shows that

$$
v(n)=\sum_{k=1}^{n} \frac{\sigma}{1+\rho(k-1)}, \quad n \leq n^{*}
$$

where we define

$$
\sigma=1-\frac{(M-1) W}{\mu}
$$

If $\sigma \leq 0$ then it is simple to check that the acceptance set $A^{*}$ in (18) is empty, as we would expect.
A similar, but slightly more involved, calculation can be performed when $\rho \leq 1$. In general the value of policy $\pi^{*}$ is most simply expressed by considering the difference between $v(n)$ and $v(n-1)$, which we record here for ease of reference:

$$
\begin{align*}
& \text { If } \rho \geq 1:  \tag{A-1}\\
& \text { If } \rho \leq 1:  \tag{A-2}\\
& \frac{\sigma}{\frac{W}{n \theta}} \\
& \frac{\sigma}{1+\rho(n-1)}
\end{align*} \quad n \leq n^{*} . ~(n)-v(n-1)=\left\{\begin{array}{ll}
\frac{W}{n \theta} \\
\sigma-\frac{W}{\mu}\left(1-p\left(0 \mid n^{*}(W)+1\right)\right) & n \leq n^{*} \\
\frac{n_{\sigma}}{1+\rho(n-1)} & n>n^{*}+1
\end{array}\right\}
$$

## A.2. Proof of Theorem 1

We begin with some notation: let $\tau^{\pi}(t)$ be the earliest time $s \geq t$ at which the server is potentially idle, and hence able to commence serving a new job, when policy $\pi$ is being used at time $t$. If $\pi\left(N_{t}\right)=0$ then the server is rejecting service under policy $\pi$ at time $t$, and so in this case $\tau^{\pi}(t)=t$. However, if $\pi\left(N_{t}\right)=1$ and the server is already serving at time $t$, the earliest time at which it can start serving a new job is when the current service completes, and so $\tau^{\pi}(t)$ is random, with $\tau^{\pi}(t) \sim t+\operatorname{Exp}(\mu)$.

Now let us write, for any $n \in \mathbb{N}$

$$
h(n)=\sum_{k=1}^{n-1} p(k \mid n) v(k)-(1-\sigma)
$$

and let $h(0)=0$. If the server is currently busy, and there are $n-1$ jobs waiting (i.e. a total of $n$ jobs still in the system), then $h(n)$ represents the total expected future payoff if we switch to $\pi^{*}$ as soon as the current job completes. Note that the term $1-\sigma$ appears as the expected penalty incurred while serving the current job. We remark that the following two useful equalities hold, both involving the distribution of the number of jobs left when the current service completes (recall equation (15)):

$$
\begin{align*}
\frac{\Gamma(k+1 / \rho)}{\rho \Gamma(k+1+1 / \rho)} & =\frac{1}{1+k \rho}  \tag{A-3}\\
\frac{p(k \mid n)}{p(k \mid n-1)} & =\frac{(n-1) \rho}{1+(n-1) \rho} \tag{A-4}
\end{align*}
$$

Using (A-3) and (A-4) we can obtain the following relationship between $h(n), h(n-1)$ and $v(n-1)$ :

$$
\begin{align*}
h(n) & =p(n-1 \mid n) v(n-1)+\sum_{k=1}^{n-2} p(k \mid n) v(k)-(1-\sigma) \\
& =p(n-1 \mid n) v(n-1)+\sum_{k=1}^{n-2} \frac{p(k \mid n)}{p(k \mid n-1)} p(k \mid n-1) v(k)-(1-\sigma) \\
& =p(n-1 \mid n) v(n-1)+\frac{(n-1) \rho}{1+(n-1) \rho}(h(n-1)+(1-\sigma))-(1-\sigma) \\
& =\frac{1}{1+(n-1) \rho}(v(n-1)-(1-\sigma))+\frac{(n-1) \rho}{1+(n-1) \rho} h(n-1) \tag{A-5}
\end{align*}
$$

This says that if no jobs leave while the current one is being served (which happens with probability $p(n-$ $1 \mid n)$ ) then our expected future payoff is $v(n-1)-(1-\sigma)$. However, if one or more jobs leave, then our expected future payoff is given by $h(n-1)$.

Now define for a general policy $\pi$ :

$$
\begin{equation*}
V_{t}^{\pi}=Z_{t}^{\pi}+W \int_{0}^{t}\left(1-M \pi\left(N_{s}^{\pi}\right)\right) \mathrm{d} s+\mathbb{E}\left[v\left(N_{\tau^{\pi}(t)}^{\pi}\right) \mid N_{t}^{\pi}\right] \tag{A-6}
\end{equation*}
$$

This is the payoff obtained by using policy $\pi$ over the interval $[0, t]$ plus the further payoff that we could expect to gain by choosing at time $t$ to switch to policy $\pi^{*}$. (If $\pi$ causes the server to be idle at time $t$, then the final term is simply $v\left(N_{t}^{\pi}\right)$. But if $\pi$ causes the server to be busy, then this term equals the expected value of $v$ when averaged over the number of jobs possibly still in the system when the service at time $t$ is completed, minus the penalty being incurred while completing the current service.. Hence the need to consider the time $\tau^{\pi}(t)$ : if the server is busy at time $t$ then it is not possible to simply swap to the optimal policy at this instant.) Thus the final term in (A-6) satisfies:

$$
\begin{equation*}
\mathbb{E}\left[v\left(N_{\tau^{\pi}(t)}^{\pi}\right) \mid N_{t}^{\pi}=n\right]=v(n)(1-\pi(n))+h(n) \pi(n) . \tag{A-7}
\end{equation*}
$$

It's clear that $V^{\pi^{*}}$ is a martingale; by Bellman's Principle, in order to prove that policy $\pi^{*}$ is optimal it suffices to show that $V^{\pi}$ is a supermartingale for all policies $\pi$.

Accordingly, we consider the expected change in $V^{\pi}$ over the time interval $[t, t+\delta)$ given that $N_{t}^{\pi}>0$. Using basic properties of Poisson processes it is simple to argue the following:

$$
\begin{align*}
& \mathbb{E}\left[Z_{t+\delta}^{\pi}-Z_{t}^{\pi} \mid N_{t}^{\pi}=n, \pi(n)=0\right]=\mathbf{1}_{[n>1]} \theta n \pi(n-1) \delta+o(\delta)  \tag{A-8}\\
& \mathbb{E}\left[Z_{t+\delta}^{\pi}-Z_{t}^{\pi} \mid N_{t}^{\pi}=n, \pi(n)=1\right]=\mathbf{1}_{[n>1]} \mu \pi(n-1) \delta+o(\delta) \tag{A-9}
\end{align*}
$$

(Here and throughout we use the notation $o(\delta)$ to express a quantity satisfying $o(\delta) / \delta \rightarrow 0$ as $\delta \rightarrow 0$.) These equations simply say that the total number of jobs which have commenced service can increase by one during the time period $[t, t+\delta$ ), and that this happens only if someone leaves the system (either by a lifetime expiring, in the case that $\pi(n)=0$, or in the case of a service completion if $\pi(n)=1$ ) and the policy $\pi$ is to accept service when there are $n-1$ jobs waiting. A similar argument can be used to determine the expected change in the amount of subsidy received over this short period:

$$
\begin{equation*}
\mathbb{E}\left[W \int_{t}^{t+\delta}\left(1-\pi\left(N_{s}^{\pi}\right)\right) \mathrm{d} s \mid N_{t}^{\pi}=n\right]=W(1-M \pi(n)) \delta+o(\delta) \tag{A-10}
\end{equation*}
$$

Finally, we consider the expected change in the last term of $V^{\pi}$ in equation (A-6) over the period $[t, t+\delta)$, again using properties of Poisson processes:

$$
\begin{aligned}
& \mathbb{E}\left[v\left(N_{\tau^{\pi}(t+\delta)}^{\pi}\right)-v\left(N_{\tau^{\pi}(t)}^{\pi}\right) \mid N_{t}^{\pi}=n, \pi(n)=0\right]= \theta n \delta \pi(n-1)(h(n-1)-v(n)) \\
&+\theta n \delta(1-\pi(n-1))(v(n-1)-v(n))+o(\delta) \\
& \mathbb{E}\left[v\left(N_{\tau^{\pi}(t+\delta)}^{\pi}\right)-v\left(N_{\tau^{\pi}(t)}^{\pi}\right) \mid N_{t}^{\pi}=n, \pi(n)=1\right]=\begin{aligned}
& \mu \delta \pi(n-1)(h(n-1)-h(n)) \\
& +\mu \delta(1-\pi(n-1))(v(n-1)-h(n)) \\
& +\theta(n-1) \delta(h(n-1)-h(n))+o(\delta)
\end{aligned}
\end{aligned}
$$

(The first of these is reasoned as follows. At time $t$ there are $n$ jobs in the system, and policy $\pi$ is to reject service at this point (and thus $\tau^{\pi}(t)=t$ ). So the only way in which $v\left(N_{\tau^{\pi}(t+\delta)}^{\pi}\right)-v\left(N_{\tau^{\pi}(t)}^{\pi}\right)$ may be non-zero is if one of the waiting jobs leaves in the period $[t, t+\delta)$; this happens with probability $\theta n \delta$. If this event transpires, we then need to consider the value of $\pi(n-1)$ : if this is zero, the policy is to continue rejecting service, and so $v\left(N_{\tau^{\pi}(t+\delta)}^{\pi}\right)-v\left(N_{\tau^{\pi}(t)}^{\pi}\right)=v\left(N_{t+\delta}^{\pi}\right)-v\left(N_{t}^{\pi}\right)=v(n-1)-v(n)$. If $\pi(n-1)=1$ however, the server accepts service, and so at time $t+\delta$ there is one job being served and $n-2$ jobs waiting: in this case $v\left(N_{\tau^{\pi}(t+\delta)}^{\pi}\right)-v\left(N_{\tau^{\pi}(t)}^{\pi}\right)=h(n-1)-v(n)$, by (A-7) The second equation follows from very similar reasoning.)

Combining these with equations (A-8) - (A-10) and rearranging terms results in the following when the server is idle at time $t$ under policy $\pi$ :

$$
\begin{align*}
\lim _{\delta \downarrow 0} \frac{1}{\delta} \mathbb{E}\left[V_{t+\delta}^{\pi}-V_{t}^{\pi} \mid N_{t}^{\pi}=n, \pi(n)=0\right]=W & +\theta n(v(n-1)-v(n)) \\
& +\theta n \pi(n-1)\left(\mathbf{1}_{[n>1]}+h(n-1)-v(n-1)\right) \tag{A-11}
\end{align*}
$$

However, if the server is busy at time $t$ under policy $\pi$ we obtain:

$$
\begin{align*}
\lim _{\delta \downarrow 0} \frac{1}{\delta} \mathbb{E}\left[V_{t+\delta}^{\pi}-V_{t}^{\pi} \mid N_{t}^{\pi}=n, \pi(n)=1\right]= & W \\
& (1-M)+\mu \pi(n-1) \mathbf{1}_{[n>1]} \\
& +\mu(1+\rho(n-1))(h(n-1)-h(n)) \\
& +\mu(1-\pi(n-1))(v(n-1)-h(n-1)) \\
= & W(1-M)+\mu \pi(n-1) \mathbf{1}_{[n>1]} \\
& +\mu(h(n-1)-v(n-1)+1-\sigma) \\
& +\mu(1-\pi(n-1))(v(n-1)-h(n-1))  \tag{A-12}\\
= & \mu \pi(n-1)\left(\mathbf{1}_{[n>1]}+h(n-1)-v(n-1)\right)
\end{align*}
$$

where the second equality makes use of (A-5).
Consideration of equations (A-11) and (A-12) shows that in order to complete our proof of Theorem 1 it suffices to show that for all $n \in \mathbb{N}$,

$$
\begin{align*}
W+\theta n(v(n-1)-v(n)) & \leq 0  \tag{A-13}\\
\mathbf{1}_{[n>1]}+h(n-1)-v(n-1) & \leq 0 \tag{A-14}
\end{align*}
$$

since it will then follow that $V^{\pi}$ is a supermartingale for all policies $\pi$, as required. We can immediately remark that if $n-1 \in A^{*}$ then

$$
\mathbf{1}_{[n>1]}+h(n-1)-v(n-1)=0
$$

and so when considering (A-14) we only need consider the case when $n-1 \notin A^{*}$.
We deal with the two cases $\rho \geq 1$ and $\rho<1$ separately. The proof will rely on the formula for the value function under policy $\pi^{*}$ given in (A-1) and (A-2).

Case 1: $\rho \geq 1$
First consider (A-13). From (A-1) we immediately see that $W+\theta n(v(n-1)-v(n))=0$ when $n>n^{*}$. Furthermore, for $n \leq n^{*}$, we have

$$
\begin{aligned}
W+\theta n(v(n-1)-v(n)) & =W-\frac{\theta n \sigma}{1+\rho(n-1)} \\
& \propto n\left(\frac{W M}{\mu}-1\right)-\frac{W}{\theta}(\rho-1)
\end{aligned}
$$

and this is bounded above by zero thanks to our definition of the acceptance set $A^{*}$ in (18).
Now consider (A-14). This inequality is clearly true when $n \leq n^{*}$ (as remarked above). Suppose, for the purpose of an induction argument, that it holds for some value of $n \geq 1$. Then, using (A-5) we obtain

$$
\begin{aligned}
\mathbf{1}_{[n+1>1]}+h(n)-v(n) & =1+\frac{1}{1+\rho(n-1)}(v(n-1)-(1-\sigma))+\frac{\rho(n-1)}{1+\rho(n-1)} h(n-1)-v(n) \\
& \left.\leq 1+\frac{1}{1+\rho(n-1)}(v(n-1)-(1-\sigma))\right)+\frac{\rho(n-1)}{1+\rho(n-1)}(v(n-1)-1)-v(n)
\end{aligned}
$$

(using our inductive assumption that $h(n-1) \leq v(n-1)-1$ )

$$
=\frac{\sigma}{1+\rho(n-1)}-(v(n)-v(n-1))
$$

Finally, from (A-1) we see that this upper bound is identically zero for $n \leq n^{*}$, and is bounded above by zero when $n>n^{*}$ by the definition of the set $A^{*}$.

Case 2: $\rho<1$
First suppose that $\theta<W M$. If $\theta<\mu \leq W M$ then for any $n$, using the observation that $p(0 \mid n) \leq 1 / n$,

$$
\frac{W}{n \theta}-\left(1-\frac{W}{\mu}(M-p(0 \mid n))\right)>\frac{W M}{\mu}-1 \geq 0
$$

So in this case $n^{*}=\infty$ and policy $\pi^{*}$ is to always reject services. Thus $W+\theta n(v(n-1)-v(n))=0$ for all $n$, and so (A-13) holds. Alternatively, if $\theta<W M<\mu$ it follows that $n^{*} \in[1, \infty)$. The left-hand side of (A-13) equals zero for $n \leq n^{*}$, and is non-positive for $n=n^{*}+1$ thanks to the definition of $A^{*}$. For $n>n^{*}+1$ we obtain

$$
\begin{aligned}
W-\theta n(v(n)-v(n-1)) & =W-\frac{\theta n \sigma}{1+\rho(n-1)} \leq W-\frac{\theta\left(n^{*}+1\right) \sigma}{1+\rho n^{*}} \\
& \propto \frac{W}{\theta}-\sigma-n^{*}\left(1-\frac{W M}{\mu}\right) \leq \frac{W}{\theta}-\frac{W}{\mu}-n^{*}\left(1-\frac{W M}{\mu}\right) \\
& \leq \frac{W}{\theta}-n^{*}\left(1-\frac{W}{\mu}\left(M-p\left(0 \mid n^{*}\right)\right)\right)
\end{aligned}
$$

where in the final two inequalities we have used the assumption that $W M<\mu$ and (once again) the observation that $p(0 \mid n) \leq 1 / n$. Thanks to the definition of $A^{*}$, this is bounded above by zero, as required.

For (A-14), when $n-1 \leq n^{*}$ (i.e. $n-1 \notin A^{*}$ ) we calculate as follows:

$$
\begin{aligned}
1+h(n-1)-v(n-1) & =1+\sum_{k=1}^{n-2} p(k \mid n-1) v(k)-(1-\sigma)-v(n-1) \\
& =\sigma+\sum_{j=1}^{n-2} \frac{W}{\theta j} \sum_{k=j}^{n-2} p(k \mid n-1)-v(n-1) \\
& =\sigma+\sum_{j=1}^{n-2} \frac{W}{\theta j}(1-\rho j p(j \mid n-1))-\sum_{j=1}^{n-1} \frac{W}{\theta j} \\
& =\sigma+\frac{W}{\mu}(1-p(0 \mid n-1))-\frac{W}{\theta(n-1)} \\
& =\left(1-\frac{W}{\mu}(M-p(0 \mid n-1))\right)-\frac{W}{\theta(n-1)}
\end{aligned}
$$

and this is no more than zero thanks to the definition of $A^{*}$. Thus (A-14) holds when $\theta<W M$.
Finally, suppose that $W M \leq \theta<\mu$. In this case $n^{*}=0$ and policy $\pi^{*}$ is to always accept services. So for all $n \geq 1$,

$$
W+\theta n(v(n-1)-v(n))=W-\frac{\theta n \sigma}{1+\rho(n-1)}
$$

This is a decreasing function of $n$, so is bounded above by

$$
W-\theta \sigma=(W M-\theta)-(1-\rho)(M-1) W \leq 0
$$

Thus (A-13) holds. Furthermore, (A-14) trivially holds since $A^{*}=\mathbb{N}$.

## A.3. Proof of Corollary 1

First consider the case $\rho \geq 1$. If $W M \leq \mu$ then from (18) it follows that $A^{*}=\mathbb{N}$, i.e. $\pi^{*}(n)=1$ for all $n$, and so the claim trivially holds. On the other hand, if $W M>\mu$ then

$$
A^{*}=\left\{n \in \mathbb{N}: n \leq \frac{W}{\theta}(\rho-1)\left(\frac{W M}{\mu}-1\right)^{-1}\right\}
$$

and so $n+1 \in A^{*} \Longrightarrow n \in A^{*}$, which is equivalent to the claim that $\pi^{*}(n) \geq \pi^{*}(n+1)$.
Suppose instead that $\rho<1$; we now wish to show that $n \in A^{*} \Longrightarrow n+1 \in A^{*}$. As observed in the proof of Theorem 1, if $\mu<W M$ then $A^{*}$ is empty. So now suppose that $W M \leq \mu$, and define $a(n)$ by

$$
a(n)=n\left(1-\frac{W}{\mu}(M-p(0 \mid n))\right)
$$

Thus $n \in A^{*}$ if and only if $a(n) \geq W / \theta$. We shall show that if $n \in A^{*}$ then $a(n+1) \geq a(n)$, and thus $n+1 \in A^{*}$, as required.

Now,

$$
\begin{align*}
a(n+1) & =(n+1)\left(1-\frac{W}{\mu}(M-p(0 \mid n+1))\right) \\
& \left.=(n+1)\left(1-\frac{W}{\mu}\left(M-p(0 \mid n) \frac{n \rho}{1+n \rho}\right)\right) \quad \operatorname{using}(\mathrm{A}-4)\right) \\
& =a(n)-\frac{W n p(0 \mid n)}{\mu(1+n \rho)}+\left(1-\frac{W}{\mu}\left(M-p(0 \mid n) \frac{n \rho}{1+n \rho}\right)\right) \tag{A-15}
\end{align*}
$$

Since $n \in A^{*}$, we can rearrange the expression in (18) to lower bound $p(0 \mid n)$ :

$$
\frac{1}{n \rho}-\frac{\mu}{W}+M \leq p(0 \mid n)
$$

Using this, along with the upper bound $p(0 \mid n) \leq 1 / n$ in (A-15), we see that

$$
\begin{aligned}
a(n+1)-a(n) & \geq-\frac{W}{\mu(1+n \rho)}+1-\frac{W}{\mu}\left(M-\left(\frac{1}{n \rho}-\frac{\mu}{W}+M\right) \frac{n \rho}{1+n \rho}\right) \\
& =\frac{1}{1+n \rho}\left(1-\frac{W M}{\mu}\right) \geq 0
\end{aligned}
$$

