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Abstract

Metaanalysesynthesisevailable data on a phenomenon to get a broader understanding of its

determinants. This work proposestvao-step methodology 1) Based on a broad dataset of
residential water demand studias,builds a metaregression model to estimate mean and
standard deviation of price elasticivy residential water demand. 2) Thesulting metanodel
serves as a basis for implementiag approachthat directly simulates the range of price
elasticities resulting from polieselevant combinations of its determinants. This simulation
approachs validated using the available dataset. Despite evidence of low averagelasiicity,

the scenarios simulated using our megression estimates shawat increasing blockrate
tariffs are associated with higher price elasticégd stresses the importance of using sifte
theart methodologies when evaluating the price respoftss completes other methodological
insights obtained from the megamalysis itself. Policy imlications on the use of pricing to bring

about water savings are discussed.

Keywords: price-elasticity, residential water demand, discontinuous prices-ameigsis

Key points

1) Metaanalysis of residential water price elasticity from largest database yet.
2) Resuting statistical model used to formulaesimulatiorapproach

3) Approachvalidated using available dataset.

4) Approachcan give a primary estimate of the efficiency of new pricing policies
5) Approach shows the impact of tariff structure and estimation methodology

Data availability

We are committed to make available along with the paper the dataset we developed sedl we u
to carry out the analyses here reported.

Dataset name: Meta-daaset on water demand

Short description:

“Metadataset on water demdnid a dataset that contains hand collected data about primary
studies published from 1963 to 2013 which have tried to estimate the residential wated dem
and water price elasticity in particular. Observations are at single estimeltellesy are 615,
coming from 124 primary studies. The research paper describes the vanakhldsd in the
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dataset with the relative sources. The dataset is useful for replication puidoseover, making
it available would facilitate accumulation and processing oféuampirical evidence.

Developers:

The dataset was assembled by building on data made available by Dalhuis€20833) which
comprise 51 primary studies published before 2001. Some additional 73 primary studies were
added to obtain the final dataset.

Thefinal dataset was assembled by Riccardo Marzaooafdo.marzano@polimi)itwvith
contributions fronSilvia Padula and Charles Rougeé.

Form of repository: Spreadsheet

Szeof archive: 188 KB

Software required: MS Office

Access form: (here the link to the repository where the dataset will be avgilable
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1. Introduction

Pricing isan appealing instrumertb bring about water savingghe increasing emphasis of
waterpolicieson “putting the right price tagn water” (EC, 2012)and the shift to discontinuous
pricing structuressuch as increasing block rates (IBRsg twoinstancesof current attitude
towardwater priéng, which isaimed at promoting water conservatiwhile maintaining equity
and affordability(Rogers et al., 2002 his papermffers a synthesis otle existing evidence on
the response of households to water prices by means of eanadyais.Contrary to previous
studies on this topic, it also goes beyond by validating an exploratory simw@ppovachhased
on metaanalysis resultslt thenuses this approacto produce supplementary insights regarding
some of the determinants of price response such as tariff strutueee are three main
motivations for this effort.

First, seere droughts haveecentlyhit a few US states and Latin Amenicaountries, and
episodes of water shortage have occuliredsia and also in EuropéKummu et al., 2010
MacDonald, 2010)The debate on ateruse efficiency and the implementationaminservation
policieshas grown in scope and urgency as a result, as it has been extendedgeagaphical
locations, including countries traditionally unaffecteddrge scale water shortage events.

Second, and despite the ongoing debat®lving policymakers, scientists and citizens on
water conservation, policy remedies are unclear. On the one hand, demand management ha
emerged as a cesffective complement or even as an alternativeuiaply-side solutions — the
expansion of infrastructure capacity. On the other haodhmandandcontrol policies suclas
userestrictions omandatory retrofit programs seem toléss coseffective than price measures

in the short and long rui©Imstead® Stavins, 2009Escriva-Bou et al, 2015.



92 Finally, despite a extensiveliterature focusing orestimatingthe price elasticity ofwater

93 demand, it remains unclear whethtr what extentand under which circumstangensumers

94  respond to changes in the price of water. Thigakicularlytrue when pricing structusemove

95 from traditional twepart tariffs with a uniform, steady and generally low uniform rate to more
96 complex pricing suctures such as increasing or decreasing block rates, drought prices, or time
97  of-use prices

98 In the absencef a definitive, consensus answer emerging on these issues, sgrahes

99 helpful. Several reviews have been written on the estimation of the residential water demand,
100 including Arbués et al. (2003Grafton et al. (2011)HousePeters & Gang (2011)Nauges &

101 Whittington (2009) Worthington & Hoffman (2008)Over the years, literature has enlarged the
102  spectrum of adopted methodologies. This, in turn, has led to a better handling of the unesertaintie
103 and nonlinearities that exist between water consumption and its determinants,oesd m
104  generally, a better understanding of the complex spatial and temporatpafterater usage.

105 A guantittive alternativeto reviews are metaanalysismethods which have become widely

106  used in the economics and management literature (Stanley & Jarrell, 1989; Mee#hg2007;

107  Geyskens et al., 2009; Nelson & Kennedy, 2008ncel & Hammitt, 201} Metaanalysis

108 allows statistical evidence from different studies to be combined to obtain &tafuan and

109  systematic overview on the effect size of interast] to derive common summary statistics with
110  corresponding confidence intervalShis techniquegenerally results in increased statistical
111 power, and can result in improved parameter significance and accuracy contparadatry

112  studies aloneThis allows the researchte provide more reliable withisample predicted values

113  of the dependent variable under a particular set of conditidieseover,a metaregression

114  analysis (MRA) makes it possible test hypotheses about the relationships between the effect

115  size of interest and some primary stigihecific factorsn order to identify what causes diuto-
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study variations irempirical results. In doing so, may offer suggestions on how to improve
primary data, study design, and model specifications and techniques

Threeprevious metanalyses provided summary statistics of water price elastigpe\Eet
al. (1997) used a sample of 124 price elasticity estimates from 24 journal goticthsced
between 1967 and 1993. They reported a mean water price elastieitypbf Dalhuisen et al.
(2003) extended the previous sample and ran their-ragtasion on 296 estimates taken from
51 studies produced between 1963 and 2001. They obtained a sample mean $€b0i42014)
focused on 100 studiggoducedbetween 2002 and 2012 and obtained a mean valu@365.
The bulk of the literature indicatebat water demand is price inelastic, and few studies have
reported price elasticity estimates larger tHaR5, i.e. smaller in absolute value (see Renwick &
Archibald, 1998; MaihezEspiiera & Nauges, 2004).

Nevertheless, these systematic reviews highlighted the high heterogba¢igffects water
demand studies. They rely on data at different disaggregation levels, bothnowegannual,
monthly and daily data) and over space (household versus municirabtuntry data). They
focus oneitheraverage omarginal pricesThey make use of very diverse demand specifications
and estimation techniques.

This work goes beyond the metaalysis on residential water price elasticity recently carried
out by Sebri (2014) in two respectsrgtj this analysisis based ora sample ofl24 primary
studies produceftom 1964 to 2013, whose size in termsstaidiesis considerably largethan
that of the one used previousavailable metanaly®s. In fact, it considers a publication time
span that bridges both Dalhuisen et al. (2003) and Sebri (20/B4estimate a met@gression
model that is robust to heteroskedasticity stemming fiteenvariation in precision of sampled
price elasticity estimage As in previous metanalyses on the same topic, our specifications

include a wide array of studwnd locatiorspecific factors (data characteristics, methodologies,

6
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socioeconomic factors, tariff structures, and so on). Our specifications are alsi tolhe
presence of outlier values.

Secondjn this paper, wgo beyond the metaegression model biprmulating, validatingand
demonstratinga simulation approacthat extrapolates thenetaanalysismodel toevaluate the
plausible range of price elasticity estimates for set values of some of themoush
specifications which we call scenarios. Wsimulate scenaris aimed atdirectly answering
policy-relevant questions where a metaalysis can only tell wiiger the question is worth
asking. For instangcethe meteanalysis shows that using DCRodels (discretecontinuous
choice Hewitt & Hanemann1995 Olmstead et al2007; Olmstead 2009)to analyze the price
response withncreasing block ratesBR) leads to values of price elasticity that are greater in a
statistical sense. Yet, this is not a direct quantification of how price elasticgiesfacted by 1)
tariff structure and 2) methodological choices. The simulation approach we @moegles this
guantification.Besidesit makes it possible to explore the impact of combined impacts of several
variables, whereas a matgression model can only yield insights on the influengedividual
variables.

The rest of the paper @ganigdas follows. Section Beviewsthe studies conducted avater
demandSection3 presents thdataand decribes themethodologyfor the metaanalysis Section
3 reports the resultsf our metaregression model. Then, Section 4 builds on these results to
formulate, validate and exploitseenaricsimulationapproachSection5 concludes and discusses

the implications of the findings.
2. Meta-analysis: data and methodology

The selection process for the primary studies pertaining to thesawetale is presented first
(Section 2.1). Then, theata(Section 2.2) andhethodgSection 2.3) used in the metample are

7
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presentedand analyzedThis leads tothe moel used in this nte-analysis, which is then

introduced (Section 2.4).

2.1. Building the meta-sample

The 51 studies included in tidatasefrom Dalhuisen et al. (2003) were completadrelying
upon two previous review articles on the estimation of residential water demandrijues Aet
al., 2003; Worthington & Hoffman, 2008) along with a complementary search protocol based on
the following steps. First, we identified a list of keyw®s thatwere kept as simple as possifie
the sake of inclusiveness. @sekeywords were(1) water, (2) demand and(3) price elagticity.
Second, we conducted a Boolean search and explored the following online databasepugl) Sc
(2) ISI Web, (3)RePEC, (4) ScienceDirect, (5) Springer, (6) Wiley, (7) Social Science Research
Network (SSRN), (8) the National Bureau of Economic Research (NBER), atigk ®¢ntre for
Economic Policy Research (CEPRhird, we read the abstracts of all articles we obthinem
the queries in order to eliminate those not relevant to the topic. Upon completienfirst three
steps we ended upith a list of 352 articles, which we further filtered basedtao criteria.On
one hand, we selectamhly those articles that made use of econometric techniguEsnmon
approach sinceéhe seminal paper bMowe & Linaweaver (1967)o estimate the residential
water demandSudies usingany other methodology to estimate water price elasticities were
screened ouOn the other handve included only price elasticities of residential water demand.
When primary studies includk residential and noeresidential water demand estimates, we
disciminated among various estimates reported in the same studyder to seleconly those
usingdata pertaining to residential consumption.

The above describedcreening procesgielded 73 articleswhich wee added to theextant

sample of 51 studies used by Dalhuisen et al. (20@8¢h also included 12 unpublished studies



186

187

188

189

190

191

192
193

194

195

196

that were kept in our sampl&herefore, our final dataset includ&g4 papersproducedfrom
1963 to 2013omprising 61%estimatesof water price elasticitiesbtained using data fro@1
countries(see Figure 1)A coding protocol was designet operationake the information
gathered from the sampled studies. Two of the coautbas allthe papers to ensure a reliable
coding of the effect size and all the matalysis explanatory variableA. list of the sampled

studies and information coded in the matelysisis available upon request.

Fig. 1a- Distribution of the sampled water demand studies over publication year.
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197

198 2.2. Data used in primary studies

199 For approximately 64% of the sample, panel data has been used to estimate wabet. dem
200 Although early water demand studies using panel data date back to the eighti¢snfse& de

201  Mare, 1982), this approach has become more popular in the last few decades (R&nti§oF;

202  Nauges & Thomas, 2003; Mansur & Olmstead, 2012). Panel data are commonly agedrtot

203 account household heterogengityd they are essential to estimate lengn price elasticities.

204 Time series datée.g.,Agthe & Billings, 1980; Ruijs et al., 20D&onstitute only about 15% of
205 our metasample, whereas cressction data(e.g. Gottlieb, 1963; Foster & Beattie, 1981;
206  Hajispyrouet al., 2002pre used to estimate the remaining 20% of the sampled price elasticities.
207 Aggregated data hide diverging microeconomic effects, and their use can pindsed

208  estimateshighlighting the interest of dathsaggregation over both time and spatet, whereas

209  householdevel dataare neededo control for all relevant household characteristwdy a few

210 studieg(Dandy et al., 1997; Olmstead et al., 2007; Mansur & Olmstead, 2012) haveyduoteall

211  able to use thenMost studies resort to aggregated cresstional or panel data across a number
212 of municipalities in a regignandthen analyze the pricelasticity d demand in a spatially
213 disaggregated wayLikewise, daily waterconsumption data would be ide@al disentangle the
214  effect of price variations ononsumptiorfrom those of other timearying determinants such as
215 weather conditions, yettiglies using daily data are even more sporadic than those based on
216  householdevel data (see Olmstead et 2007; Grafton & Ward, 2008). &4t primary studies

217  rely on monthly or annual data.

218 Householdevel data habeen exploitedo estimate onlyabout 36% of the sapled price

219 elasticitieswhereas other estimatesy on aggregate data. Daily data are even more uncommon

220 (8% of the estimatesas data is more frequently (53%) disaggregated on a mdrahbis.

10



221 To estimaeé residential water demanthe most relevant variable to be measutedether
222 with water consumptions the price of water Water tariffs often have complex structutbesat
223 represent a tradeff between multiple objectives such as equity, public acceptability,
224  transparency and eéhsustainability of service provisiorAs far as tariff schemes are concerned,
225 approximately 42% of observations refer to price elasticities estimated itotscavhere
226  increasing block ratedBR) werein place.Decreaing block ratesBR) arefar lessfrequent
227 andaccount for less than 6% of our observatiohen tariff structuresare discontinuoyghe
228 average and marginal prices generally diffsome authorassume that what actually defines the
229 price effect is the consumer's perception of it, #rat this is best represented by the average
230 price (e.g.Nauges & Thomas, 2000; Gaudin et al., 20Bdhleich & Hillenbrand, 2009Dthers
231 prefer marginal prices, and then have to deal with the added difficulty that viRtland DBR
232 tariffs, marginal price differ among users according to consumpti@andy et al.,, 1997,
233 Hajispyrou et al., 2002¥lartinezEspifieira, 2002; Nauges & Van Den Berg, 20@8veral ways
234  to tackle challenges linked with price effect estimation consist in introducingteémediary
235 variable, such as Nordin’s difference variable (Nordin, 1976) or Shin’s pricepberceariable
236 (Shin, 1985).0ver 36% of price elasticities irthe metasample are estimated by usitige
237  averageprice (Grafton et al., 201]1)whereasthe marginal prices are present in52% of water
238 demand estimateAlmost half of those (24% of the metample) includa difference variable

239  control for the income effect imposed by discontinuous tariff structures.

240 In most water demand studies, price elasticity is estichabntrolling for other factors that
241  can influence water consumption. The most common among them are climate and seasonal
242  factors,income, household characteristics and urban configuration.

243 Weather and seasonal factors are taken into account in 73% of the demand estimaibs t

244 one or more variables measuring temperature (44%), rainfall (61%), evapoatosprate

11
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(11%) and season (11%nhdeed,water consumption usually shows a markedssnal pattern
Summer price elasticities angsually larger than winterones,as discretionary wateuses like
outdoor use armore price-sensitive than nediscretionary uses, aridey are typically related to
summer activitiegBillings & Agthe, 1980;Nieswiadomy& Molina, 1989 Griffin & Chang,
1991;Hewitt & Hanemann, 1995; Hoffman et al., 2006¢ss than 10% of the price elasticities
are obtained using only summer data, while winter data are used in approximdatef the
cases.

Water bills often represent a small fraction of household incpateleast irmostdeveloped
countries (Arbués et al., 2003)Jhereforealthough water isonsidered aormal good (positive
income elasticity), thevater demandhasalmost universallypeen foundo beincomeinelasticin
the literature(see, for instance, Dandy et al., 1997; Gaudin et al., 2001 remark is
accentuated by the difficulty to gather data on household ineopnevideddata themselves are
collectedat household level and by the fact that opkhortrun elasticity values are measured in
most studieqapproximately 90% of our estimatesyhereas retrofitting- the installation of
water efficient devices- is a longrun incomerelated effect of price variations. Furthermore
discontinuous voluntac ratesencompass changes in consumer surplugébattin reducing the
income effectsSince income is so important in predicting water consumption levels, it is not
surprising that it has been controlled for in 79% of our sampled price elasticitpaes.

Population densitynd household characteristics ae¢evantin water demand studie®er-
household consumption increases with household size butapga consumption decreases
(Arbués et al.2004).Urban configurationincludingland zoning (e.g. singiamily residential
or commercial), total building area, and density of residential developnaésdkas an influence
on total water consumptiorsandas & Parandvash, 2018)milarly, household composition is

a relevantfactor to considerFor instance, both elder and younger inhabitanéy exhibit a

12



269  higher level of water consumption for discretionary uses, gardening for ther f@amadefrequent

270 laundering and morevaterintensive outdoor leisure activitiégr the latter (Nauges & Thomas,
271 2000). \ariablesthat reflect both the proportion of the population over 64 years and under 19
272 yearsof agecan therefore be includedértinezEspiieira, 2003) Household characteristics
273 such as total number of bedrooms, architectural type (i.e., detached ortaehedge and

274 presence of a garden might also impactter demand Hox et al., 2009). Population and

275 household characteristics are captured by variables measuring population @ersl of the

276  estimates) and household size (in more than 41% of the estimates).

277
278 2.3. Methods used in primary studies
279 Recall that our metaample only contains studies that use econometric mgdel estimag

280 water demandThe functional forms used are diverse, but even though the most natural approach
281 is to estimate a linear water demand model (Chicoine & Ramamurthy, 1986; Nieswia

282  Molina, 1989), the most recurrent functional form is the doldde where both water
283  consumption and price are lxgnsformed. The logransformation is a convenient way to deal
284  with skewed variables; what is more, the coefficient of the price variable inlagagodel is the
285 price elasticity of the water demand. Models where only water consumetigrice is log

286 transformed are also us@dughes, 1980; Arbués et al., 2004).

287 The estimation methodologigeesent in the metsampleinclude ordinary least squares
288 (OLS; e.qg.,Billings & Agthe, 1980; Chicoine et al., 1986; Hewitt & Hanemann, 1995; Marinez
289  Espifieira, 2003Schleich & Hillenbrand, 20Q9and severalnstrumental variable approaeh
290 (IV), with specific emphasis dwo- and threestage least squares (2SLS and 3SK8)of these

291 techniques can based withdata collected at one or at a few points in time, suchrass

292  sectional and panel data. Time series, instead, may require more sophistipabediegs, such

13
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as vector autoregressive models andntegration tebniques KartinezEspifieira, 2007)OLS
is by far the most used estimator in the negtanple(55% of the estimates).

An innovative approach, used three sampled primary studiés the discrete/continuous
choice PCC) model (Hewitt & Hanemanri,995 Olmstead et al2007;Olmstead 2009).DCC
iIs a methodology thatdeak with the endogeneity of price to water consumption arising in
discontinuous tariff schedulesichas IBRor DBR. It modelghe observed demand of water as
the outcome ofl) a discrete choice ahe block in which consumption takes plamed 2) a
perception errorwhich may place consumption on a different block than intended by the
consumer if it is largelts main weakness is the assumption that consumers arénfeethed

about the taff structure.

2.4. Model and estimation technique
The dependent variable of oampirical metaegression model is representedtbg water

price elastitties (pej;) reported in each studyVe usetwo vectors of studyand locatiorAevel

characteristicas independent variabléBhe resulting model ias follows:
peji = B+ Yio1 MXjix + Xio1 VsZiis + € j=1,2,...L;i=1,2,...N (1)
whereg; is the baseline value of the residential water price elasticity, net of any studly
locationspecific effect xj and zj encompass thé& studyspecific and S locationspecific
characteristics, thgindexesL included studies anthei indexesN' estimate reported in each
study, respectively The baselings; is indexed byj because we allow for heterogeneity across
studiese;; is a stochastidisturbance.

Price elasticity estimates may vary considerably in precision leading tmgietdasticity

issues. Therefore, applying conventional ordinary least squares (OLS) to thatiestiof

14
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equation (1) can potentially lead to biased estimafethe coefficients standard errorsTo
mitigate heteroskedasticity, weighted least squares (Wa$3besnadoptedWhen using WLS,
inverse variances should be used as weights in the estimation procedure. Unfortsinatsyr
datamiss most of the standard errors thet needed to compute the inverse variance matex
usea standard approach in metgression analysiwherebywe proxy standard errors with a
monotonic transformation of the sample size associated to each reportedgsticgyekstimate
(Horowitz & McConnell 2002; Stanley & Rosenberger 2009).

The study and locatiorspecific characteristics included in the matalysis model of
equation (1l)are thosadenified as relevant in explainingariations inprice elasticityestimates
such agslemand specificatioand functional formdata characteristics, estimation techngjaad
so on.The complete list of the independent variables used in the MRA and their dessrgygon
presented in Tablé. The operationalization of most ahese variabless analogous to those of

previous meta-analyses in the field (Dalhuisen et al., 2003; Sebri). 2014

Table 1 -List of independent variables in MRA and their descriptions.

Panel A- Demand specification variables
Variable category

(basdline) Variable name Variable description

Type of price elasticity  Long-run =1 if long-run elasticity is estimated

(short-run elasticity) Segment =1 if segment elasticity is estimated

Price measure Marginal price =1 if the marginal pricés used as a price measure
(average price) Shin price =1 if the Shin prices used as a price measure

Conditioning variables  Number of variables  Number of conditioning variables
Lagged consumption =1 if lagged consumption included in demamecification
Evapotranspiration ratc =1 if evapotranspiration rate included in demand specifica

Season =1 if season is controlled for in the demapecification
Household size =1 if household sizéncluded in demand specification
Populationdensity =1 if population density includeid demand specification
Income =1 if income level includeth demand specification
Commercial uses =1 if commercial use is controlled for in demand specificat
Temperature =1 if temperature included in demand specification
Rainfall =1 if rainfall included in demand specification

Difference variable =1 if difference variable includeid demand specification

15



332

333

334

335

336

337

338

339

340

Functional form Log price

(linear) Log consumption
Double log
Flexible

=1 if the specification is sertbgarithmic (x is logarithmic)
=1 if the specification is sertbgarithmic (y is logarithmic)
=1 if the specification is double logarithmic

=1 if the specification is flexible

Panel B- Data variables
Variable category

(baseline) Variablename

Variable description

Disaggregation overtime Daily data

(annual data) Monthly data
Disaggregation overuser Household data
(aggregate data)

Data period Summer data
(cross-season data) Winter data
Data structure Time-series data
(cross-section data) Panel data

=1 if the primary study relies on daily data
=1 if the primary study relies on monthly data
=1 if theprimary study relies on househdkl/el data

=1 if the primary study uses summer data

=1 if the primary study uses winter data

=1 if the primary study relies dime-series data
=1 if the primary study relies on panel data

Panel G- Methodology variables

Variable category Variable name

Variable description

(baseline)

Estimator v =1 if the instrumental variable (I\§pproach is used

(0L 2SLS =1 if the two stages least squares (2S&)roach is used
3SLS =1 if the three stages least squares (3%lppyoach is used
DCC =1 if the discreteContinuous choice approahused

Panel D- Publication variables
Variable category Variable name

Variable description

Publication status Published
Publication year

=1 if the primary study is published
Publication year

Panel E- Locationspecific variables

Variable category Variable name

Variabledescription

(baseline)

Sociceconomic GDP per capita Gross Domestic Product per capita

indicator

Water tariff scheme IBR =1 if customers are subjected to increasing block rates (IE
(flat rate) DBR =1 if customers are subjected to decreasing block rates (C
Location us =1 if the location is in the United States

(other parts of theworld) Europe

=1 if the location is in Europe

3. Results

3.1. Descriptive statistics

Figure 2 showsthe typicalfunnel plot commonly used in metenalyses wherethe sample

size on they-axisis the number of observations used to estimate the price elagka@iis) in
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341

342

343

344

345

346

347
348

349

350

351

352

353

each primary studyn the absence of publication bias, studies based on larger sampleeaave
averageelasticity whereas studies based on smaller sasngle spread on both sides of the
average, creating a roughly furwslaped distributionin this respect, it is worth recalling that
we have included also unpublished studies in our s@taple! The funnel plot justifies the
adoption of WLS to mitigate the tezoskedasticity that arises from differences in precision

associated with the price elasticity estimates.

Fig. 2 -Funnel plot of price elasticity over sample size.
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price elasticity

The average water price elasticity estimiate0.40, with a standard deviation of R.@nd a
medianof -0.34. Fiftythree out of 615 estimates are smaller thigni.e. refer to elastic water
demands.The most priceslastic estimated water demand reports a price elasticity.47.

Thirty-two out of 615 observations are positivendicating that demand increases with price

! Unpublished studies include working papers that have not been accepablication yet. When existing, we
have always included a published version of the study.
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354  These positive values will be carefully handled in the MRA because thayarconsistent with
355  standard micr@conomic theory.
356
357 Fig. 3 - Estimatedprice elasticities over the plitation year (Figure 5&) and over the data
358 collection year (Figure 5d) with 95% confidence interval bands computed before and after the
359  year 2000.
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360
361 Price elasticity estimates from the p@8I00 studies are closer to the overall mean value
362 (Figure3ab). This convergence in the most recent estimates is also confirmed whaicéhe
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363 elasticities are plotted against the data collection years (see Rgube The use of more

364 standardize@stimation techniqugsartly explairs this decrease in intstudy variance.

365 Table 2 reports the descriptive statistics of the independent variables included in the model
366 described in equation (13ixty-eight primary studies (397 observationsged data collected in

367 the United States, whereas 26 studies (111 observatiomd)ased on European datageBn

368 avera@, water demand is estimated in high income locations (the mean v&ib®Pqder capita

369 is 25,300 US dollars).

370
371 Table 2 -Descriptive statistics.

372
Variable Mean Sd Max Min
Long-run .0992 .2992 1 0
Segment .0425 .2019 1 0
Marginal price .5213 .4999 1 0
Shin price .0236 .1520 1 0
Number of variables 8.169 13.67 206 0
Lagged consumption 1497 .3570 1 0
Evapotranspiration rate 1035 .3049 1 0
Season .1083 .3110 1 0
Household size 4189 4938 1 0
Population density .0525 .2233 1 0
Income .7898 .4078 1 0
Commercial uses .0350 .1840 1 0
Temperature 4350 4962 1 0
Rainfall .6035 .4896 1 0
Difference variable 2299 4211 1 0
Log price .0252 .1568 1 0
Log consumption .0173 .1306 1 0
Double log .5423 .4986 1 0
Flexible .0835 .2768 1 0
Daily data .0835 .2768 1 0
Monthly data .5260 4997 1 0
Household data .3669 4823 1 0
Summer data .0945 .2927 1 0
Winter data .0677 .2515 1 0
Time-series data .1480 .3554 1 0
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373

374

375

376

377

378

379

380

381

382

383

384

385
386

Panel data .6346 4819 1 0
Y .0457 .2089 1 0
2SLS .0756 .2646 1 0
3SLS .0094 .0968 1 0
DCC .0205 1417 1 0
Published .8976 .3034 1 0
GDP per capita 25,086 9,929 59,065 762.1
IBR 4031 4909 1 0
DBR .0567 .2314 1 0
us .6520 4767 1 0
Europe .1748 .3801 1 0

3.2. Main results from the meta-analysis model

Table 3 presents the results of the model referring to equation (1). The dependent variable
the price elasticity reported in each estimate of each primary study inciuttemetasample

The table reports the selts of the WLS (columns-3) and panebeneralsed least squares
(GLS, column 4) estimations obtained using the square root of the sample size asahanalyt
weights (Stanley & Rosenberger, 2009). In fact, the studies included in thelateset report
multiple estimates, depending on whether they use different subsamples, apectic
estimators and so on. We correct the standard errors by clusteringinh&tess within studies
(columns 13) to account fordata dependegycacross estimates from thensa study. An
alternative approach applies panel data estimators to a panel that obsery#e ewtiinates for

single studies (Rosenberger & Loomis 2000; Stanley & Doucouliagos 2012).

Table 3 -WLS and panel GLS estimates.

WLS Panel GLS
1) (2) 3) (4)
GDP per capita .0088 .0040**
(.0115) (.0018)
us -.0521 -.0531
(.3235) (.0624)
Europe .0405 .0395
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IBR

DBR

Long-run

Segment

Marginal price

Shin price

Number of variables

Lagged consumption

Evapotranspiration rate

Season

Household size

Population density

Income

Commercial uses

Temperature

Rainfall

Difference variable

Log price

-.0084
(.1028)
-.0036
(.4936)
1963
(.1281)
1.022%
(.4216)

.0112%**

(.0021)
-.0503
(.1056)
-.0006
(.2345)
.3009*
(.1331)
-.2367
(.2659)

.0959
(.2651)

2917
(.3631)

.7604***

(.2330)
-.0247
(.1871)
1630
(.2256)
2364
(.3048)
8797
(.8271)

-.0528
(.0600)
.5569*
(.3334)
-.0129
(.0963)
0464
(.4848)
1777
(.1200)
7647
(.4838)

0117%**

(.0021)
-.0454
(.1008)
-.0291
(.2100)
2697+
(.1267)
-.1923
(.2455)

0872
(.2549)

2124
(.3474)

.6964***

(.2007)
-.0558
(.1692)
1994
(.2000)
2542
(.2948)
19449
(.8004)

21

(.3574)
-.0456
(.0505)
5567
(.3432)
-.0361
(.0738)
0477
(.4957)
1852
(.1228)
8143
(.5531)

.0123***

(.0022)
-.0274
(.0801)
-.0277
(.2263)
2684*
(.1424)
-1575
(.2635)
1421
(.3074)
2721
(.3219)

.6816***

(.2052)
-.0854
(.1918)
1247
(.2032)
2704
(.3198)
1.078
(.8294)

(.0542)
-.1130%
(.0445)
.0401
(.1105)
-.0768
(.0657)
.0696
(.1954)
1262+
(.0390)
.0576
(.1746)
0054+
(.0014)
-.0711
(.0556)
.0099
(.0617)
.0280
(.0528)
-.0316
(.0305)
0631
(.0595)
.0635
(.0472)
3192w+
(.0783)
0216
(.0366)
0191
(.0436)
0247
(.0516)
0661
(.1517)



Log consumption 3716 3772 3715 A569***

(.4049) (.4229) (.4154) (.1294)
Double log -.2587 -.2027 -1777 -.1252%*=
(.2188) (.2020) (.2188) (.0378)
Flexible -.0204 -.0075 .0001 -.0205
(.1935) (.1966) (.2427) (.0543)
Daily data -.0441 .0141 .0089 -.0114
(.3646) (.3434) (.3451) (.0612)
Monthly data -.2064 -.1988 -.1593 -.0194
(.2262) (.2145) (.2126) (.0506)
Household data .0844 .0685 .0256 -.0696*
(.1045) (.1879) (.2005) (.0379)
Summer data -.2380 -2711* -.2715* -.1054#**=*
(.1454) (.1388) (.1526) (.0373)
Winter data .0867 .0543 .0538 1237%**
(.1345) (.1274) (.1452) (.0380)
Time-series data .0518 .0295 .2093 1462**
(.4651) (.4465) (.4785) (.0680)
Panel data -.2262 -.1770 -.0634 .0014
(.3688) (.3654) (.2971) (.0652)
v -1.437* -1.441* -1.512* -.1983
(.8012) (.8013) (.8131) (.1604)
2SLS -.2410 -.2133 -.2229 -.0946*
(.2174) (.2076) (.2167) (.0488)
3SLS 1.791* 1.253 1.262 .5108*
(.8164) (.8506) (.8640) (.2780)
DCC -.5121* -.5060** -.5577** -.2291**
(.2448) (.2425) (.2478) (.1068)
Published -.0940 -.1321 -.2073 -.1348***
(.2948) (.2663) (.3053) (.0497)
Constant -.3712 -.3600 -.6642 -.3325%**
(.6997) (.6895) (.8140) (.1080)
Observations 615 615 598 508
Studies 122 122 117 117

387  The table reports the results of the WLS (colun¥8) &nd panel GLS (column 4) estimations obtained using the
388 square root of the sample size as analytical weights. The dependent variablerisdlelasticity reported in each
389 estimate of each primaryusty included in the metanalysis. Depending on the specification, the models control for
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390 studylevel characteristics, tariff schemes, location of the water demandyrasd domestic product per capita.
391 Standard errors (clustered by studies) are repantpdrentheses. *, **, and *** denote significance at 10%, 5% and
392 1%, respectively.

393
394 Column (1) reports the estimates that refer to a specification which isatundie studylevel

395 characteristics. The variables that control for the tariff scheme facedsbynwers, i.elBR and
396 DBR, are included in the specification reported in column (2). The locdtl&adEurope) and
397 GDP per capita are also added in column (3).

398 The results reported in TabBprovide some insights into the sources of variation inepri
399 elasticity estimates. If the most thorough specification in column (3gwhias obtained through
400 WLS, is considered, three variables show highly statistically signtficaefficients. First, the
401 Number of variables employed in the specification of dhwater demand is found to have a
402  positive effect on the estimated price elasticity. The coefficient is statisttgnificant at the
403 1% level sincewhen more variables are included in the model specification, the analyst obtains a
404 less elastic wateremnand. Second, the presenceCommercial uses also results in a less elastic
405  water demangdwith statistically significane at the 1% level. Third, consistently with Dalhuisen
406 et al. (2003), other things being equal, primary studies that rely upon thap@ach- always
407 applied to cases with IBR in our samplehow a more pricelastic water demandn this case,
408 the coefficient is negative and statistically significant at the 5% level. The dbedicients are
409 also statistically significant in the sgifications reported in columns (1) and (Zhe statistical
410 significanceat the 5% levebf DCC suggests that as far B&CC can be considered #se most
411  sophisticatednethodologyavailable toedimate water denand under discontinuous pricéBR
412 should be considered an effective tool for water conservation.

413 The application of the DCC approach remains statistically significarthe panel GLS

414  estimates (column 4) along withe number of variables included in the specification ted
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415 inclusionof a variable that takes into consideration the commercial uses. In addition,ult® res
416 in column (4) sggestthat the use of th#®larginal price as a price measure may lead to a less
417  elastic water demand, compared with those obtained using average phesuggests that
418 users are more sensitive to average thangimar price As far as the functional form is
419  concerned, theloublelogarithmic (Double log) specification is associated with a more elastic
420  water demand, whereas t8ami logarithmic specification is conducive to lower price elasticities
421  All of the aforementioned effects are statistically significant at the 1% levihnRe onTime-

422 series data leads tosmaller price elasticity estimatesnpre inelasticwater demand) with a
423  statisti@al significance level of 5%A possible explanation is the impossibility to exploit
424  householdevel heterogeneity in the water demand estimathamtording to the panel results, the
425 season in which the data were collected is statistically significantpiaieig variations in the
426  price elasticity estimates. In particular, studies relyin@onmer data show a more elastic water
427 demand, whereadfinter data are more likely to be associated with a less elastic water demand.
428  As far as the locatiespecific variables are concern&DP per capita is found to be statistically
429  significant at the 5% level in explainiragless elastic water demand, as economic theory would
430  predict. Moreover|BR is found to be conducive ®more elastic water demandith statistcal

431  significarce at the 5% level).

432
433 3.3. Outlier analysis
434 As shown in Section B, the range of price elasticity estimates from primary studies is very

435 large.There areobservations whose ipe elasticity is positive in contradiction of basiicro-
436  economictheory, and others that show an extremely elastic water dermbasge outliersaise
437  concernsboth about thereliability of theseestimatesand abouttheir potential influence on the

438  metaregression resultsTherefore, v estimate a probit model that pietd the probability of
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439

440

441

442

443

444

445

446

447

448
449

belonging to the outlist groupand findevidence that using panel data significantly decreases
the odds of obtaining an outlier price elasticity estimate, whereas thedeatand location (i.e.
locationspecific features) doesot have any statistically significant impaateqults are
untabulated but available upon request).

In order to rule out the possibility that our estimates may be biased consideyabie
presence of these outlier values, weeséimate the model oniftrent subsamples. Tabl
reports the results of WLS estimations after having dropped positive [@steiges (column 1),
and after having dropped positive price elasticities and trimmed 1% (column 2) afodI2#on

3) of the observations on thetl&il of the price elasticity distribution.

Table 4 —Outlier-robust estimates.

Outliers excluded

@) (2) ®3)

GDP per capita .0032 -.0001 -.0008
(.0057) (.0058) (.0058)
us 2723 .3078 .3217
(.2023) (.1989) (.1979)
Europe 5073** .4635* AT732%*
(.2221) (.2213) (.2187)
IBR -.0102 -.0082 -.0098
(.0370) (.0367) (.0372)
DBR .2466** .2511* .2537*
(.1244) (.1284) (.1315)
Longrun .0568 .0591 .0554
(.0835) (.0843) (.0825)
Segment -.2171 -.2051 -.2042
(.1489) (.1655) (.1677)
Marginalprice .0212 .0390 .0426
(.0706) (.0678) (.0671)
Shin price .0983 1169 .1156
(.1301) (.1352) (.1374)
Number of variables .0031*** .0028*** .0028***
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(.0010) (.0010) (.0010)

Lagged consumption -.1322 -.1293 -.1237
(.0807) (.0823) (.0807)
Evapotranspiration rate .2064** .1680* .1502*
(.0960) (.0882) (.0862)
Season .2915%** .2900%** .3028***
(.0914) (.0897) (.0870)
Household size .1087 1225 .1348
(.0997) (.1025) (.1036)
Population density .2254 1919 .2017
(.2302) (.2195) (.2203)
Income -.0253 -.0914 -.0978
(.1394) (.1492) (.1506)
Commercial uses .8610*** B277**x .8195***
(.1822) (.1841) (.1840)
Temperature -.1555* -.1832** -.1924**
(.0809) (.0810) (.0813)
Rainfall .1695 .1949* .2093*
(.1239) (.1170) (.1145)
Difference variable -.3338** -.2853** -.2671**
(.1288) (.1245) (.1209)
Log price -.5236*** -.5606*** -.5568***
(.1531) (.1580) (.1600)
Log consumption .0610 .0908 1071
(.2222) (.2279) (.2311)
Double log -.3548*** -.3194*** -.3040%**
(.0885) (.0870) (.0860)
Flexible -.0790 -.0413 -.0269
(.1186) (.1180) (.1172)
Daily data -.2492 -.2308 -.2205
(.1565) (.1526) (.1530)
Monthly data -.0263 -.0760 -.0736
(.1220) (.1210) (.1199)
Household data -.1161 -.1106 -.1092
(.1183) (.1191) (.1197)
Summer data -.2601** -.2587** - 2447
(.1110) (.1088) (.1066)
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450
451
452
453
454
455

456
457

458

459

460

461

462

463

Winter data .0673 .0684 .0821

(.1046) (.1015) (.0982)
Time-series data 8271 %+ .7256** 7428**
(.2878) (.2944) (.2928)
Panel data .0347 -.0014 -.0008
(.1671) (.1674) (.1688)
v 2789** .2586* .2502*
(.1324) (.1363) (.1359)
2SLS .0180 .0016 -.0034
(.0732) (.0728) (.0730)
3SLS .1220 1736 .1929
(.2326) (.2486) (.2512)
DCC -.2245* -.2524* -.2619**
(.1321) (.1291) (.1272)
Published -.6516*** -.6335*** -.6324***
(.1218) (.1236) (.1249)
Constant -.1493 -.0072 -.0300
(.2804) (.3111) (.3089)
Observations 567 560 555
Studies 117 117 117

The table reports the results of the WLS estimations obtained usinguidre soot of the sample size as analytical
weights aftethaving dropped positive price elasticities (column 1), and after haviqpgped positive price

elasticities and trimmed 1% (column 2) and 2% (column 3) of the observatiotine left tail of the price elasticity
distribution. The dependent variable is friee elasticity reported in each estimate of each primary study included in
the metaanalysis. Standard errors (clustered by studies) are reportegtimhmses. *, **, and *** denote

significance at 10%, 5% and 1%, respectively.

Results reported in Bée 4make our main findings more robusipplying the DCC approach,
including more variables in the specificati@md controlling for the commeral uses, are three
methodological features that retaitatistical significaoe on estimated water price staities. In
addition, some coefficients that are statistically significant in our paneiagins (but not in our
full sample WLS estimations) are proved to be so in the oudlarst WLS estimates as well.
This is the case obDouble log, Time-series data and Published, for which the outlierobust

estimates are even stronger than in the panel mibgeouble log andPublished specificatiors
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are associated with a more elastic water demam@reas the opposite is true foime-series

data. Concerning théublished specification, his is a clear evidence of publication bias that we
were not able to discern through the visual aid provided by the funnel plot, simply beeause w
had no way to distinguish between published and unpublished studies. On tilzeycaiter
having dropped less reliable estimates that were likely to significantly drivenain results, the

preference for studies that found a more elastic water demand has been detected.

4. Simulation approach

4.1. Rationale and description

Our metasample can be alsoexploited throughthe formulation of scenarioaimed at
obtaining predictions of water price elasticitydifferent contexts and under alternative pricing
policies In what follows a scenariosimulation is a model prediction obtained using the
estimated coefficients and setting the independent variables at valuespoading to the
scenarits assumptionsThe justification for developing this methodology is ttd. On one
hand, it can inform demand management policies by providirggntdative estimatesf price
elasticity for welldefined scenarios. On the other hand, scenarios can explore the combined
impact of severalvariables on price elasticityAlthough ndividual coefficients of meta
regressions may not be statistically significant, changéBeicorresponding variablessed as
inputs to the simulation of thecenario may still play a significant role when jointly
implemented.

We cannotdirectly proposea metaregression model as a simulation to8lven the large
number of included regressors, overfittimguld be aconcern wen using such a modefor
predictive purposeséee.g.,Harrell, 2015: p. 7 For that reason, we use a thetepprocedure

aimed at taking advantage of our mstanple in a scenario simulation settikgrst, starting
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from the outlierrobust metanodel of Section 3.3ye eliminate the least relevant variables to
selecta more parsimonious linear model. Second, wédatd the obtained restricted model
Finally, we use the validated model to obtain scenario simulagapforing the combined

impacts of tariff structure, seasonality, and estimation methodology.

4.2. Model selection and validation

Model selection has beeguerformed via stepwise regression techniquth a backward
elimination approach, whicls a part of the broad family of the Genei@Specific modelling
approachegHocking, 1976) Backward eliminatiorstartswith the full metaregressionrmodel,
then iteatively dropsindependent variableshese p-valuesire higher than a chosen threshold
and re-estimatesthe resulting restricted modeluntil all p-values are under the threshold
(Kennedy & Bancroft, 1971)We chose 0.2 as oup-value threshold, andeliminated the
independent variable with the highesvaglue at each iteratioihe stepwise regression led to
dropping the following variablem this order Longrun, Segment, Marginal Price, Shin Price,
Income, Population Density, Log Consumption, Flexible, Monthly data, Household data, Panel
data, 29L.S 3SL.SandGDP per capita.

The selectednodel has been crosglidated by using studies published before 2000 as
“training set and those published after 2000 tesst set (Arlot & Celisse, 201Q)This procedure
entails the following suisteps: i) estimating the predictiveodel using the training sgtii)
obtainingmodel predictions relative to observations in the testiigetegressig observed price
elasticities against predictions using the testiggtesting thapredictionsare able texplain the
observed values, i.ethe relative coefficient is statistically significant at theconventional
significance levelln orderto copewith heteroskedasticitwe use WLS both in steps i) and iii).

The model is validatedat a 5%statistically significane level. This suggests that the selected
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511 model exhibits good predictive performance and can be accordingly used to prodiuae relia
512  scenalo simulationsTable5 shows the estimates of the predictive model.

513
514
515
516  Table 5 —Predictive model estimates.

Dependent variable: Price elasticity

IBR -.0235
(.0429)
DBR .3495%**
(.1078)
Summer data -.2828%**
(.1026)
Winter data .0441
(.0959)
us .1963
(.1680)
Europe .4184**
(.1933)
Number of variables .0026***
(.0009)
Lagged consumption -.0731%*
(.0140)
Evapotranspiration rate .1395*
(.0798)
Season .2635***
(.0839)
Household size .0737
(.0535)
Commercial uses 8922+
(.0811)
Temperature -.1785**
(.0786)
Rainfall 1657
(.0837)
Difference variable -.2424**
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517

518

519

520

521

522

523

524

525

526

527

528

529

530

(.1200)

Log price - 4273%*
(.1270)
Double log -.2630***
(.0769)
Daily data -.1201
(.1035)
Time-series data .6615***
(.2163)
v .2103**
(.0905)
DCC -.2689**
(.1207)
Published -.6011***
(.0587)
Constant -.1078
(.2219)
Observations 579
Studies 122

The table reports the results of the WLS estimations obtained usinguire sqot of the sample size as analytical
weights afterhaving dropped positive price elasticities and trimmed 2% of the obiseiwan the left tail of the
price elasticity distribution. The dependent variable is the price elastgtrted in each estimate of each primary
study included in the met@nalyss. Standard errors (clustered by studies) are reported in parenth&semsnd ***
denote significance at 10%, 5% and 1%, respectively.

4.3. Insights from the simulation approach

After having validated the predictive mogdele illustrate the approach simulating selected
scenariosand compang the relativeprice elasticies Scenari® aresimulated by setting all the
independentvariables at their means, except for those measuring the tariff structlirdhean
season during which the water demand has leséimated Thereafter, we exploimetadata
variation to produce simulated price elasticitiesnditional on tariff structureseason and

estimation methodology focusing on the use of DCOable6 shows the scenario simulation

results.
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531
532
533
534
535
536
537 Table 6 —Scenario simulations.

Predicted variable: Price

elasticity

Price elasticity Standard error  95% conf. inter.
All seasons
Linear -.3692%** .0194 [-.4075;:.3308]
DBR -0211 .1060 [-.2309;.1888]
IBR -394 1%* .0236 [-.4408:.3473]
IBR (with DCC) -.6615%** .1188 [-.8967:.4263]
Summer
Linear -.5913**=* .0763 [-.7423:.4403]
DBR -.2432** 1226 [-.4859:.0005]
IBR -.6162%** .0798 [-.7743:.4581]
IBR (with DCC) -.8837*** 1341 [-1.149:.6182]
Winter
Linear -.2644%** .0691 [-.4012:.1276]
DBR .0837 .1440 [-.2013;.3687]
IBR -.2893%** .0664 [-.4207:.1578]
IBR (with DCC) - 5567*** .1200 [-.7943:.3192]
Observations 555 555 555
Studies 117 117 117

538  The table reports the results of scenario simulations basédeovalidated predictive model. The predicted price
539 elasticities are obtained by setting all the variables at their means, excéuts®measuring the tariff structure and
540 the season. Standard errors (clustered by studies) and 95% confidencddrare also reported. ** artf denote
541 significance at 5% and 1%, respectively.

542
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The validated model simulatggice elasticitiesacross seasonmderlinear DBR andIBR
tariff scheduls. In the latter case, we compagstimate obtainedwith and without the DCC
approachwhich on the one hand, properly deals with the endogeneiprioé with respect to
water demandbut, on the other hand, rests on the assumption that households are fully informed
about the tariff structure, including block sizes and prices within each blooksgald et al,
2007).

Simulated results lead tbe following conclusions. First, predicted price elasticities are close
to the sample mean value reported in the Sectibo&rall particularly undethe linear tariff
schedule-0.37). Second, the water demand is found to be more-@aséc during summer than
winter monthsPrice elasticitygoes ug(in absolute value) b§.33 wherswitching from winter to
summer periods. Third, DBR makes water demarsd fariceelastic. Under DBR the water
consumption seems not to respond to price unless we focus on summer fRoutths. IBRis
associated with more elastic water demand, provided that water demand etesstusing a
DCC approachAccording to our simaitions, price elasticity reachése value of-0.88 when
DCC is employed to estimate the water demand in locations exposed to IBRnddms that
under IBR, if the water demand is properly estimdgaal customers are fully informed about the

functioningof the tariff mechanismjt turns out to be price elastic or close to.

5. Discussion

This analysis extends previous mataalyses in two respects. First, it exploits a larger sample
of primary studies (more thadouble tharthat of Dalhuisen et al., 20020% larger than that of
Sebri, 2014 spanning over a longer time periadd includes recent analyses that make use of
more advanced methods and better datasets. Second, it uses the resulthegnesteon model
to implement a simulation approach to explgrice elasticities under different scenarids
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salient findingfrom this approach ithatthe more sophisticatethe statistical analysis methods
I.e. when theydeal with the endogeneity of price to water consumptiehe more elastidhe
water demandn IBRs schemesThis finding suggests thdBRs may bemore effective than
traditional ones in bringing about water savingjslso stresses the importance of the estimation
methodologyln fact, endogeneity issues are relevant when estimatitgy demandinder non
linear pricing: price elasticities estimated using Qila® be shown to be positively (negatively)
biased under IBRs (DBRs) schemes (see Hewitt & Hanemann, I988).esultis so farbased

on a limited number of observations (13) as only three primary stndies sample usedCC.

This finding highlights the effectiveness of managing water demand using priciregnssh
more sophisticated than a tyart tariff with a uniform volumetric charge. On the one halnél, t
reasons for this finding should be investigatetevious studies have shown that differences in
the average magnitude of pricexross locations adopting IBRs and uniform rates are not
responsible for differences in observed elasticities (see Olmstead et &), B&haioral
reaction to the water pricgtructure, for instance due to increased attention to pracdd be a
more plausible explanatio®n the other handhe result is interesting becaushnological
innovations, most notably smart metérat can measureonsumption at a sdtourly timescale
and providereattime feedbackio the users through online consumer portals, are bound to
increase interest in more complex pricing sche(@asninola et al., 2015). Such tariffs would be
dynamic, i.e., prices could vary over short time intervals (Rougé ehalress). For instance,
scarcity pricing could help manage demaviten water becomes scain@eg. linked to available
reservoir storagd)y adjusting price®n a weekly or monthly basis, thus sending useigraal of
the true resource vau(Grafton & Kompas, 2007 PulidoVelazquez et al., 2@l Macian
Sorribes et al., 20)5residential pricesvould be adjusted every week monthas the situation

evolves. Similarly, peak pricing could modulate sl#ily pricesto help shift consumptioaway
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590 from periods of peak demaidthe morning and evening, leading to substantial financial savings
591  for water utilities (Rougé et ain press). In that latter casehe possibility to substitute peak uses
592  with off-peak uses may lead to a more prtastic peak demar(€ole et al., 2012).

593 Besides the assumption that consumers have appropriate information about tariff structure,
594 essential for the DCC model, is bound to see its validity increase with smart metsrinbrings

595 about new ways for utilities to engage with their customers (Fraterndlj 2042; Harou et al.,

596 2014 Koutiva & Makropoulos 2019. More generally, the highesolution data generated by
597  smart metering may also enable to verify the assamgtbehind estimation methodologies, and
598 to propose even more sophisticated model that would be able to provide more accurate price
599 elasticity estimates.

600 Conversely, whertthe tariff includes ainiform volumetric charge, the finding from previous
601 metaanalyses that residential water demand is price ineiastmnfirmed, even though the study
602 also confirms that thelasticity of demand is always significantlifferent from zeroln addition,

603  price elasticity is likely tancrease for higher prices. Our mekataset does not include data on
604  water prices charged in locations where the water derhasdbeen estimated, but there are
605 reasons to expect a certain degree of heterogeneity in price elasticity @ricestevels. Tis

606 highlightsthe needor further study othe potential role of dynamic residential water pricing for
607 managing water scarcity and promngtwater conservation in urban water supply.

608 This metaanalysis offers several guidelines fature research on th@ice response ofiater

609 demand First, it highlightsthe importance of using panel data, which significantly reduce the
610 probability of obtaining outlier values when estimating water price elasteggondjt shows

611 that water price elasticitiediffer significantly depending on theeason This underscorethe

612  importanceof usng crossseason dataand of contrding for the season during which data have

613  been collected. Thirdt stresesthevalueof usingdisaggrgated data, both over time aadross
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users Hnally, it draws attention tothe relevance otonsideringthe nonlinearity of the price

structure when estimating water demsind

6. Conclusions

Metaanalysis is a powerful tool teummarse previous statistical evidence on water price
elasticity, and to get an overall picture of the impacts of heterogeneitydy designs and study
characteristics on the variations of empirical estimates. This study confinmsgtbr instance, its
resuls stressedhat including more variables in the specification and controlling for the
commercial uses of water lead to a less elastic water demand, suggesting that ticatspecif
choices are not neutral with respect to price elasticity estimates.

Yet, metaanalyses are not fit for answering direct questions on the range of plausible pric
elasticities under given conditions. These are relevant questions when it cosuesnarising
previous demand studies to inform demand management policies, as debate rages onitlie potent
role on water pricing. This is why this work has also validated and demonstrated|atisim
tool designed to serve just that purpose. It has shibainwhen customers face IBRs and the
water demand is estimated by relying etateof-the-art methodological approaches, the
predicted water price elasticity is higher in absolute vale¢, the DCC methodology that leads
to these more elastic estimates also has weaknesses. This stresses the palatyoinspof
understanding which methodologies are the most appropriate to evaluate thegpoese, and

in which circumstances.
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