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Controlling the electromagnetic proximity effect by tuning the mixing between
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We present low-energy muon-spin rotation measurements on Cu/Nb/AlOx/Co thin films that probe the newly
described electromagnetic (EM) proximity effect. By varying the thickness of the insulating AlOx layer we
control the degree of coupling between the superconductor and ferromagnet and thus the EM proximity effect.
For barrier thicknesses up to 4 nm we find both a small contact-dependent reduction in the standard Meissner
effect and a larger diamagnetic contribution originating at the Nb/AlOx/Co interface which decays away over
a lengthscale far exceeding the superconducting coherence length. This second component we attribute to
the EM proximity effect. Our analysis provides compelling experimental evidence for previously neglected
electromagnetic effects within proximity coupled systems.
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I. INTRODUCTION

The interaction between thin film conventional supercon-
ductivity (S) and ferromagnetism (F) within proximity cou-
pled systems is one of much active interest. The transfer of
electrons across S/F interfaces gives rise to unconventional
superconducting states [1–3] that can be utilized in super-
conducting spintronic devices [4,5]. This is possible due to
the mixing of the opposing S and F orders having important
consequences for the Cooper pairs present within the system.
Ordinarily these are constructed from electrons of opposite
spin and momenta but the ferromagnetic exchange field acts
to align spins. The net result is a conversion of some pairs
to an s-wave triplet state with odd frequency character. This
mixing of S and F orders therefore leads to a number of
interesting results such as oscillations in critical temperature
(Tc) [6] and critical current [7], π phase shifts [8,9], colossal
Tc suppression [10], and long-range triplet supercurrents [11].
The presence of unconventional spin-triplet pairs has also
been shown to be capable of producing a paramagnetic, as
opposed to diamagnetic, Meissner response [12–14]. More
recently, an anomalous flux lowering has been reported in
N/S/F systems (with N a normal metal), over lengthscales far
greater than any coherence length phenomena (e.g., inverse
proximity [15–17]), which could not be understood within the
existing quasiclassical theory [18,19]. This latter result, which
at the time of its publication was unanticipated by theory, has
led to the development of a new theory of electromagnetic
(EM) proximity which describes how the interaction of the
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superconductivity with the vector potential of the F layer
influences the screening response [20–23]. This EM proximity
effect occurs at the S/F interface, due to the penetration of the
superconducting wave function into F, and decays exponen-
tially over a lengthscale governed by the London penetration
depth (λ) which is typically much longer than the supercon-
ducting coherence length. In order to measure directly any
differences in screening behavior one is required to probe
locally the magnetic flux profile across a sample. Low-energy
muon-spin rotation (LE-μSR) provides a means to achieve
this and has been used extensively to probe new physics within
these S/F proximity coupled systems [14,18,19,24].

In the present work the new EM proximity theory is used
successfully to model the effect of the interaction between S
and F on the flux profile, demonstrating that the previously
anomalous effect reported in [19] can be explained within
this new theoretical picture. In order to further test the theory
we additionally control the degree of coupling between S
and F through the insertion of thin insulating barriers (I)
as a means to investigate how EM proximity develops as a
function of the contact between S and F. We utilize LE-μSR
measurements on these resultant N/S/I/F thin film structures
to directly probe the screening response of the proximitized
system. A nonmonotonic behavior of the total flux expulsion
as a function of the insulator thickness is observed that can be
decomposed into two components: the effect of pair breaking
on the normal Meissner screening and an EM proximity
contribution. Our work highlights the need to extend theory
to describe the interplay of these two proximity mechanisms
and suggests the possibility to design devices where the
pair breaking can be minimized while the EM proximity is
maximized.
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II. RESULTS

For all measured samples N = Cu(40 nm), S = Nb(50 nm),
and F = Co(2.4 nm). For the insulator we use I = AlOx of
thickess dI = [0, 2, 4, 6, 8] nm. The samples were grown on
Si(100) substrates using DC magnetron sputtering at ambient
temperature in a system with a base pressure of 10−8 mbar. All
Co layers were grown upon a Nb(3 nm) seed layer which in
each case provided a lattice matched buffer to ensure a clean
growth of the Co and therefore reduced any stray fields at
the resultant S/I/F interfaces. This seed layer was too thin
to become superconducting. Growth was performed under
an Ar flow of 26 SCCM (SCCM denotes cubic centimeter
per minute at STP) and at a typical rate of 0.2 nm s−1. All
material growth rates were calibrated through fits to Kiessig
fringes measured by low-angle x-ray reflectivity. The samples
were grown in two separate vacuum cycles with correspond-
ing control samples to allow comparison between sets. The
growth of all AlOx barriers was performed, via a similar
method to that used in Refs. [25,26], in stages of 2 nm to
ensure a near uniform oxidation throughout. First, a layer of
Al(2 nm) was deposited before being exposed to an O2 flow
of 76 SCCM for 60 s. This process was repeated n times until
the desired thickness of oxide had been deposited. Following
oxide deposition the chamber vacuum pressure was restored
before any further growth occurred. Figure 1 shows a trans-
mission electron microscopy cross section of the sample with
dI = 2 nm. The bright and dark areas correspond to metallic
and insulating layers, respectively. It can be seen that the AlOx

layer is uniformly deposited and oxidized throughout.
All LE-μSR measurements were carried out on the μE4

beamline at the Paul Scherrer Institut [27]. Low -energy
muons provide the means to measure the magnetic flux profile
across a thin film with a possible field uncertainty of less than
0.1 G [28]. A stream of nearly 100% spin-polarized muons,
unstable spin- 1

2 leptons of charge +e and lifetime 2.197 μs,
is incident on the sample. In order to probe the screening
behavior an external magnetic field is applied within the plane
of the sample but orthogonal to the plane containing the muon
spin. This is the transverse field geometry. Upon implantation
a muon will rapidly thermalize while preserving its initial
spin direction. It will then begin to precess around the local
magnetic field (Bloc) at a frequency ωμ = γμBloc where γμ =

FIG. 1. Sample transmission electron microscopy image show-
ing the Cu/Nb/AlOx (2 nm)/Co sample. The insulating layers are
shown in black and the conducting layers are bright.

2π ∗ 135.5 MHz T−1 is the muon gyromagnetic ratio. Some
time after implantation the muon will decay into a positron
that is emitted preferentially along the momentary muon-spin
direction. By monitoring the emitted decay positrons for a sta-
tistically significant number of events information about the
precession frequency and therefore the local field experienced
can be obtained. The depth at which a muon comes to rest
within the sample is energy dependent. By altering the energy
of the incoming muons one can tune the average probing depth
between about 10 and 100 nm below the sample surface. A
typical experiment involves measuring at a series of different
muon energies, where for each energy several million positron
counts are collected at a rate of around 1000 s−1, such that for
each energy, E , the average flux, 〈B〉(E ), can be determined.
Given an incident muon energy, a well-proven Monte Carlo
algorithm can be used to determine the implantation depth
profile (stopping profile) for a given sample material [29,30].
This allows a conversion from 〈B〉(E ) to 〈B〉〈x〉 where 〈x〉 is
the average probing depth for muons with implantation energy
E . This is the standard approach to the data analysis and gives
a first indication of the spatial profile of flux across the sample.
In cases where the underlying field profile is known, however,
the analytical form of B(x) can be imposed on the measured
data to obtain a best fit B(x) for all measurement energies
simultaneously.

For a single Nb thin film with vacuum interfaces the ex-
pected flux profile follows directly from the London equation
and is given by

BS(x) = B0 cosh

(
x

λ
− dS

2λ

)
cosh

(
dS

2λ

)−1

, (1)

where dS is the Nb thickness and x = 0 corresponds to the
top surface of the film [31]. While in principle an exten-
sion to the N/S bilayer case could be obtained by using
the quasiclassical theory to calculate a numerical profile
for the screening response, we find for our combination of
sample material parameters the Cu becomes fully proxim-
itized and screening develops across the full spatial extent
of the bilayer in a nearly symmetric manner [19]. The re-
sultant profile therefore becomes BNS(x) = BS(x) but where
we now use the full thickness of the bilayer, dNS, in the
model. The addition of a ferromagnetic layer in direct contact
with the Nb will have several measurable consequences for
the shape of the flux profile. Firstly, it will suppress the
superconducting condensate within the region close to the
S/F interface. This will result in a decrease of the standard
Meissner response to one that we now label B∗

NS. We account
for this reduction in our model through the use of an effective
penetration depth, λeff, which will be longer than the λ of
the bilayer. Secondly, in the case of the N/S/F and N/S/I/F
samples we include the effect of EM proximity which involves
the spontaneous generation of screening currents due to the
magnetic vector potential at (or near) the S/F interface result-
ing in a magnetic flux within the superconductor. To account
for the EM proximity effect we add an additional term to the
model flux profile which represents an amplitude originating
at the S/I/F interface that decays away over λeff as in [21]

BNSIF(x) = B∗
NS + AEMe(x−dNS )/λeff , (2)
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FIG. 2. A schematic of the different field profiles. B0 is the
constant normal state flux density and BNSIF the superconducting
state profile given by Eq. (2). BNSIF can be decomposed into an EM
contribution (shaded region) and a standard Meissner contribution
(B∗

NS) determined from the bilayer response (BNS) by including pair
breaking. AEM and ASF are the EM and pair-breaking amplitudes,
respectively.

where AEM is the amplitude of the electromagnetic proximity
effect. In summary the form of Eq. (2), which describes the
flux profile for the N/S/F and N/S/I/F samples, therefore
comprises two terms. The first describes the standard Meiss-
ner screening of the externally applied magnetic field and
the additional second term accounts for the electromagnetic
proximity effect as recently proposed in Ref. [21].

Figure 2 shows a schematic of the field profile given by
Eq. (2). B0 indicates the constant normal state flux density
due to the applied measurement field and BNSIF shows the full
superconducting state profile which is broken down into its
constituent components: the normal Meissner part (B∗

NS) and
the EM part (shaded region). ASF parametrizes the effect of
pair breaking found from the difference between BNS and B∗

NS.
In order to model the data we take Eq. (2) and allow both
the amplitude of the EM contribution and the value of λeff to
vary as free fit parameters such that the imposed profile best
predicts the measured flux averages.

Figure 3 presents the results of this approach to
analyzing the LE-μSR data for a set of samples of
the form Cu(40)/Nb(50)/Y where Y = Si, Co/Si, and
AlOx(2 nm)/Co/Si for the N/S, N/S/F, and N/S/I/F sam-
ples, respectively. The top panel shows the muon stopping
profiles for a range of different energies. At 4 keV, the lowest
sampled muon energy, all muons stop exclusively within
the Cu layer. As the muon energy increases the stopping
distribution shifts to higher average depths while a tail of
the distribution persists within the Cu. The solid lines in the
bottom panel show the result of imposing the underlying field
profiles, given by Eq. (1) for the N/S sample and Eq. (2)
for the N/S/F and N/S/I/F samples, on the measured data.
The circles in the bottom panel represent the results of the

FIG. 3. Top panel: Muon stopping profiles for several selected
implantation energies. The profiles for E � 20 keV extend into the
Y layers. A schematic of the sample structure is shown for reference.
Bottom panel: Example results of the LE-μSR measurements for
an applied field of around 300 G. The average field values as a
function of average depth are plotted as points, above and below Tc,
for a range of samples of the form Cu(40)/Nb(50)/Y where Y =
Si, Co/Si, AlOx (2 nm)/Co/Si for the N/S, N/S/F, and N/S/I/F
samples, respectively. All normal (superconducting) state data were
measured at 10 K (2.5 K) and are plotted in open (closed) symbols.
The error bars are 0.1–0.3 G and are thus smaller than the symbol
size. The solid lines represent the best-fit imposed field profiles
which determine the full spatial dependence.

〈x〉 approach to the data analysis. The data plotted with open
symbols correspond to the T = 10 K normal state measure-
ments and the closed symbols the T = 2.5 K superconducting
state measurements. Error bars in the average field values
are plotted in each case and typically fall within 0.1–0.3 G,
which is smaller than the symbol size. In the case of the
normal state data for all samples we simply recover the
applied field, which was set to around 300 Oe (the maximum
possible at the beamline in this measurement geometry). In
the superconducting state, measured at 2.5 K, in all samples
we observe a lowering of the measured flux within the sample.
The N/S data show Meissner screening behavior extending
into the copper. As previously reported in [19] the addition
of a thin ferromagnetic layer (N/S/F) in direct contact with
the superconductor results in a significant increase to the
observed flux expulsion. The N/S/I/F data shows an overall
enhancement to the normal Meissner part of the signal when
compared to the N/S/F case while the EM part appears to
remain largely constant. This suggests the degree of coupling
has been altered sufficiently to affect the pair breaking, and
consequently the standard mesoscopic Meissner response, but
not the EM contribution. For all measured samples we find a
good agreement between the two different approaches to the
data analysis. The conventional averages approach captures
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FIG. 4. The extracted proximity amplitudes as a function of dI.
The open and closed data points represent the extracted ASF and
AEM amplitudes, respectively. The horizontal dotted line represents
the NS bilayer for which both amplitude contributions are zero. The
light shaded region indicates a relatively constant “band” of AEM

amplitudes for dI � 4 nm.

the same trends as the full spatial analysis but by imposing the
field profiles we are able to identify and extract the physical
parameters of the system and see how these change with the
strength of coupling between S and F.

In order to track both the effects of pair breaking and EM
proximity as a function of the coupling between S and F, we
measure the full range of AlOx thicknesses and model the spa-
tial profile for each sample. In each case we compare the re-
sulting proximity amplitudes with those of the bilayer control
sample. Figure 4 shows the extracted proximity amplitudes
as a function of the oxide layer thickness. The error bars are
calculated to account for both the data fitting and any sample-
to-sample variations in Tc − TS, where TS is the temperature
at which the measurement was conducted (around 2.5 K). The
extracted ASF values (open symbols) show that when the Nb
and Co are in direct contact with one another there is a small
reduction of approximately 15% in the standard Meissner
response. As the degree of coupling is reduced, through the
insertion of insulating barriers, this suppression in screening
diminishes such that for dI > 4 nm the NS bilayer result is
recovered. On the other hand, AEM (closed symbols) appears
to take an approximately constant value of (−14 ± 1) G for
dI < 4 nm. Further increase in the barrier thickness causes the
EM amplitude to die off.

III. DISCUSSION AND CONCLUSIONS

The modeling and spatial dependence of the LE-μSR
data is consistent with there being an additional source of
vector potential at the S/I/F interface that unambiguously
requires the presence of a ferromagnet. The resulting orbital
response appears to be related to the direct sampling of F
by the superconducting condensate rather than stray fields
since for thick insulating layers the bilayer result is recovered.
Theory suggests the local magnetization of the F layer is the

source of the vector potential. This is highly consistent with
our measurements that clearly show the additional screening
originates only from one side of the sample, namely, the ferro-
magnetic layer, and disappears once that layer is fully isolated.
The origin of the approximately constant value of AEM for
dI � 4 nm is currently unknown and is not easily discerned
from the existing theory. Intuitively AEM would be related both
to the sampling of F by S (which we gradually decouple by
introducing the insulating layer) and to the gap strength at the
interface (which becomes larger for thicker barrier layers due
to the reduced pair-breaking effect). Since the scenario with
an insulating barrier is not currently explored explicitly by the
presently published theory, the precise nature of this depen-
dence remains an open question. Our results, however, suggest
the possibility of a device in which the direct proximity,
ASF, is minimal while the EM effect, AEM, remains maximal.
We note also that while the asymmetric screening strongly
supports the influence of a localized source of vector potential,
there may be other contributions, for example, Rashba-type
spin-orbit effects connected with the interface, which may
also play a role. Further theoretical developments are likely
to suggest new measurements to test stringently the details of
alternative scenarios. Muon experiments in zero applied field
may become important to help distinguish between various
contributions.

In conclusion, we have studied the influence of isolating
oxide layers on the previously reported anomalous enhance-
ment of diamagnetic screening due to the presence of a
thin ferromagnetic layer. We analyze the data using a model
consistent with the theory of the recently described EM
proximity effect and find two opposing contributions that act
to alter the standard Meissner profile, one originating from
the anticipated pair-breaking influence and the other the EM
proximity effect, both of which are ultimately suppressed by a
thick insulating oxide barrier. We find, for our combination of
sample parameters, the EM component to be both persistently
diamagnetic and substantially larger than the opposing effect
of pair breaking. In general, we find good agreement between
theory and experiment providing strong evidence for newly
described proximity effects within S/F systems. Understand-
ing and exploiting these effects is likely to be extremely
important in the field of superconducting spintronics, and the
present work provides a framework in which to interpret a
number of earlier relevant and seemingly anomalous results
in the field [18,19].
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