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We present an approach to alloy solidification modelling that incorporates binary interface energies in a manner
that correctly reproduces the associated theoretical angles at triple junctions in eutectic solidification. We find that
simply applying the principle that the correct binary junction behaviour is recovered when only two phases are
present is insufficient. Previous research (Toth, 2016) recommends a modification of the surface energy by adding

an energy barrier at the triple junction, and we explore alternative models that would benefit from this approach.
The main approach we recommend here, though, is to extend the minimal model of Folch and Plapp (2003, 2005),
which, without modification, is limited to 120° junction angles. This is achieved by a linear transformation of this
formulation, and facilitated by an analytical multiphase solution presented here for the first time.

1. Notation

We begin with a short section to establish the notation.

1.1. Single phase formulation and notation

A phase field model for binary alloy solidification uses three field
variables: the phase, ¢; the concentration, c; and temperature, T. The
phase field is designed to vary smoothly in the region ¢ € [0, 1], where
¢ = 0 is liquid and ¢ = 1 is solid, and similarly the alloy component of
one species varies in the range c € [0, 1]. Values of ¢ away from the
bulk extremes indicates a transition region lying in a smoothed out
representation of the interface.

Once the variables are given, the free energy, F in terms of a free
energy density, f, is constructed. This typically does not contain gradients
of ¢ or T, but it must contain gradients of ¢ to keep the interface smooth:

F= [ f(V¢, . c, T)dxdy @
where we choose without loss of generality a two dimensional domain,
Q. Evolution of ¢ is then prescribed by
4 =-mL,

o¢ )
where the mobility, M, is prescribed, for example as in [4], where it may
be a function of c. The concentration equation

6F

¢ = V.-DV—
¢ s¢ ©)
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preserves the mass of each species and introduces the solute diffusivity,
D, which is usually of the form D = c(1 — ¢)[(1 — ¢)Djiq + ¢Dso]/(RT)
with Dy, < Dyjq, where R is the molar gas constant.

The most complete temperature formulation was established in [5],
with the simplest approximation to formulation found there being

CpyT = VVT + L¢ 4)

with latent heat of fusion, L, heat capacity, C,, and thermal con-
ductivity, x, are constant. In this form the heat generated by solidifi-
cation (¢ > 0) is clearly seen.

The free energy density may be split into two contributions: surface
free energy density, f;(V¢, ¢) (and perhaps also a function of ¢ and T),
and bulk free energy density, f; (¢, c, T):

f=rs+ /s 5)

Crucially, the surface free energy density, f;, is a function of gradients
of ¢ and is formed such that this term vanishes in the bulk (¢ = 0, 1).
The formulation of f; given in [4] is of the form
fy =3 @ VEVS + WEQ - ¢ ©
where €2 = 608, W = 120/6, o is the liquid-solid interfacial energy, and
thus €2/W = %52. Here ¢ has the dimensions of length and can be taken
as the interface width.

The bulk energy, f;, can be formed by combining free energy den-
sities for each phase, fnq (c, T) and f, (c, T), with the phase, ¢, serving
as a weight to interpolate between the two as will be discussed in more
detail in this paper. f;, and f, may be obtained from a database or
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Table 1

The notational differences between single and multiphase quantities. The single
index is associated with the bulk and the double indices are associated with the
interface.

Physical quantity Single phase Multi phase

Phase ¢ ¢ i €1, n]
Mobility M My, i, j € [1, n]
Energy per length &2 . i, je(Ln]
Energy height w W, i,j €1, n]
Interface width ) Sjj» i, j € [1, n]
Interfacial energy & gij, i,j € [1, n]

Bulk Energies Jfig> ol f.i€[1,n]

Surface energy density fs(Ve, ¢) fs(V@, ), where ¢ = [¢y, ¢,, ....8,]

CALPHAD calculation.

1.2. To multiphase notation

To generalise the single phase formulation to an n-phase multiphase
system involves defining the slightly richer notation in Table 1: All
double index quantities are symmetric and there is a constraint on the
phases, ¢,, such that Zi":l ¢, = 1. Other multiphase models which do not
impose this constraint will be considered in Section 4.2.

2. Motivation

We now present the current state of multiphase modelling of alloy
solidification in an attempt to extract a definitive model. We build upon
the prior work of [6] which lays out a series of formal constraints on the
form such a model must have. For example, clearly one measure of
success in any postulated multiphase model is that it must reduce to an
accepted single phase model when only two phases (the solid and the
melt) are present in some spatial region. Similarly [1] investigates
models with respect to the reproduction of the theoretically correct
angles associated with interface energy terms, Wj; (as well as aspects of
flow, which are outside the scope of this paper). The model advocated
by [6,1] incorporates interface energy into the model by creating scalar
(non indexed) functions, W, of W; (and also with €? and eizj) and the
phases, ¢, in the following manner

Z %¢i2¢j2
i<j
2 49
i<j )

(here 3, _ ; means the double sum, Z?:z ,J:_11 ), where it can be verified
that when, for example, ¢, + ¢, = 1 we have W = W;,. In addition, for
n = 3 phases, the energy is supplemented by a function that vanishes in
the bulk and on a binary interface, i = I¢, 11¢,1l¢,]. It is this combination
that appears to allow energy preference to select the particular angle at
triple junctions associated with the three binary values, Wj;. We observe,
in addition to the expression Eq. (7) not being well defined in the bulk
(e.g. ¢, = 1), that there may be more computation than is perhaps ne-
cessary in their proposed formulation, following the variational pro-
cedure:

OF _ _y. o [
8¢, ave,  9¢ ®

when f contains this term (this formulation will be stated later in this
paper). How much weight to give to & in the formulation and what the
generalisation is to n phases is also not rigorously established.

There is another strong motive to our paper, and this is that al-
though much effort has been made in seeking a proper multiphase
generalisation of the quartic potential well, $?(1 — ¢)?, used in single
phase, there has been a less cohesive effort in generalising the

W) =
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(companion) gradient term, V¢-V¢. As we will see, there are a number
of attempts to generalise this term, but, unlike the double well poten-
tials on offer, there would appear to be no way of comparing them. We
introduce a way of visualising and comparing rival gradient terms over
a simplex in this paper.

3. Background

There are two main ingredients to modelling alloy solidification
under the principle of energy minimisation: the diffusion parameters;
and the free energy specification. Under single phase growth the mo-
bility is the diffusion parameter associated with phase change, and, for
alloys, there is an additional solute diffusion parameter associated with
solute diffusion. For multiphase and/or multi-component systems these
diffusion parameters become matrices. But here is the central problem
in generalising from single phase to multiphase or multi-component: in
single phase one variable represents a combination of two states. That
is, a single phase variable, ¢ € [0, 1] has at its extreme values, two
states of matter (the same issue arises with the generalisation of binary
alloy concentration, c). So the question arises: do we adopt variables for
each bulk phase, ¢,, or instead choose variables representing transitions
between two phases of matter, ¢,.. The latter would appear to be more
closely associated with the single phase modelling, and yet the former,
¢, is almost universally adopted. This causes a mismatch between
physically derived quantities such as surface energies and mobilities,
which are intrinsically binary in origin, and the chosen single index
variables of the model, e.g. ¢,. The most reliable guide to forming a
consistent multiphase model is that when we set ¢, + ¢, = 1 the system
reproduces the single phase model. Inevitably, there are a number of
possible multiphase models that have this feature.

Let us assume that given M;; and Wj; a multiphase model reduces
correctly to the single phase model, then this implies that the equations
for ¢; and ¢; cannot depend on any other indices except i, j. That is, for
(i, j) = (1, 2) there can only be dependency on ¢,, ¢, and also Wi, (it
can, however, depend on M;;, My,, My, and My).

An ideal multiphase model has a double index dependence (or
more) in the surface energy and single index dependence in bulk be-
haviour. Thus given database energy density functions, f (c, T') for each
phase, ¢,, we might form the bulk energy as

fs Z 8@, ©
where g is some monotonic function that interpolates between 0 and 1.
Yet, even in this relatively simple term, Eq. (9) is incorrect: g(¢,) cannot
be set equal to ¢, since this results in a driving force independent of
phase. Also it cannot be any other function because ) g(¢,) # 1 in
general. A correct interpolation could read

where g, such that ), g = 1, must be a function of all phases, i.e. they
must be properly constructed weights. However, there are other ap-
proaches, for example, [7,8].

The latent heat of fusion is also naturally a double index quantity,
because it is associated with a transition between two phases (even
potentially solid-solid). In single phase models, heat generation is as-
sociated with phase change and a term (see, for example, [9] for pure
metal solidification)

Lé an

but, again, it is by no means obvious how a quantity, L; can be in-
corporated into a multiphase model. Following a thermodynamically
consistent approach developed by [10], and consistent with [11], this
problem was resolved in [5], and, in fact, a single index quantity is
advocated there for the heat source term.

As stated in Eq. (2), the mobility parameter, M is incorporated into a
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single phase model by

; 6F

$=-M_

op 12)
where F is the free energy functional. Initial attempts to generalise in-
clude

: OF
¢ = —-M—

’ ¢, (13)
but it was observed that this will not guarantee the constraint ), ¢, = 1
(see [12]), which lead to the introduction of a Lagrange multiplier
approach. Looked at more generally the Lagrange multiplier approach
is part of a family of formulations of the form

¢=- u%

i (14
where, in the case of a Lagrange multiplier, the matrix Mj; has constant
entries and guarantees that Y, ¢, = 0. This formulation correctly reduces
to single phase, but [13] formally recognised and resolved, a fact well
known in the modelling community, that this model exhibits n phase
dependence. This is the disadvantageous modelling trait that on any n-
junction, other phases play a part in the dynamics (other that the n
phases present).

Perhaps unique in multiphase modelling is the model advocated by
[14]. This model is n-phase independent and exhibits a model con-
struction that incorporates double index quantities naturally. The
formal objection to the model is that it does not construct a total free
energy. The model was recognised at the time by its author as having
shortcomings, and more recently [6] revealed that free energy mini-
misation was not guaranteed. It also does not lend itself to in-
corporating a temperature field by the methods of [5]. That said, there
seems to be no formal argument that this model is incorrect, largely due
to the non-physical nature of the interface region. Furthermore, this
model has significant advantage computationally since it has fewer
complex terms, and does not generate spurious phases.

One critical feature of phase field modelling is the balance between
gradient terms and potential terms that form the surface energy density.
The premise is that a finite gradient in the transition region (phase-
phase interface) evolves due to the balance of these two terms. The
double well potential term is readily visualised, as it is a function of
phase, and has minima at the two extremes and a maximum at the
junction. Thus this term attempts to create a steep gradient between the
two phases. Typically a quartic function of phase is used as being the
lowest order polynomial that has zero derivatives at the extremes. In
passing, it may be observed that this function has a finite second de-
rivative which also plays a part in the dynamics of solidification.
Extending this function to three phases and more is not obvious. In fact,
it is our view that this term is still not optimal in models to date despite
recent improvements in understanding, [6]. The problem is to construct
a potential that both increases away from an n-junction towards an
(n + 1)-junction, and also incorporates the double index surface en-
ergies in a natural way. That is, the potential needs to provide a barrier
to the formation of another phase from bulk; a further barrier to the
formation of three phases from two, etc. The solution in [6] is to first
assume equal surface energies and successfully find a polynomial that
has all the right characteristics. They then combine the double index
quantities into the single scalar, W, given in Eq. (7), which multiplies
this function of ¢,. The function W has the property that it equals the
average of the binary heights at the triple junction which, in general,
must be lower than one of the binary heights, W;. This discrepancy can
be compensated for, as shown in [1], by introducing a special triple
junction term ¢, ¢, ¢,. Although it is no doubt correct, for generality, to
incorporate a triple term, such a term may also be added to other
models to achieve the same effect at less computational cost, e.g. the
potential in [12], )] %¢i2¢j2‘ The scalar functions, W, apart from

i<j
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being slightly complicated also suffer from the awkward feature that
they are not defined in the bulk (see also [37]). The scalar functions, W,
apart from being slightly complicated also suffer from the awkward
feature that they are not defined in the bulk. These two facts suggest
that there may yet be a more elegant solution to this problem.

Designing a potential term for more than two phases is at least
readily analysable (and easily illustrated for three phases), so that one
can see at a glance the changes in phase implied by the gradients. This
is not the situation with the gradient energy, being a function of, at
least, V¢, and possibly also ¢,. Perhaps because of this, rival formula-
tions for this term have not been the subject of comparison or sig-
nificant discussion. The approach of [6] to the potential term does lend
itself to the postulation of the gradient term, and it certainly appears
that this combination of potential and gradient energy terms is the most
consistent in use today. That said, we believe there are other avenues of
investigation that have not been tried. One of these is discussed here in
Section 5, where we construct a multiphase solution analogous to the
tanh profile 1D solution adopted in single phase modelling. Using this,
we are able to inspect the gradient term as a function on the simplex
(i.e. not only the potential term). The results are revealing. For ex-
ample, we know that the potential term in [12] exhibits a lower triple
junction energy, but, surprisingly, inspection of the gradient term used
in [12] also has this feature. Also, using this visualisation, the model
advocated by [6] does not appear to have the same energy shape as
exhibited in their own potential. All the above seem to suggest that the
optimum multiphase model has yet to be found.

One way of discussing the candidate gradient energy models is to
note that they are all quadratic in gradients and so fit the general form

fo=2 V44

ij (15)
where a;; can be functions of, ¢ (i.e. ¢, i € [1, n]). Applying the prin-
ciple that the multiphase model reduces to single phase when n = 2
appears to narrow the models found in the literature to a handful of
candidates. We can also use «;; to postulate new models that necessarily
reduce to single phase when n = 2. This is compelling in itself, but we
also find later in the paper, using a constructed three phase solution,
further models which have extra desirable features - not least the ability
to incorporate binary surface energies, oj.

4. Multiphase field modelling

We discuss present approaches to multiphase modelling, for ex-
ample, binary alloys with three distinct phases of matter represented by
¢, (liquid), ¢, (solid 1) and ¢, (solid 2). Clearly Zl" ¢, = 1wheren = 3in
this case. As in the single phase formulation, Eq. (1), the total free
energy on the domain, Q is defined in terms of its density:

F= fﬂ fdxdy 16)

where, without loss of generality we assume 2 spatial dimensions (2D)
in two Cartesian coordinates x, y.
Given Eq. (14), a form for Mj; stems from the work described in [13]:

&%

— "YU i j,
aQ-¢)0-¢) a7
with diagonal entries given by M;; = — Zj +i Mjj (no implied summation
on the left). Eq. (17) is easily generalised to accommodate binary in-
terface mobilities, m; by

mi'¢i¢'
— iz
(1 - ¢i)(1 - ¢]) (18)

M; = —M(c)

M; = —M(c)

This formulation allows, for example, kinetic anisotropy to be included
into a multiphase formulation by associating an i, j anisotropy, A; with
my;, but an exploration of this topic is beyond the scope of this paper.

Associated with minimisation of free energy is the optimal increase



P.C. Bollada, et al.

of entropy, which can in turn be related to temperature changes. In [10]
the authors advocate the application of a dissipative bracket for mod-
elling relaxation phenomena. By applying this approach to multiphase
alloy solidification [5] gives the temperature field as

CT=Vj- (1 - Ti) 5F¢ (1 - Ti)é—Fc'

oT ) o¢, T ) é¢c 19
where heat capacity is related to the free energy density by
82f
C=-T—
8T2 (20)

and where, in general, the heat flux, j, has in addition to gradient of
temperature, a term of entropic nature associated with the solute field:
of yof
=xVT + D V—
i=x ac @D
Though formally present this term can be neglected in many modelling
scenarios with the simplification to Eq. (19) being:
CT = V«VT — (1 - Ti) 5F¢Si.

oT ) 59, (22)

For computational simplicity all models we are aware of adopt an ap-
proximation in the last term of Eq. (22) which ignore terms in the free
energy relating to the surface and use

o,
6¢ 50" " 23)

where the free energy density, f only contains the bulk contribution, f.
Of course there may well be scenarios where this approximation is not
valid.

4.1. Free energy construction

The remaining modelling is done within the specification of the free
energy as a function of phases, ¢,, concentration, ¢, and temperature, T.
The free energy is decomposed into separate surface, f;, and bulk, f;,
contributions

f=Ffs+fp (24)

Typically, the bulk contribution, f; is constructed using a thermo-
dynamic database [15] and using the phase variables, ¢,, to interpolate
[4,16]. Other methods of constructing a phase field model from data-
base functions are found in [17] and put in context by [7,8]. For single
phase alloy models the correction for interface width effects advocated
in [18-20] has been generalised to multiphase, for example in [21] for
dilute alloys, but is not readily generalisable to a full thermodynamic
database approach. Thus one of the motivations for adopting the type of
approach advocated in [17] is that there is a degree of interface width
independence built in, so the generalisation to multiphase is more
readily accomplished [22-26]. An alternative to [18] that builds on [4],
allows computationally convenient interface widths, and the direct use
of database is found in [27] though this is not yet generalised to mul-
tiphase.

The surface energy, on the other hand, serves the double role of
allowing the incorporation of surface quantities and controlling the fi-
nite interface between phases. It is safe to say that, at present, there is
no concensus in modelling the surface free energy in a multiphase
setting.

As suggested in [6], the surface energy, f;, can be formed by in-
serting the surface terms, W, outside the interface controlling terms.
Amongst the simplest ways of achieving this is to combine this idea
with a form originating in [2,3], namely, as a single sum over phases:

3
1
fs=w(g) —16V, 2 + ¢2(1 — ¢ .
§ - ,; (2 ) (25)
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In [1] more work is done on the double well potential than in Eq. (25)
by including a triple junction term which is designed to give a higher
potential barrier for three phase coexistence.

There is a perhaps more natural way to incorporate the double index

quantity, Wj, into the formulation used in [28,12], given by
n i-1
fs =20 20 W@+ ¢7¢)
i=2 j=1 (26)
where
1
nj = E|¢iv¢j - ¢jv¢z|2- @27

More “natural” in the sense that the binary barrier heights are more
directly associated with two phases. Other forms for r; are also available
including [29],

= CIVg, — Vg2, 28)

for some combination of constants C. Another form for this term is
introduced in [30]:
r= —1vg.ve
=TSV (29)
The gradient term Eq. (29) is more computationally convenient than
Eq. (27) and appears to have no obvious drawbacks.

To illustrate the potential complications in this term, we evaluate
the variational derivative:

5 ofs dfs
~ a5V v~
_ 3 9 s

Toxtopl T ogy (30)
where x%, a = 1. .d are the cartesian coordinates and

¢a = a¢k ab — a¢lg
k axa’ k T axb’ 31)

We then use the chain rule

a ab
6x" =45 a¢ 4 a¢”’ (32)
to write
3 s 5fs=ai5fs+¢ab15fs s
oxe agl  Op, ' Op opt 1 b ot O, (33)

Applying this expression to the formulation in [28] tends to give quite
large expressions when compared with [30], i.e. Egs. (26), (29) and also
Eq. (25).

To get a more general view of the possibilities for the surface energy
term consider the more general quadratic form

n n
fo=20 2 @V Ve,
i (34
where «j; is, in general, a function of ¢,, ...,¢,. Using summation nota-
tion, and comma notation for derivatives of a; we find the useful ex-
pression for implementing a variety of models:

OF,
_F;=2aikjv¢j'v¢i — oy V-V + 200 V2 = (arj — o) V-V
e

+ 20 V3¢, (35)

Returning to the expression Eq. (34), a constraint on the coefficient a;; is
that the formulation should reduce to single phase with only two phases
present, i.e. when ¢, + ¢,, = 1. From Eq. (34) set (with summation on
the left side only, i.e. not over n or m which are specific values)
52

? u/nm V¢n : V¢n

fo = ey Vor V4, = (36)
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Using V@, + V¢, = 0 we have a constraint on the coefficients
2

9
Ann — 20nm + Cpm = ?VVnm (37)

using Eq. (37), let us check the form used in [29] (adapted from Eq.
(51) on page 173 in [29])
fo =2 D, COWyIV, — Vg,

i (38)
Then

=) CEWytmm= Dy CEWynis2nm = —2C8* Wy — 2C6* Wy
i#n i#m

= —4C8*Wpp. (39
So in this case
an — 20um + U = 6CWy,, + otherterms, (40)

which shows that this form does not reduce correctly. On the other
hand, for [28,30] constraint Eq. (37) is satisfied. In [28]

Z "Vm ¢ ’ Wam ¢m’amm Z sz ¢ 2 Wim ¢n »Anm
i#n i#m 2
= =0*Wund, B (41)
since
Apn — Zanm + Amm= nm(¢2 + 2¢ ¢ + ¢2)—_ nm(¢m + ¢n)2
52
= —Wm
2 (42)
Similarly, for [30] we have:
62
Xpn = amm—07anm = _Zu/}"zm~ (43)

We might try to create new formulations that satisfy the constraint Eq.
(37) as follows:

62
= Z I"Vniqsi’anm =0,n # m,
i#n (44)
giving a form which seems like a generalisation of the form given in [2],
but which incorporates double index terms naturally:

fo = Z Z Wi V-V
Joi#i (45)

In summary, by discounting Eq. (28), there are four gradient energy
candidates that satisfy the 2 phase reduction correctly. We summarise
these here:

1. Used in [28,12]
n i-1 1
DD WAV — ¢ VP
i=2 j=1 2 (46)

2. Used in [30]

SO PAGRLAL"
i=2 j=1 (47)

3. Advocated by [6]
2 Wigle)
Z524, V¢,

i<j
z ¢i2¢j2 ; 2

i<j (48)
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4. Introduced as a candidate here in Eq. (45)

SWid V9,

#M=

(49)

4.2. Double well potential

In [12], there is a problem with the double well potential
fow = Wy$’#;. Although it reduces to single phase when
$=0.k # i)
single phase = ¢[2¢j2 — ¢2(1 — ¢)?, (50)

which implies a barrier between the two remaining phases, it does not
provide a higher barrier still (even with equal W}), at the coexistence of
a higher number of phases. For example, for three phase only

which is easily verified when, say,
double obstacle found in [30]

ZZ

$1=¢r=¢3=1/3 [i:z =1

Il
w
|

i—1

Wij ¢i2 ¢]2 } ij ¢i2 ¢]2 ]

Il
N}
Il
_

j b1=pr-1/2 1)

Wj = 1. This is in contrast to the

=3 i-1

Z U|¢i||¢j|} >[
Li=2 J=1 b=pr=gs=1/3  L1=2 U=

and with the single index sum

Z ¢i2(1 - ¢i)2:|

3

.mMu

Wil lig)l ]
1=¢2=1/2 (52)

[Z $2(1— )
P1=¢,=¢3=1/3 i

]¢1‘¢2‘1/2 (53)

Toth et al. [6], present a more general (n phase) double well potential,

(-4

Ly SRR

oa 4 i< (54)
which has the practical feature that higher order junctions have a
higher barrier height, but combining this directly with the binary
junction height, W} is not possible (due to the single index sum). So [6]
postulate, in common with their treatment of the gradient term,

Z %¢i2¢12 1 n ¢4 ¢3
T M Etcs $2¢}
A [12 Z‘ [4 ) Zj ]

i<j (55)

Jow =

For n = 3 phases this is identical to the simpler (which can be verified
by setting ¢, = 1 — ¢, — ¢, in both cases):

Z %¢i2¢12 1
fow =| v [ 2 £A -0
bW Z ¢i2¢j2 2 Z
i<j (56)

In Fig. 1 we present a generalised double well potential, f;,,, that
retains zero derivatives normal to the boundary as well as allowing
varying barrier heights and quartic potential barriers on each binary
junction. This is constructed in the following manner. First we define a
new coordinate system on the triangular simplex defined by
$,i=1,2,3

u,v) = [¢y=w, ¢, =ul -

This consists of lines parallel to constant ¢, (u = constant, 0 < v < 1)
and radial lines from ¢, = 1 (v = constant, 0 < u < 1) to the opposite
side. We then construct a function

Sow (u, v) = 16u*(1 — u/2)%?(1 — v)?, (58)

v), 3 =1—ul (57)
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Fig. 1. A generalisation of the Folch potential (for 3 phases) over a triangular
simplex with bulk phases located at the three vertices. This construction retains
zero derivative normal to the boundary, and has a high point at the triple
junction, like the Folch potential. It also has variable barrier heights on the
binary junctions (in a ratio, here, of 1:2:3. Such a potential provides gradient
driving forces that never leave the simplex.

which has the property of being zero on two sides of the triangular
simplex and quartic on the remaining side, and also zero derivative in
the u direction by design on the non-zero edge. We chose the inter-
polating function (a monotonic function that maps [0, 1] to itself),
16u*(1 — u/2)*, over other candidates because it leads to a final poly-
nomial expression (Eq. (60)), which another interpolation may not, e.g.
3u? — 2u? (see later for the effect of using this function).
When transforming back to ¢, coordinates using

2
u=¢, + ¢,v = ————
T 4+ g (59)
we obtain the polynomial function
fo = ¢12¢22(2 ¢ - ¢2)4s (60)

and cyclically for the other indices. Note that when ¢; + ¢; = 1, Eq. (60)
reduces to f; = ¢i2¢j2. We finally set the double well potential of all
three contributions using:
Fow = 25 Wil
i<j (61)
Other multiphase models that do not impose the constrain )}, ¢, = 1,

include [31-35]. Central to this model design is a double well potential
typically of the form

fow =2 = SE+ 28+ 2N 49

i i<j (62)
where a;, a,, a; are chosen so that there is a set of minima in each bulk
phase, e.g. ¢, =1, e.g. s = a; = 1, a; = 2. An example of this is shown
in Fig. 2 for just two phase fields. There are minima at ¢; =1, ¢, =0
and ¢, = 0, ¢, = 1. The multiphase field equations take the form

’ ¢, (63)
where by implication the mobility matrix is diagonal: M = MI. Hence,
the constraint is not imposed and indeed is not necessarily met in these
models, instead the model construction seeks to make it energetically
favourable to be in any one bulk phase.

4.3. Gradient Energy

We have narrowed the choice of double well potential by seeking a
construction that is simple, yet still incorporates double index
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0.4
9 . 1

Fig. 2. Shows the potential for multiphase field models without a constraint.
The potential is instead modified so that bulk phases are energetically pre-
ferred.

quantities naturally. However, we have not addressed the choice of
gradient terms. It is not so easy to assess the gradient terms because of
the difficulty of visualising functions of both ¢, and V¢,.

The relations between €2, W and & given in Wheeler [4] is

120

W= ==
o (64)
which we wish to reproduce by having a fresh look at the 1D solution.

The tanh function has the identity

e = 600,

b eX — ox
tanh(x) = ——
) eX + e (65)

and consequently

L4 + tanhx/2) = e 1
2 T M2y e 1 4 e (66)
So let us define a flat surface, normal to the x direction. by defining
_ 1
1+ exp(x/d)’ 67)
The interface, when ¢ = %, is thus located at x = 0. Then
0 = -Lep(x/6) = ~1p(1 - 9)
=T TP =T (68)
and so
1 2 1 2 2
- = —¢°(1 - .
@Y= #0-¢) ©9)
Further differentiation of Eq. (68) gives
-1 1
'=—(1 - 29)¢' = =1 - 260 —
P=— (=204 = 51— 29)1 - ) 70
or
1 6 ,,
v = 1— 2
TEria Ol o
Noting that the equilibrium equation for the energy functional
1 1
E = 752 \v} 2 — A2 1— 2’
S IR+ g1 - ¢) 72
is
SE 19
— =8V + ——[¢*(1 — ¢)?] =0
5 ¢ 26¢[¢( $)°] 73)
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Fig. 3. Mapping of a series of circles on the x, y plane (left) to the triangular simplex (right), using Eq. (83). The origin of the x, y plane maps to the centre of the
simplex. Points on the simplex boundary are mapped from infinity in the x, y plane. Such a mapping is a 2D generalisation of the mapping R — [—1, 1]: x ~ tanhx.

we see that ¢ satisfying Eq. (70) also satisfies Eq. (73) and thus the
latter has a solution Eq. (67).

Introducing dimensional energy parameters, € and W, we can relate
physical surface energy, o, to these parameters using our 1D equili-
brium solution:

w1 1 (e W
o= ‘/:w E ezl¢x|2 + §W¢2(1 - ¢~)2dX= ‘/'_w (E + 7)9152(1 _ ¢)2dx
1 EZ W6 1 EZ )
=[5+ S Jpa-oa= {5+ F) o8

where we use the notation ¢, = ¢’(x). The most natural way to satisfy
this is to set

60
W=—

é (75)
where we find that we do not reproduce Wheeler’s result, [4], Eq. (64),
and so use Eq. (75) from hereon.

Using this, multiphase generalises as

e = 600,

€j = 60,0y, (76)
W, =
gy 77)

A constant interface width model has §; = § so that
€ = 6056 78)

W, = 8%

T (79)
On the other hand, a model that we advocate in Section 6 is where
surface energy is proportional to interface width,

g = W6, (80)
where W is a constant with units of energy density. This gives

& = wey G

Wy=Ww, (82)

all constant and equal.

We cannot, and do not, state that physical interface widths, ; are
proportional to their respective binary surface energies. We do find,
though, in Section 6, that making this assumption allows us to control
triple angles in a relatively natural manner. This is by establishing a
formulation for equal triple junction angles and then transforming the
formulation to arbitrary angles. This not only changes the angles at the

junction, but also changes the interface widths, dj;.

5. A multiphase solution

Having considered the manipulation of a 1D solution to produce a
single phase model. We now construct an analogous 2D solution for
three multiphase fields, ¢,. Our motivation is to use these phase fields to
illustrate and analyse the gradient function term in the free energy. For
this mapping, ¢,(x,y), ¢,(x,y) and ¢,(x,y), we can, for example,
evaluate gradient fields such as q(x, y) = )}, V§-V¢,. If, further, the
mapping is one-one and invertible, we can associate q for every value of
¢,i=1..3 in the simplex. This allows us to see the relation
g ($) = q(x(9)), i.e. q as a function of ¢,, ¢, and ¢,.

We now postulate a 2D multiphase solution, which is a general-
isation of the tanh profile. Our only guide being: to use something
analogous to the 1D case for each field; the solution has a triple junc-
tion; behaves like a two phase field away from the triple junction; and
that the sum of these fields must be unity. Define three equal length
normals to three interfaces such that their sum, n;; + ny; + n3; = 0 (an
equilateral triangle, but we relax the equal length constraint later).
Using x; = x-n;;, which implies x;; + %3 + X3; = 0 and x; = —x;;,we
postulate a set of phase fields:

1

hE Ty entem 83)

and cyclically for the other phase fields, ¢,, ¢,. These fields fortunately
have the property

i+ +d=1 (84)

without further manipulation.

A visualisation of the mapping Eq. (83) (and cyclically) is shown in
Fig. 3. On the left the axes are the cartesian x, y and on the right the 3
simplex so that any value of ¢ is located within. Any point X = (X, ¥,)
maps to a unique point ¢, in the 3 simplex on the right, and the circles
on the left map to closed curves on the right. The diagram reveals that
the mapping is one-one and invertible, with the origin mapping to the
centre of the triangle and infinity mapping to the boundary of the
simplex.

To get a better feel for the functions, Eq. (83), consider the limiting
case where x-n;; is near zero, and x-n;; - —oo, then

1

T em 85)

as in Eq. (66). Thus binary junctions are found, in (x, y) space, well
away from the origin in a direction normal to any of the sides of the
triangle defined by the three normals.
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Fig. 4. Tiaden-Nestler-Wheeler gradient energy, Eq, (46), has a severe low
value at the triple junction. The black triangle at the base represents the 3
simplex ¢,, ¢,, ¢, such that 3}, ¢, = 1.

5.1. Visualising and constructing the gradient term

Using the multiphase field, Eq. (83), we visualise the gradient term
for different models, and also construct a gradient term that matches a
potential.

Using the constructed solution we can plot each candidate gradient
energy as a function of ¢, to inspect their characteristics. We do this in
Figs. 4-7, being the gradient terms of the models detailed in Egs.
(46)—(49) and a model to be developed subsequently, respectively. Here
we see the energy profile for each model. In particular the model Eq.
(46) displays a local minimum at the triple point precisely analogous to
the energy profile of the double well potential, }, <j¢i2¢j2. One ob-
servation is that 47 and 48 have identical energy profiles (for constant
W) as they should since one can add multiples of | 3} V¢, > = 0 to any
gradient term. We note that these do not have global maximum at the
triple junction. The model postulated here for no other reason than
simplicity, Eq. (49), has a more attractive energy profile, and finally, a
gradient energy model that matches the Folch exactly is shown in
Fig. 7. We should emphasise that the equilibrium solution for each
choice of gradient term will not match our analytical solution and
therefore the actual shape of the gradient energy function as a function
of phases, ¢, will not be as shown in Figs. 4-7, which we can only take
as indicative.

We naturally wish to constrain our free energy constructions so that
they reduce correctly on binary junctions, but agreement on the simplex
edge is insufficient to guarantee a correct multiphase construction,
which we feel must have similar properties to the potential term, e.g. a
maximum at the triple junction and zero normal gradients on the

Fig. 5. Folch-Plapp-Toth-Steinbach-Piazola model, Egs. (47) and (48) has a
small local maximum at the triple point), but a pronounced maximum at the
binary junction.
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Fig. 6. A proposed gradient energy construction, Eq. (49), has a maximum at
the triple junction, but minima near the binary junctions.

S\

Fig. 7. New proposed gradient energy construction, Eq. (95), has a maximum at
the triple junction, correct saddle points at the binary junctions. In fact this is
designed to match the Folch-Plapp potential, 3, ¢l.2 - ¢)2

boundary of the simplex. To this end we examine again the Folch-Plapp
double well potential

3
= 2(1 — ¢.)2/2.
Fow Z 21— ¢) ©6)

This has all the correct properties and has the benefit of being a low
order polynomial. Certainly, for say, ¢; =0, ¢, =¢ = (1 — ¢,),

fow = ¢*Q = ¢)* 87)

It is instructive to use our multiphase solution Eq. (83) to plot this
potential over x, y space as shown in Fig. 8, where it is worth observing
the higher energy over the triple junction.

But it is also useful to inspect its properties along the line defined by
¢, =¢, b, =¢, = (1 — ¢)/2. This is given by

1
E(_l + $)2(9¢% + 2¢ + 1) 88)

and shown in Fig. 9. Using this function, and inspecting the relations
between phases of Eq. (83) we were able to construct the following
gradient function

fo==Y 5@+ B4 - 36+ V4V,
i<j (89)

which equals the Folch-Plapp double well potential, Eq. (86),
throughout the simplex (for three phases only). At this point we can
postulate an alternative surface energy model to [1] that avoids the
functions of ¢ outside the summation:
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Fig. 8. This is a plot of the Folch-Plapp potential over the multiphase solution
Eq. (83).

0.07+

0.06+

0.05+

0.04+

0.03+

0.02+

0.011

(=)

0.2 0.4 0.6 0.8

¢

Fig. 9. View of the Folch-Plapp double well potential from the bulk of one
phase to the middle of the binary junction of the other two phases. This function
has zero gradients at the extremes and a maximum at ¢ = 1/3.

—

3
f==2 1@ + ¢4 — 34 + )1V, V4,
i<j
3
+ ) Wigir (2 — ¢ — ¢
i<j (90)

At this stage, we only state this formulation as being a plausible alter-
native to that found in [1]. On inspecting the double well potential for
higher values of n = 3 we find that n = 4 gives a higher potential for
¢, =1/4,i=1, 4, but this feature does not extend to higher values of
n > 4. This issue is rectified by choosing a lower order interpolating
function for f(u, v) in Eq. (58), i.e.

Fow (U, v) = Bu? = 2u3)v*(1 — v)? 91)

This gives the double well potential
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n3-24-24)
fow = z %7‘}51‘245'2

g @Gire T (92)
and so the more general formulation is

n

f==20 8@+ $)4 -3 +8)1Ve V¢,

i<j

n
3—2¢;—2;
+ ) Wy
i<j

U (64 )2
@+ ©3)
where, for constant interface width, we have
n
1
f==2 Wyl580(8, + )14 — 3(8, + $)1V¢- V¢,
i<j
3-26-2 5
T ey B0 (94)

Despite this model reducing correctly across each binary junction, we
find, computationally, that it does not reproduce the theoretical angles
at the triple junction. That said we postulate that such a model may well
benefit from the addition of a hump potential such as advocated in [1]
(see Appendix B for an indication of the properties of such a function).

We now focus the paper on a more rigorously derived formulation
that necessarily produces the correct triple junction angles. We seek to
generalise the Folch-Plapp formulation, [2], which we write in the form

3
Fs = f & Z V-V + 21 — ) (95)

which has a 1D equilibrium solution with only two phases present:

1
¢3:0

f=1- ¢2:1 + exp(x/6)’ ’ (96)

6. Energy formulation to control triple junction angle

We seek a generalisation with a stronger mathematical under-
pinning: one that mathematically guarantees that the theoretically
correct triple junction angles are recovered. Before doing this we wish
to illustrate a key transformation in a simpler 1D setting. Consider two
1D solutions, ¢° and ¢, that differ only in their interface width:

#=—
1 + exp(x) 97)
and
¢ = 1
T 1+ exp(x/6)’ (98)

By writing X = x/d so that

P —
1 + exp(X) ’ (99)

we find by the chain rule that
_ 0¢, dx X

%0 = S X ap T (100)
Atapointx=X=0

% | _ X

ax |, ¢ |, (101)
andsoatx=X=0

de¢, = :—;dg‘b = dd¢. 102)

Following the above as a template for multiphase, we use the so-
lution Eq. (83) as a reference solution, and introduce the notation ¢l.° to
distinguish it from the general solution, ¢,. Thus, in a slightly different
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from Eq. (83):
1

1
¢;

1
0= 1+ exp(xlz) + eXp(x13),—0 =1+ exp(ng) + eXp(le),
¢1 ¢2
=1 + exp(xs1) + exp(xs2) (103)

and consider that this is defined in a plane that passes through the 3D

points e; =[1,0,0],e,=10,1,0],e;=1[0,0,1], with normals,
n; = e; — e;. In this coordinate system we can write this as
1 1
—5 =1+exp(x—y) +explx—2),—5 =1+exp(y — z)
1 2
1
+ exp(y — x),—5 =1 + exp(z — x) + exp(z — y)
¢, (104)

which can be written in terms of just two coupled variables on the right-
hand side, (x — y) and (y — z),

1

1
20 =1+exp(x—y)+ explx — y)exp(y — z),? =1+expy —2)
1 2
+ 1/exp(x — y) (105)
and so we find that
0
exp(xz) = exp(x — y) = -=
A (106)
and in general
XNy = X = ln(¢>j(.)) - ln(¢i°). (107)

By using the substitution ¢ = 1 — ¢ — ¢ and fixing a plane through
(x +y + z = 0), we find the inverse transformation Eq. (104):

173\ @)

X —2/3 1/3
(y)z 1/3 —=2/3  1/3|[In(g) |
4 1/3

1/3 =2/3 1n(¢30) (108)

Eq. (104) and its inverse, Eq. (108) relate to an equal angle triple
junction. We now consider, the more arbitrary solution where all three
angles can vary by tilting the equal angle solution as follows:

L 14 exp(e/By — 18y) + exp(x/8y — 2/85)

¢ (109)
and cyclically. By writing Eq. (109) in the equivalent form
1
— =1+expX—-Y)+exp(X - 2)
¢ (110)
where X = x/d; etc, we have
x\ (-23 13 1/3)(In)
Y= 13 -2/3 1/3|[In(g,) |
z 1/3  1/3 —-2/3 In(¢,) (111)
Using this we find that
X-Y=X;=xN; = In(¢) - In($) (112)

where Nj; represents a triple junction where angles are not necessarily
equal. If we define the reference function

¢ = 4,(x. 3. 2).

then the general multiphase field is given, using the same function, by

(113)
¢ =4(X.Y,2) (114)
where X; = x;/9;. That is, they can be represented by the same function
but on a different space. Using this examine
a¢i0_a¢i0 a¢j _ a¢i0 axb 6XA a¢j
axe  og ax¢ | axb aXA ag, |oxe’

(115)

10
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Now the term in the bracket can be written

R = og” ¢ axb axA
ij = = 3b AvA Aas
¢, axb axA oy

= Jip Dpa (T V. 116)

Since the left hand side and right hand side of the final term are inverse
matrices of each other and the middle matrix D is a diagonal matrix

6 0 O
D=|04 Of
0 0 ds 117)
From Eq. (104) we have
dg?
— — = exp(x — y)(dx — dy) + exp(x — z)(dx — dz)
¢ (118)
At the midpoint, ¢, = 1/3, x =y = z = 0 we have
0
dé, (-2 1 1)\(dx
dg) | = 3 1 -2 1f|dy
1 1 -2
dg? dz 119)
If we further use the knowledge that dx + dy + dz = 0 we find that
1
0 — _“dx:
df’ = —3dxi (120)
and so the inverse relation
dX; = —3d¢; (121)
Consequently from Eq. (116) we have, at the origin:
R=D. (122)
This means that
V- Vg'=VgoTV4" = V4TDDTVg 123)
Thus we postulate the surface energy as being
fs =52 87V + 471 - ¢
i (124)
where W can be taken from any of the barrier heights, e.g.
e
O12 (125)
and
52
w (126)

Finally, we need to relate the single index, &; to the double indexed, &j.
This is readily done since by definition

gj=0"+¢ (127)
which gives on inversion

2_ 1 .o 2 _ 52 : :
& = 2(5ij +8k =8y, i#£JF*k (128)

We need the above relation because the binary surface energies, o
relate directly to the binary interface widths by Eq. (80). Eq. (128)
appears to present us with a problem in that it is possible that §? < 0.
The critical angle, when this occurs is when one of the angles at the
triple junction is 77/2. However, computational results demonstrate that
this is not a problem, where we find, for example, that even
8% = —1/3, 67 = 67 = 1, can be simulated successfully.

6.1. Some failed models

It may be useful to the reader to note that we found other variants of
the above model to have only limited applicability in simulation. We
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find that a formulation of the form

3
fs =D, UNVS:Ve + D, ¢2(1 — $)%,

i=1 i

(129)

where U = ¢, + 3¢;¢,, or U; = ¢; develops an instability as the triple
junction angle approaches 7/2 (from larger angles). Since there are
reports on smaller angles than 7/2 such as the groove angle at solid-
solid-liquid triple junction [36,37], there remains a limitation with this
model.

We also add, in passing, that the model
fs =2 — 67V Ve + 2 71— ¢

i<j

(130)
was stable in simulation but fails to deliver the correct angle at the
triple junction despite affecting the interface width in a similar manner

to that of Eq. (124) (although this model might be rescued by the ad-
dition of a triple junction barrier as in [1]).

6.2. Generalisation ton > 3

A more general n > 3 has not been explored in this paper, but
clearly a good starting point is the model

fo =25 8V Ve + (1 — ¢

i=1

(13D)
where the binary interface energies are (still) related by

5; =67+ 51-2. (132)

For n = 4, for example, the distances from the origin in 4D, &;, &y, 3, &4,
define the vertices of a tetrahedron and so we determine one of the
sides by (using the definition Eq. (128)):

1 1
6 = 5(_5223 + 05+ 85).85 = 5(_5321 + 00 + 83,63

1

= E(—6122 + 6% + 63). (133)
and then again using Eq. (128),
82 = 0% + 62, (134)
we determine the remaining single index coefficient
1

8i=67, — 67 = 65 — 5(_5223 + 83 + 65). (135)

We speculate that only n binary interface energies are independent for
n> 2.

6.3. Summary
An overview of what we have done:

1. By recognising that a more general solution with arbitrary angles at
the triple junction can be produced by an invertible mapping, we
rewrite the equal angle formulation, which is specified in terms of
the equal angle solution ¢/, in terms of the general angle solution ¢,.
This results in a general multiphase model which controls angles at
triple junctions via the binary surface energies, gj;.

2. The mapping makes convenient use of a two dimensional surface in
3D, which gives a more direct relation between the three phases, ¢i°
and the three Cartesian coordinates, X, y, z (than into the 2D co-
ordinates x, y). Moreover, the generalisation to a plane which cuts
the coordinate axes at arbitrary points, governed by the interface
widths, follows comfortably.

3. The formulation appear computationally stable for all angles at the
triple junction apart from the extremes, 0° and 180°.

11
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We finish off with a restatement of the proposed model for the
surface energy density

fo = % Z [51‘2V¢i'v¢i + ¢i2(1 - 4]
i
— bo12
W= 12
5ij = %
5i2 = Z 5112 - 6]2k |i¢j¢k
P (136)

7. Tests and results
7.1. Angle dependent energy minimum

We test directly the model Eq. (136) at a constructed triple junction.
We prescribe a triple junction field at the origin in 2D by

1 1
¢1 = Py = P
1 + expx;; + expxps 1 + expx; + expx;
1

T 1+ expxs + expxs, (137)

where x; = x-n; and nj; + ny3 + ng; = 0. By setting W =1, and pre-
scribing &7 for each phase we can evaluate f; in Eq. (136) at any point.
Furthermore, we can integrate f; over any domain, D,

to give us the total energy associated with these fields for any chosen set
of normals, n; (see Fig. 10). By choosing the domain, D to be a large
enough circular disc about the origin, and varying one or more of the
normals the total energy over D depends on the normals, and thus the
angles at the triple junction. What we seek in doing this is the set of
angles that gives an energy minimum. This then can be compared with
the theoretical set of angles associated with the choice of §7. We limit
this test to that in which two angles are equal so that the energies will
be a function of the remaining angle, 6, only, i.e. F5(6).

In Fig. 11 the sub Fig. 11a-f each give a range of Fs(6) for a different
choice §; = 8, = 1 and 8; = 0.7, 0.8, 0.9, 1.0, 2.0, 4.0, which correspond
to the theoretical angles: 109°, 113°, 117°, 120°, 143° and 160° respec-
tively. For example, 6; = 1, §, = 1, §; = 2 corresponds to a triangle with
vertices, in 3D, [1,0,0],[0,1,0],[0,0,2], with length sides
V2, 45,+/5, with smallest angle 2sin~!(1/4/10) = 37 degrees and
therefore the largest angle in the triple junction being 180 — 37 = 143
degrees (used in Fig. 11e). For a wide range of cases the theoretical
angle is well approximated by the minimum of F(6).

31

n12

Fig. 10. Circular disc containing three phases, ¢, ¢, and ¢,, at the triple
junction. The angle, 6 is made to vary by keeping Ins;| = In,;! fixed and varying
ny,. By integrating over the disc we obtain an energy, Fs(6) as a function of 6.
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109.1995397 112.9696766
29,0 ¢ °
27.3
28.94 . R
27.2
28.84 o .
27.19
2871
°© R 27.09 ° ;
286 e ° ‘ 26.94 ‘ - ‘ ‘
90 100 110 120 100 110 120 130
(a) Theoretical angle 109°; computed (b) Theoretical angle 113°; computed
angle 106 +1°; 63 = 6o = 1,67 = 0.7 angle 113 +1°; 63 =62 = 1,61 = 0.8
116.5842843 120.0000000
° 25.3 :
26.14
25.2
26.0 25.14
20l B 2504 B
’ R 24.91 R B
25.84 o
° . ? 24.81 o ’
2571 e e ..
100 10 120 130 100 10 120 130 140
(c) Theoretical angle 117°; computed (d) Theoretical angle 120°; computed
angle 117+ 1°; 63 =62 =1,61 = 0.9 angle 120+ 1°; 63 =62 =1,61 = 1.0
143.1301024 160.2500772
234 ° 30
291
22.54 281
27
»l . B 267
‘ . 251 o .
< . ° 2 o . . R
21.51 c
130 140 150 160 150 155 160 165 170 175
(e) Theoretical angle 143°; computed (f) Theoretical angle 160°; computed
angle 143+ 1°; 03 =69 = 1,61 = 2.0 angle 160 + 1°; 63 = 6o = 1,61 = 4.0
Fig. 11. (a)-(f) Show the energy as the angle sweeps around the theoretical angle.
Clearly, almost any formulation that treats all phases equally will 7.2. Phase field implementation
return an optimum angle as 6 = 27/3 = 120°. However, one formula-
tion [28] actually had a maximum energy at this angle. We have only We now examine how our postulated model behaves in phase field
given our model’s results for these sweeps as none of the other models under dynamic conditions close to equilibrium, where we expect there
came close when the angle varied from 120°. to be some flattening or sharpening of the eutectic interface curves due

12
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Table 2
Table of values for the phase field simulation.
Parameter Value
M 0.01
85 =26, 0.4
61 Multiples of &3
AT 0.05
Domain size 32x 16
Mesh size Ax = 0.125
Length unit 1nm
Time unit 0.67 ns

3 (x-direction)
2 % 16 (y-direction)
c1=1/2,¢c,=1/4,¢c3=3/4

Initial eutectic length
Initial lamellae width
Common tangents:

to our method of implementation of the binary surface energies, oj.

The phase field implementation for these tests uses Model Eq. (136)
with mobility model given by Eq. (17), and a bulk force to be described.
The model used is a simplest example model where each of the three
free bulk energies are represented by quadratics and the diffusion
throughout the domain is constant. We also adopt the following bulk
free energy:

Computational Materials Science 171 (2020) 109085

fe=8&h + &h + &f

where g =g(¢,)/ Y, g(#) with g(¢) = 3¢> — 2¢°, are interpolation
functions, and

(139)

fi=le—ci+ (a1 — g, + (1 — g + g AT,
=[c—c+(c;— c3)gs + (¢ — c)g* + gAT

=[c—cs+ (3 — c)g + (3 — c)g,]* + g AT. (140)

The concentrations ¢; are from common tangent construction and are
given in Table 2 along with other parameters for the simulation. Note
that when g = 1, we have f; = (c — ¢;)> + AT; when g, = 1 we have
f, = (c — )% and when g, =1 we have f, = (c — ¢;)%. All three of
which are the bulk free energies of the pure three phases. Thus the
combination in Eq. (139) is a phase dependent interpolation. We adopt
this interpolation technique over the WBM method to minimise spur-
ious phase generation between any two phases (see [7,8] for further
discussion).

Fig. 12(a)-(d) show solute profile contours from the multiphase
field simulation. Superimposed on the plot is the theoretically correct
equilibrium angle corresponding the input, &;. These results show the
effect of differing binary surface energy terms on the manner of growth
in this dynamic setting with a clear flattening off of the curved surface

(d)

Fig. 12. (a)-(d) Show simulation results using the new model Eq. (124). The contours of the solute profile and the theoretical angles (60°, 90°, 120° and 60°,
respectively), are shown superimposed for direct comparison. The values for 67 are — 1/3, 0, 1, 16 respectively. A distinctive feature of the model is the relation
between angle and interface width, so that, for example,the liquid solid interface increases with angle.
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Fig. 14. The evolution of the angle at the triple junction in time in units of
0.67 ns. The initial condition sets the correct angle but the symmetric boundary

condition and growth changes the profile.

approaching the tangent indicated by the equilibrium correct angle.
These eutectics grow from the left, and though they have evolved to-
wards a steady velocity state they are not in an equilibrium state. We
choose a small value of AT to give near equilibrium behaviour, but the
boundary conditions being symmetric guarantee that the liquid-solid
interfaces are curved.

Because of the curvature at the interface it is difficult to prescribe a
quantitative measure of angle. One such measure is given by

8, = cos~!(nyy'my3) (141)
(and cyclically) where
- f (¢jv¢i - ¢iV¢j)H(q§)dxdy

U3V, — 6,V H ($)dxdyl (142)

and H () is some function that limits the integration area to the vicinity
of the triple junction. If H is too local then the angle will be too small
and, conversely, if too large (e.g. H = 1) the angle will be too large.
Using H = ¢,¢,¢, we found we could reproduce the angles between
100 and 143 within a couple of degrees, see for example Fig. 14, but
were less successful outside this region. That said the superposition of

14
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(b)

Fig. 13. (a) and (b) show simulation results for 143°, and also with U = ¢, + 3¢,¢, (rather than U = 1 as in Eq. (124)) and with increasingly finer interface widths.

the correct angle on the eutectic simulation results in Fig. 12 clearly
show the model works well even in this dynamic setting. Further nar-
rowing of the interface width has the effect shown in Fig. 13, which
suggests that in the limit of near equilibrium and zero interface width
the theoretical angle is approached at the triple junction as the inter-
faces become sharp.

8. Conclusion

Commencing with a review we have narrowed the field of possible
multiphase models to a handful. We have developed some new tools
that not only narrow the field of candidates, but create new ones.

In seeking a consistent model that allows binary interface energies
to be incorporated into the model in a way that correctly reduces to a
single phase formulation, we postulated the model Eq. (90). This in-
corporated a potential well that allows barrier heights proportional to
the binary surface energies, which in turn facilitated the future devel-
opment of a model that keeps interface widths equal. However, unlike
the model found in [1], computation with this model does not return
correct theoretical angles. This illustrates that correct reduction across
any binary junction is not sufficient to reproduce triple junction angles
correctly, and so modification by the addition of triple junction terms
becomes mandatory.

In Section 6 we postulate a more rigorous theoretically justified
multiphase field model for alloy solidification, Eq. (136). This in-
corporates binary surface energies, oy, in a manner that mathematically
guarantees the correct reproduction of triple junction angles between
phases. In deriving this model we have made use of an analytical
multiphase solution, Eq. (104). The analytical solution is modified by
changing the underlying arbitrary triangle, which suggests that an af-
fine transformation of an equal angle formulation will deliver the
sought after general formulation. The only potential down side of this is
that the relative interface widths, §; vary with the binary interface
energies, gj;.

Implementing the model Eq. (136) together with a simple bulk en-
ergy model we find that the effect of the binary surface on the eutectic
growth is largely in line with the angles expected at equilibrium. This
observation is further backed up by integrating the energy field as a
function of underlying fields with varying angles, and finding that the
correct angle implied by the binary surface energies is at a minimum at
that angle - see Fig. 11.
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Appendix A. Plotting gradient functions over the simplex

We present this section to give a clear exposition of how to convert scalar gradient functions of phase to functions of phase only using Eq. (104).

Beginning with 104, but dropping the superscript °, we find that

a9, ¢

—¢——exp(x —y)(dx — dy) + exp(x — z)(dx — dz)=%(dx —dy) + —=(dx — dz)
1 1 1

1=
so that

— dg, = $,¢,(dx — dy) + $,, (dx — d2).
We then make the cartesian identification dx = i, dy = j, dz = k and d¢, = V¢, to write
- V¢ =8, -J) + $3¢,( — k).

and similarly

—V$,=¢:6,( — k) + ¢, — D-V¢; = ¢,85(k — 1) + ¢,¢5(k —j).

Hence, for example,

Vo Ve, = 2010] + 286,85 + 207¢)

and consequently

3
D VEVE=2 D B2 + Bl bbs + B b+ I 818,=2 ) B8] + By (B + B, + ) =2 287+ $ihyd,
i=1

i<j i<j i<j

Appendix B. Gradient energy equivalent of the hump function

(A.1)

(A.2)

(A.3)

(A.4)

(A.5)

(A.6)

Somewhat tangential to the main argument of our paper, but of interest, is an observation regarding a “hump” function, which is similar to that

used in [1] to control angles ([1] use its square root). This is given by

fH = (¢1¢2 ¢3)2,

(B.1)

which has the property of being zero and has zero gradient on the simplex boundary. A plot of how this energy varies as a function of one normal

varying is given in Fig. B.15 together with an equivalent cross product gradient term (that agrees at 120 degrees)

0.904

0.89

0.884

0.87

0.861

0.851

100 110 120 130 140 150

| hump Cross |

Fig. B.15. Energy as a function of one angle around a triple junction for both the hump function (green) and cross term (cyan). By construction the two energies agree

at the 120 deg angle.
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120
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Bollada, et al.
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4.954
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Gradient |

Fig. B.16. Energy as a function of one angle around a triple junction for both the double well potential (red) and the equivalent gradient term (blue). By construction

the

fc=

gradient energy agrees with the double well term at the 120 deg angle.

%Z IV, x Vg, 2.

i<j

(B.2)

For comparison we show the Folch-Plapp potential with the equivalent gradient term in Fig. B.16.
The suggestion here is that just as the potential and gradient term balance, so should the hump function balance with the cross term, Eq. (B.2).
However, inclusion of the cross term means having an inconvenient forth order surface energy term.
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