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Abstract. Gamma-ray energy tracking arrays constitute the technological frontier of high-resolution γ-ray
spectroscopy revolutionizing modern nuclear physics investigations. Their principle of operation lies on
the precise reconstruction of the three-dimensional γ-ray interaction positions within the detector volume.
The most common method to obtain these interaction points in real time is to compare the experimental
signals against a reliable library of signals (signal basis) that maps the detector response as a function of
the γ-ray interaction position. Obtaining a high-fidelity signal basis, however, remains a big technological
challenge, which hinders the optimal operation of these state-of-the-art arrays. In this article, we propose a
pioneering and notably simple method for generating experimentally a reliable signal basis. The proposed
method enables the γ-ray tracking devices to perform a self-calibration of their position sensitive response
in situ, opening up the way for reaching their optimum performance for the first time.

1 Introduction

For several decades, high resolution γ-ray spectroscopy,
utilising High Purity Germanium (HPGe) detectors, has
been key to our understanding of the atomic nucleus; in-
deed, many aspects of the strong nuclear force have been
revealed by studying the de-excitation of atomic nuclei
via γ-ray emission. Currently, the state-of-the-art in high-
resolution γ-ray spectroscopy for nuclear physics experi-
ments is the development of HPGe γ-ray energy tracking
arrays. These arrays consist of large volume, highly seg-
mented and position-sensitive HPGe detector crystals. Af-
ter an intense development of this new technology over the
past two decades, see e.g. refs. [1–24], a 1π version of these
arrays has been realised, namely GRETINA [1,25] and the
AGATA demonstrator [2]. These two arrays are currently
used at state-of-the-art accelerator facilities in the USA
and Europe with great success, see e.g. refs. [26–39]. New
detector modules are being continuously added to these
arrays with the ultimate goal of reaching a 4π geometry
and forming GRETA (Gamma Ray Energy Tracking Ar-
ray) and AGATA (Advanced GAmma Tracking Array).
The advantages of such arrays over previous generations
of HPGe arrays and the new scientific programme that
they enable have been discussed extensively in refs. [7,
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15]. Despite the very successful scientific programme that
these arrays have already enabled, achieving their opti-
mum performance in terms of γ-ray tracking remains a
challenge.

The γ-ray energy tracking technique requires a precise
knowledge of the γ-ray interaction positions inside the de-
tector volume and the energy deposited in each interac-
tion. Tracking, i.e. finding the true sequence of interaction
positions of a given γ-ray, is performed by grouping and or-
dering these interactions utilising geometrical criteria and
the Compton scattering formula, see e.g. ref. [40] for de-
tails. The three-dimensional interaction positions, that are
needed for tracking, are obtained through electrical seg-
mentation of the detector’s outer electrodes and through
pulse-shape analysis of the recorded electronic signals; in-
deed, the shape of the signals induced at the electrodes is
position dependent [12]. Currently the most effective way
to extract the γ-ray interaction positions from the sig-
nal pulse shapes is a comparison of the measured signals
against a library of expected pulse shapes corresponding
to different γ-ray interaction positions within the detector
volume. This library of signals is hereafter referred to as
signal basis. The signal basis typically contains a dense
grid of predefined points and the associated signals ex-
pected to originate from a γ-ray interaction at these given
points. Interpolation of the signals between the points of
the grid allows for a continuous representation of the entire
detector volume. The problem of position reconstruction
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is then reduced into producing a reliable signal basis and
comparing efficiently the measured and expected signals
in real time.

The methods for generating a signal basis can be dis-
tinguished into experimental and analytical ones. In prac-
tice, a combination of experimental and analytical meth-
ods is used to generate the signal bases that are currently
being used with the γ-ray energy tracking arrays.

With the experimental approaches, one performs an
exhaustive scanning of the crystal volume with dedicated
scanning setups (hence in vitro measurements) and gen-
erates a signal basis from the average of the measured
signals in each scanned position, see e.g. refs. [3–6,8,22,
41–44]. Such experimental methods have the advantage
that the basis is generated without the need of an in-
depth understanding and control of all the factors that
determine the shape of the generated signals. Common
drawback to all experimental methods is the long acqui-
sition time required to perform the scans for all detec-
tor modules and that the experimental conditions could
be different between the signal basis generation process
and the actual experiment. For example, the electronics’
noise level could be different during scanning and the ac-
tual in-beam experiment; in addition, any uncertainty in
the mechanical alignment during the detector scanning
can cause systematic deviations in the produced signal
basis.

In analytical methods, a calculated signal basis is pro-
duced based on electric field simulations and signal gen-
eration algorithms, see e.g. ref. [45]. The steps for such
calculations include solving the Poisson equation for the
given geometry and applied voltage, taking into account
the intrinsic space-charge density, the electron/hole mo-
bility, crystal temperature and crystal orientation. The
accuracy of these estimated signals depends on the pre-
cise knowledge of these factors and an accurate modeling
of their influence on the shape of the signal. The accurate
modeling of the signals requires also detailed knowledge
of the passivated and contact thicknesses and the actual
shape of the charge cloud and its evolution as the charges
drift inside the detector. In addition, the calculated sig-
nals must account also for the signal shaping caused by the
front-end electronics and non-negligible cross-talk effects
between the detector electronic channels.

A further challenge in producing a reliable signal basis
of the detector signals is the possible time-dependent vari-
ations of the signal shape during operation e.g. due to ra-
diation damage of the detector or electronic noise sources
that may vary throughout an experimental campaign.

In this article, we discuss a novel experimental method
to perform full characterization of all detectors in a γ-ray
energy tracking array simultaneously and in situ. We show
that a high-fidelity signal basis can be produced utilising
the position sensitivity and γ-ray tracking capabilities of
these arrays in an iterative way. Eventually, the fidelity of
such signal-basis generation is shown to be limited only by
statistics. The method has been tested thoroughly using
Monte Carlo simulations (Geant4) and realistic assump-
tions for the detector performance, while the relevance to

Source

Hit Collection

Hit

Fig. 1. Schematic representation of different γ-ray interac-
tions in the detector volume. Groups of hits from different γ-
ray events form the hit collections. The two exemplary tracks
(blue solid line) consists of three hits. The hits of these two
tracks belong to hit collections (yellow solid circle). These hit
collections are connected to other hit collections (yellow dashed
circle) by other tracks (red dashed lines).

an actual experimental implementation is also discussed
where applicable.

2 Proposed method

A γ-ray source illuminates (without collimation) the full
array, as it is done in a conventional γ-ray energy cali-
bration run. The emitted γ rays interact with the crystal
and then Compton scatter into neighboring detector re-
gions where they interact again until being fully absorbed
via a photoelectric effect. We start by grouping neighbor-
ing γ-ray interaction points (hereafter referred to as hits)
originating from different γ rays into hit collections. Ex-
perimentally, this grouping can be achieved by comparing
the recorded pulse shapes with each other. In simulations,
the hit collections are formed using the simulated position
of each hit; these positions are not used further, except for
comparison to the final, converged result. Each hit collec-
tion is assigned a coarse position and during an iterative
optimization (discussed below), their positions converge
to their real positions with remarkable accuracy limited
only by the acquired statistics.

The minimum size of the hit collection that can be
used for grouping hits together reflects the position sen-
sitivity of the detector, i.e. the signal variation between
different positions compared to the noise level of the sig-
nals. This sensitivity alone is reported to be of the order
of one millimeter or less depending on the detector re-
gion [23,24]. However, the convergence depends strongly
on the available number of hits within each hit collection.
For the results presented in sect. 3, we have grouped hits
that are located within a sphere of 5mm diameter into the
same hit collections, while we also show results for differ-
ent hit collection sizes for comparison. Hits that happen



Eur. Phys. J. A (2018) 54: 172 Page 3 of 8

Fig. 2. The data used as input into the algorithm are either generated by simulation or by measurement. The hit collections (HC)
are generated by comparing the simulated interaction positions or by performing a pulse shape similarity check, respectively.
In addition, a tracking algorithm determines the most probable interaction sequence; the reconstructed tracks connect the hit
collections. Applying a cut to the figure-of-merit (FOM) of the tracks can increase the fraction of correctly reconstructed tracks.
A minimization algorithm is used to subsequently optimize the position of each hit collection i with respect to all other hit
collections by taking into account the track information. Once every hit collection position has been optimized, the procedure
is repeated starting again with the first hit collection. This is done repeatedly with every iteration c until a certain level of
convergence (e.g., defined by the change of positions between subsequent iterations) is reached. At this point, tracking can be
repeated using the output of the position optimization algorithm to improve the tracking accuracy.

Fig. 3. A cut of a hollow sphere with an inner radius of 200 mm
and an outer radius of 300mm, covering an angular range of
45◦ in polar direction and the full 360◦ in azimuthal direction
and a solid angle of 0.586 π sr. The geometry is segmented into
5 radial segments, 4 segments in polar direction and 4, 12, 16
and 24 segments in azimuthal direction, respectively.

to lie within multiple hit collections are assigned to all of
them. A hit that cannot be assigned to an existing hit col-
lection defines a new hit collection, which is then available
for filling.

To reflect the real experimental conditions, the se-
quence of hits originating from a given γ ray is assumed to
be unknown and a tracking algorithm is used to determine
the most probable sequence of hits forming a γ-ray track
using initially only the coarse positions of the hit collec-
tions containing the hits. The efficiency of such tracking
algorithm in finding the correct sequence increases in every
iteration as the positions of the hit collections containing
the hits converge to their actual positions, further details
of the observed performance are presented in sect. 3.

Following the initial γ-ray tracking, each hit residing
in a hit collection is associated with hits in other hit col-
lections via the determined track. In this way, each hit
collection is linked (through its hits and their correspond-
ing tracks) to multiple other hit collections. This process
is illustrated in fig. 1.

At this stage we have a set of hit collections consisting
of hits that lie close to each other. However, we do not
know where exactly the hit collections are located in the
detector volume and we assume that all hits belonging to
a specific hit collection share the same position. Initially,
the only position information available for a hit collection
is the position of the segment where the γ-ray interac-
tion took place; a nominal initial coarse position is thus
assigned to the hit collection, e.g., at the centre of the seg-
ment. The geometrical angles obtained for all tracks are
compared to the respective Compton angles; the Compton
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Fig. 4. Figure-of-merit (FOM) results of the tracking algorithm using the initial conditions (top) and using the results of
the first self-calibration procedure (bottom). The right graphs show the abundance of tracks with a given FOM for the best
interaction sequence (FOM1). The left graphs show the ratio of the best to the second best sequence (FOM1/FOM2). They are
shown separately for tracks where the interaction sequence has been determined correctly or not. For small values of FOM1

and FOM1/FOM2 the sequences are predominantly correct. Thus, applying a cut allows to significantly improve the fraction
of correctly reconstructed tracks. The peak structures in the top right plot are a result of the discretization induced by putting
all the hit collections into the centre of segments. The structures indeed disappear when different starting conditions are used
for the positions of the HC, as shown on the re-tracked plot (bottom right).

angle is calculated via the Compton scattering formula

cos α = 1 +
me

Einc

−

me

Einc − Edep

(1)

using the incident energy Einc of the γ ray before the
Compton scattering and the deposited energy Edep. Iter-
atively, starting with one hit collection, the positions of
all hit collections are adjusted such that the differences
between geometrical and Compton angles are minimized.
Although the positions were only roughly known at start,
the large number and spatial distribution of the hit col-
lections allows the minimization to obtain a new position
closer to the real position. After the position of every hit
collection has been optimized once, the first iteration (c)
is completed and the procedure starts again with the first
hit collection. With each iteration, the hit collection po-
sitions converge towards their real positions, which are
evenly distributed throughout the detector volume. We
note that a global minimization of all hit collections con-
nected through all tracks simultaneously would give the
result in a single iteration; however this is computation-
ally challenging. The processes involved in this method
are illustrated as a flow chart in fig. 2, while the results of
the proposed method are summarised in sect. 3.

3 Results

To demonstrate the feasibility of the method, a frac-
tion of a hollow sphere with an inner radius of 200mm

and an outer radius of 300mm, as shown in fig. 3, has
been simulated; the solid angle coverage is 0.586π sr. A
γ-ray source is placed at the centre of the sphere emit-
ting 2MeV γ rays. For each interaction a realistic en-
ergy resolution is applied, typical for HPGe detectors, i.e.

∆E(in keV) =
√

1 + 3E(in MeV). The Geant4 physics
list G4EmStandardPhysics option4, in which the Doppler
broadening caused by the electron’s initial momentum is
included, is used in the simulations. Interactions that are
less than 2mm apart have been merged into a single hit,
since such interactions are not resolved in real experimen-
tal conditions.

For the initial conditions, i.e. using the centre of the
segments as hit collection positions, the tracking algo-
rithm determines the interaction sequence correctly in
32.7% of the cases (see fig. 4). Comparing the figure-
of-merit (FOM) distributions1 of the best γ-ray track
(FOM1) and the second-best γ-ray track (FOM2) shows
that by applying cuts to FOM1 and to the ratio of FOM1

and FOM2 the fraction of correct tracks can be signifi-
cantly improved. For the results discussed in this section,
these cuts (log(FOM1) < 20 and log(FOM1/FOM2) <
−5) improved the fraction of correct tracks from 32.7% to
83.5%, while reducing the total number of correct tracks
by only about 50%. The obtained tracks (including the
16.5% wrongly reconstructed tracks) are then used in the
position optimization.

1 The FOM is the χ2 of the tracking algorithm.
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Fig. 5. Results of the self-calibration procedure as discussed in the text. The input data have been tracked. The left column
shows the difference of the radii (∆r) of the self-calibrated positions of the hit collections (r) and the real radii of the positions
of the hit collections (R) plotted over R. The right column shows ∆r for all hit collections. The first four rows have been tracked
using the centre of the segments for the interactions. They show from top to bottom: Starting condition, after 1st iteration, after
2nd iteration and after 10th iteration. The last row shows results after the 10th iteration for data which have been re-tracked
using the results of the previous self-calibration procedure. As a starting condition, all hit collections are placed in the centre
of the corresponding segments. The resulting root-mean-square-deviation (RMSD) between the radius of the self-calibrated
and real positions of the hit collections after 10 iterations is RMSD = 1.22 mm and RMSD = 1.06 mm after re-tracking. The
systematic offset after 10 iterations is −0.59 mm and −0.23 mm, respectively.
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Fig. 6. Root-mean-square-deviation (RMSD) between the ra-
dius of the self-calibrated and real positions of the hit collec-
tions after each iteration for different hit collection (HC) diam-
eters. The tracking was performed using the centre of the seg-
ments and figure-of-merit (FOM) considerations as described
in sect. 3. For smaller hit collection diameters the RMSD im-
proves slightly. A more significant improvement is achieved by
increasing the number of tracks (statistics).

Figure 5 shows the results of the self-calibration for
a hit collection of a 5mm diameter sphere. The number
of tracks connecting one hit collection to others ranges
between 1000 and 3000 tracks per hit collection. To eval-
uate the results of the self-calibration the obtained posi-
tions of the hit collections are compared to their real po-
sitions. For the data which have been tracked using the
centre of the segments, the root-mean-square-deviation
(RMSD) between the radius of the self-calibrated and
real positions of the hit collections after 10 iterations is
RMSD = 1.22mm with a systematic offset of −0.59mm.
For the data which have been tracked using the result of
the previous self-calibration procedure, RMSD = 1.06mm
with a systematic offset of −0.23mm after 10 iterations.
The concept itself allows to further reduce the hit collec-
tion diameter and improve the achievable resolution.

Figure 6 shows a comparison of the convergence for dif-
ferent hit collection diameters and number of tracks. The
RMSD between the radius of the self-calibrated and real
positions of the hit collections improves for smaller hit col-
lection diameters. A more significant improvement, how-
ever, is achieved with increasing number of tracks (statis-
tics).

To complete the picture and extend the presented co-
ordinates beyond the radius, fig. 7 summarizes the results
of the self-calibration procedure after re-tracking the input
data for hit collections of a 5mm diameter sphere. The de-
viation of the determined hit collection position from the
real position in Cartesian coordinates is RMSD = 1.0mm.

4 Outlook

Although the implementation of the proposed technique
to existing γ-ray energy tracking arrays, e.g. GRETA and

z in mmΔy,Δx,Δ
5− 0 5

xΔ

yΔ

zΔ

zΔy,Δx,Δ

Fig. 7. Self-calibration results for a hit collection diameter
of 5 mm (10 iterations) after re-tracking the input data for
Cartesian coordinates; RMSD = 1.0 mm. The histograms have
been shifted along the y axis for visibility.

AGATA, is beyond the scope of this article, we will discuss
some key points as an outlook.

1) Experimentally, the number of hits within a segment
is not known. Therefore, we have tested the robust-
ness of the proposed method against the coalescence
distance of two hits. The χ2 obtained from the track-
ing algorithm is sensitive to the number of hits per
segment and if coalescence has taken place, the χ2 is
in general worse. The FOM curves of fig. 8 show the
behavior of the χ2 in the extreme case when all hits oc-
curing within a segment are merged and treated as one
hit in that segment. The reconstructed FOM for these
merged cases follow closely the wrongly reconstructed
distribution. We conclude that the exact coalescence
distance chosen is not affecting the principle of the
technique.

2) Experimentally, there is a minimum energy deposited
per hit below which the pulse-shape sensitivity is lost,
i.e. the signal-to-noise ratio in the pulse shape is
poor for low energy depositions (below few hunderds
of keV). This effectively reduces the available statis-
tics and increases the calibration time, discussed in
sect. 4.1.

3) The suggested method can build on the huge progress
that has already been made with the arrays, i.e. one
could start from data that have been processed us-
ing current technology, and hits in neighbouring seg-
ments (or even the same segment) have been identi-
fied. Wrongly reconstructed hits can be flagged by the
FOM, as discussed above.

4) The proposed technique is not restricted to data orig-
inating from a source measurement. Under certain ex-
perimental conditions, the use of in-beam data is pos-
sible and even advantageous; e.g. when high beam ve-
locities are used, the energy of the Doppler-shifted γ
ray restricts the spatial coordinates of the first inter-
action.



Eur. Phys. J. A (2018) 54: 172 Page 7 of 8

)2/FOM
1

Log(FOM
100− 80− 60− 40− 20− 0

tr
a

c
k
s

310

410

510

correct

wrong

merged

)
1

Log(FOM
0 20 40 60 80 100

tr
a

c
k
s

310

410

510correct order: 24.6 %

correct

wrong

merged

Fig. 8. Figure-of-merit (FOM) results of the tracking algorithm using the centre of segments as initial conditions. Interactions
in the same detector segment have been merged. The right graph show the abundance of tracks with a given FOM for the best
interaction sequence (FOM1). The left graphs show the ratio of the best to the second best sequence (FOM1/FOM2). They are
shown separately for tracks where the interaction sequence has been determined correctly or not. In addition, the dashed graph
shows tracks where interactions have been merged. The behaviour for the merged tracks follows closely the general features of
the wrongly tracked distribution. As such, applying cuts allows to predominantly exclude tracks with merged interactions.

4.1 Timescales

Based on our analysis, an estimated hit density of about
20 hits per mm3 is sufficient to achieve robust conver-
gence. In an actual experimental implementation of the
proposed method, requiring at least 300 keV energy de-
position per hit, a minimum distance of 20mm between
hits, and a single-crystal rate of a few kHz, one would need
about 10 days of measurement time with a 1MBq source.
We emphasize that within this timescale the full array is
calibrated.

With the current (not optimized) implementation of
the self-calibration procedure, one iteration for a single
crystal takes approximately 2.5 hours of CPU time on a
Xeon E5-2690 at 2.90GHz. This is a highly parallelizable
procedure with minimal multithreading overhead; indeed,
we typically used up to 56 cores that brings the time down
to about 3 minutes per iteration per crystal. Currently, the
memory requirement per crystal is around 30GB, though
significant optimizations are certainly possible and mem-
ory requirements can be reduced by a factor of three.

5 Conclusion

We have presented a novel technique to perform an in

situ position calibration of γ-ray energy tracking arrays
utilising a notably simple procedure. The primary input
is the detector geometry, while no detailed knowledge of
the electronic properties or detector response is required.
The method delivers a signal basis with unprecedented
fidelity, while keeping the required calibration times to
a minimum. At the same time the method proves to be
robust against all tested influences, including energy reso-
lution, wrong interaction sequences, coalescence distance
and low statistics. The presented method opens up the
way for obtaining an optimum tracking performance, ap-
proaching the limits imposed by the sensitivity and the
noise level of these γ-ray energy tracking arrays.

This work is supported by the Royal Society under contract
number UF150476, the UK STFC under contract numbers
ST/P003885/1 and ST/P001831/1, the Deutsche Forschungs-
gemeinschaft through SFB 1245 and the Helmholtz Interna-
tional Center for FAIR.
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