[bookmark: _GoBack]Contribution to the discussion of ‘When should meta-analysis avoid using the normal distribution?'

Mark Simmonds
Centre for Reviews and Dissemination, University of York, UK

The paper by Jackson and White [1] neatly highlights the many problems when making normality assumptions in meta-analysis. While these issues are real, we should not lose sight of what a meta-analysis is for: which is to provide a summary of evidence that is, in some sense, better than that available from any individual study. Taking a weighted average is a natural way of summarising studies and, as the authors note, normality assumptions are not required for such an average to be a sensible summary. The standard inverse-variance weighting, for example, is a reasonable choice of weighted average even if the effect estimates do not follow a normal distribution or if the estimated variance is not exactly the true variance.
This holds true even for random-effects analyses. A random-effects analysis merely alters the standard weight used for each study by some factor 2. There are various estimators for 2, these may depend on normality assumptions, but, in the end, they just produce a number used to reweight the weighted average. Since there are many estimators for heterogeneity [2] ideally all meta-analyses should consider the consequences of a range of possible re-weightings.
The need for normality assumptions arises, however, largely because of the fundamentally incorrect assumption about what a meta-analysis is: namely that it is a summary of effect estimates across studies. A meta-analysis should always be interpreted as a re-analysis of the totality of the evidence; specifically, an analysis of all the data from all participants in all studies. Most meta-analyses, of course, do not have access to this complete data, but for binary outcomes [3] and sometimes for survival outcomes [4] we can reconstruct that individual-level data, or use the same form of analysis. As Jackson & White mention, generalised linear mixed models (GLMMs) are one way to achieve this and avoid most normality assumptions. Exactly how they should be used requires more investigation [5], but it should be remembered that they are not the only option. 
The important point is to consider how the data should be modelled at the individual level. All meta-analysts should ask themselves how they would analyse the individual data if they had it, and if not, what simplifications and assumptions (including normality assumptions) are required to analyse the available summary data. 
Finally, while being aware of the assumptions made in a meta-analysis is important, there appears to be little reason to believe that assuming normality will lead to substantial bias or incorrect conclusions in most cases, although this would benefit from further research. Any problems arising from making normality assumptions are likely to be small compared to the much bigger problems facing a meta-analyst, such as publication bias, outcome reporting bias or the poor quality of included studies. In all meta-analyses we should not strain at the gnat of non-normality while happily swallowing the camel of systematic bias.
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