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Abstract18

The ability to perform data assimilation in the Whole Atmosphere Community Cli-19

mate Model eXtended version (WACCMX) is implemented using the Data Assimilation20

Research Testbed (DART) ensemble adjustment Kalman filter. Results are presented demon-21

strating that WACCMX+DART analysis fields reproduce the middle and upper atmosphere22

variability during the 2009 major sudden stratospheric warming (SSW) event. Compared23

to specified dynamics WACCMX, which constrains the meteorology by nudging towards24

an external reanalysis, the large-scale dynamical variability of the stratosphere, meso-25

sphere, and lower thermosphere are improved in WACCMX+DART. This leads to WAC-26

CMX+DART better representing the downward transport of chemical species from the27

mesosphere into the stratosphere following the SSW. WACCMX+DART also reproduces28

most aspects of the observed variability in ionosphere total electron content (TEC) and29

equatorial vertical plasma drift during the SSW. Hindcast experiments initialized on Jan-30

uary 5, 10, 15, 20, and 25 are used to assess the middle and upper atmosphere predictabil-31

ity in WACCMX+DART. A SSW, along with the associated middle and upper atmosphere32

variability, is initially predicted in the hindcast initialized on January 15, which is ∼1033

days prior to the warming. However, it is not until the hindcast initialized on January 2034

that a major SSW is forecast to occur. The hindcast experiments reveal that dominant fea-35

tures of the TEC can be forecast ∼10-20 days in advance. This demonstrates that whole36

atmosphere models that properly account for variability in lower atmosphere forcing can37

potentially extend the ionosphere-thermosphere forecast range.38

1 Introduction39

In contrast to the lower atmosphere, where model initialization and model physics40

are critical components to extending the useful forecast range [Magnusson and Källén,41

2013], forecasting the ionosphere-thermosphere beyond ∼24-48 hours is largely depen-42

dent on adequately forecasting the drivers of upper atmosphere variability. The dominant43

drivers are forcing from solar/geomagnetic activity and waves propagating upwards from44

the lower atmosphere. Forecasting the ionosphere-thermosphere beyond a few days there-45

fore requires forecasting the solar/geomagnetic activity and the lower atmosphere variabil-46

ity. This is not to say that initial conditions are unimportant for ionosphere-thermosphere47

forecasting; rather, beyond a few hours for the ionosphere and several days for the thermo-48

sphere they have minimal impact on forecast skill compared to externally forced variability49
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[Jee et al., 2007; Chartier et al., 2013]. There is therefore a need for improved forecasting50

of the solar/geomagnetic and lower atmosphere drivers of ionosphere-thermosphere vari-51

ability. Although there have long been efforts focused on predictions of solar and geomag-52

netic activity [e.g., Feynman and Gu, 1986; Joselyn, 1995], there are comparatively few53

investigations into improved ionosphere-thermosphere forecasts through enhancing predic-54

tions of the lower atmosphere forcing. This is despite the fact that lower atmosphere vari-55

ability contributes to a significant portion of the day-to-day variability in the ionosphere,56

especially during solar quiet time periods [Rishbeth and Mendillo, 2001; Liu, 2016]. Fur-57

thermore, aspects of lower atmosphere variability, such as sudden stratospheric warming58

(SSW) events, can be predicted beyond the 5-7 day troposphere forecast skill [e.g., Tri-59

pathi et al., 2015], and they are known to introduce variability in the ionosphere of up to60

100% [Goncharenko et al., 2010; Chau et al., 2011].61

Data assimilation models focused on the ionosphere-thermosphere [e.g., Scherliess62

et al., 2006; Lee et al., 2012; Matsuo et al., 2013] have typically only incorporated the cli-63

matological effects of lower atmosphere variability into the forecast model. This poten-64

tially limits the forecast skill, especially during time periods that are dominated by lower65

atmosphere driven variability. However, recent developments in whole atmosphere model-66

ing [Akmaev, 2011] offer the opportunity to enhance the predictability of the ionosphere-67

thermosphere. This is due to the ability of whole atmosphere models to forecast the lower68

atmosphere variability along with its impact on the ionosphere-thermosphere. The po-69

tential benefits of this approach were demonstrated by Wang et al. [2011] and Wang et70

al. [2014], who were able to predict the ionosphere variability during the 2009 SSW us-71

ing the National Oceanic and Atmospheric Administration (NOAA) Whole Atmosphere72

Model (WAM) as forcing for an ionosphere-plasmasphere model. It was demonstrated73

that the ionosphere variability could be predicted in forecasts initialized 10 days prior to74

the peak of the SSW event. To our knowledge, this is the only previous demonstration75

that incorporating lower atmosphere driven variability can extend the range of ionosphere-76

thermosphere forecasts.77

The present study reports on the initial results of a whole atmosphere-ionosphere78

data assimilation system that can potentially enhance predictability of the upper atmo-79

sphere through forecasting the effects of variability driven by the lower atmosphere. Specif-80

ically, the Data Assimilation Research Testbed (DART) [Anderson et al., 2008] ensemble81

adjustment Kalman filter (EAKF) is used to constrain the lower and middle atmosphere82
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variability in the Whole Atmosphere Community Climate Model eXtended version (WAC-83

CMX) [Liu et al., 2017]. Though potentially useful as a forecast model, it should also be84

noted that the analysis fields generated by the data assimilation can be used for scien-85

tific investigations of ionosphere-thermosphere variability during specific time periods.86

We focus our attention on the 2009 SSW time period, and demonstrate that the WAC-87

CMX+DART analysis fields reproduce the middle atmosphere chemical and dynamical88

variability, as well as variability in ionosphere vertical drifts and electron densities. A se-89

ries of ensemble hindcasts are also performed in order to investigate the predictability of90

the middle and upper atmosphere during the 2009 SSW event.91

The remainder of the paper is organized as follows. Section 2 describes the WAC-92

CMX+DART forecast model and data assimilation methodology. Results for the WAC-93

CMX+DART analysis and hindcast experiments are described in Sections 3.1 and 3.2,94

respectively. The results are discussed in Section 4. Conclusions of the study are given in95

Section 5.96

2 WACCMX+DART Model and Data Assimilation Description97

The forecast model used for the experiments is WACCMX version 2.0, which is98

described in detail by Liu et al. [2017]. Briefly, WACCMX extends from the surface to99

4.1×10−10 hPa (∼500-700 km), and incorporates the chemical, dynamical, and physical100

processes necessary to model the troposphere, stratosphere, mesosphere, thermosphere and101

ionosphere. Up to the lower thermosphere, the model is based on the Whole Atmosphere102

Community Climate Model (WACCM) version 4 [Marsh et al., 2013], which is the ’high-103

top’ extension of the Community Atmosphere Model version 4 (CAM4) [Neale et al.,104

2013]. Ionospheric processes, including ionosphere transport for O+, self-consistent elec-105

trodynamics, and energetics in WACCMX version 2.0 are primarily based on the Thermosphere-106

Ionosphere-Electrodynamics General Circulation Model (TIE-GCM) [Roble et al., 1988;107

Richmond et al., 1992; Qian et al., 2014]. The reader is referred to Liu et al. [2017], and108

references therein, for a more detailed description of WACCMX.109

Specific details regarding the WACCMX configuration used in the present study are110

as follows. The WACCMX horizontal resolution is 1.9◦ in latitude and 2.5◦ in longitude.111

The model has 126 vertical levels, with a varying vertical resolution of roughly 1.1-3.5112

km in the lower atmosphere, and 0.25 scale height above 0.96 hPa (∼50 km). When gen-113
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erating the analysis fields, WACCMX is forced with realistic solar and geomagnetic con-114

ditions. Geomagnetic activity is included by imposing the Heelis empirical convection115

pattern [Heelis et al., 1982], which is driven by the three hour geomagnetic Kp index, at116

high-latitudes. The effects of solar irradiance are incorporated using the models of Lean117

et al. [2005] and Solomon and Qian [2005]. Since it is known to be enhanced during118

SSW events, we have added forcing of the migrating semidiurnal lunar tide (M2) based119

on Pedatella et al. [2012]. Greenhouse gases and ozone depleting substances are spec-120

ified based on historical values. WACCMX+DART was initialized on October 1, 2008121

by applying small perturbations to the temperature and winds in a free-running, single-122

member, transient WACCMX simulation. In evaluating the analysis fields, we use hourly123

WACCMX+DART output despite using a six hour data assimilation cycle. This is done to124

provide sufficient temporal resolution for evaluating certain aspects of the results. The re-125

sults presented in Section 3.1 are therefore a combination of analyses and short-term (1-5126

h) forecasts.127

For the hindcast experiments that are presented in Section 3.2, 27-day lagged solar128

and geomagnetic forcing parameters are used in WACCMX. This amounts to a persis-129

tence forecast of solar activity based on the average solar rotation period. Analyzed sea130

surface temperatures (SSTs) [Hurrell et al., 2008] are used for both the analysis and hind-131

cast experiments. Because we have used analyzed SSTs, our hindcasts could not actually132

be made in real time. However, forecasts of SST (and even persistence forecasts) for lead133

times of a few weeks are very skillful [Sooraj et al., 2012]. We would therefore only antic-134

ipate a small impact from using forecasted instead of analyzed SSTs for WACCMX fore-135

casts.136

The data assimilation is incorporated in WACCMX using the DART EAKF [An-137

derson, 2001; Anderson et al., 2008]. The DART EAKF was previously used to perform138

data assimilation in WACCM, and we employ a nearly identical setup as previously used139

in WACCM+DART [Pedatella et al., 2014a, 2016]. We similarly use an ensemble size of140

40, and assimilate observations of aircraft and radiosonde temperatures and winds, satel-141

lite drift winds, Constellation Observing System for Meteorology, Ionosphere, and Climate142

(COSMIC) refractivity, and temperatures from Aura Microwave Limb Sounder (MLS) and143

Thermosphere Ionosphere Mesosphere Energetics Dynamics (TIMED) satellite Sound-144

ing of the Atmosphere using Broadband Emission Radiometry (SABER). The MLS and145

SABER temperatures are assimilated up to 1×10−3 hPa (∼95 km) and 5×10−4 hPa (∼100146
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km), respectively. The WACCMX ionosphere is thus not directly constrained by observa-147

tions; rather it is responding to forcing from the constrained lower atmosphere, as well as148

solar forcing. Observations are localized in the vertical direction using a Gaspari-Cohn149

function [Gaspari and Cohn, 1999] with a half width of 0.15 in ln(po/p) coordinates,150

where p is pressure and po is surface pressure, and 0.2 radians horizontally. Following Pe-151

datella et al. [2014a], spatially and temporally varying adaptive inflation [Anderson, 2009]152

is used with the inflation damping set to 0.7, and a lower bound of 0.6 for the inflation153

standard deviation.154

We note that there are two changes in WACCMX+DART that have a negative im-155

pact on the data assimilation. In order to damp small-scale (considered here to be wavenum-156

bers greater than 6) waves, we apply both second- and fourth-order divergence damping157

[Lauritzen et al., 2012]. The second-order divergence damping is applied in addition to158

the fourth-order divergence damping, which is the default for WACCMX, in order to re-159

move longer wavelength waves that are not effectively damped by the fourth-order di-160

vergence damping. The additional second-order divergence damping attenuates waves161

with wavenumbers of ∼1-30. The fourth-order damping is also applied since it more ef-162

fectively removes resolved-scale waves with wavenumbers greater than ∼30. The small-163

scale waves that are introduced by the data assimilation pose two problems for WAC-164

CMX. First, the electrodynamics solver can fail if the small-scale waves are sufficiently165

large in the thermosphere. Second, and perhaps more important, the small-scale waves166

considerably increase the mixing in the lower thermosphere. The increased mixing leads167

to a reduction in the ratio of atomic oxygen to molecular nitrogen (O/N2) in the thermo-168

sphere, which will reduce the electron density [Yamazaki and Richmond, 2013; Siskind169

et al., 2014]. The effects of the small-scale waves and resultant increase in mixing are170

significant, and the O/N2 ratio and electron density can be reduced by up to ∼50% in171

WACCMX+DART experiments that do not effectively damp the small-scale waves. Al-172

though the increased damping negatively impacts the model performance, it was neces-173

sary in order to prevent large decreases in O/N2 ratio and electron density. There is an174

additional minor degradation in the tropospheric data assimilation in WACCMX+DART175

compared to WACCM+DART due to the 5-minute time step used in WACCMX (a 30-176

minute time step is used in WACCM). The shorter time step leads to a ∼30% bias in177

troposphere humidity. The humidity bias is related to the CAM4 physics parameteriza-178

tions. We confirmed that the time step is the source of this bias through a comparison179
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of WACCM+DART experiments with 5- and 30-minute time steps. The bias between180

WACCM+DART run with 5- and 30-minute time steps is similar to that between WAC-181

CMX+DART and WACCM+DART, and we thus concluded that the humidity bias is di-182

rectly due to the change in model time step.183

To illustrate the impact of the above changes on the troposphere data assimilation,184

Figure 1 shows profiles of the six-hour analysis and forecast root mean square error (RMSE)185

and bias relative to radiosonde temperature observations in the Northern and Southern186

Hemisphere extratropics (±20-80◦). The results are averaged for December 2008, and are187

shown for both WACCM+DART (black) and WACCMX+DART (red). Note that the re-188

sults in Figure 1 are based on the subset of observations that were assimilated in both ex-189

periments. From these plots it is clear that there is a ∼5-10% increase in forecast RMSE190

in WACCMX+DART compared to WACCM+DART. The difference is larger in the North-191

ern Hemisphere compared to the Southern Hemisphere, though this may partly be due to192

seasonal differences. Although there is a slight degradation in the WACCMX+DART tro-193

posphere, the synoptic scales that are likely to be the dominant source of the middle and194

upper atmosphere variability (at least in a relatively coarse resolution model such as WAC-195

CMX) remain well captured in WACCMX+DART. The degraded troposphere is therefore196

considered to have minimal influence on the middle and upper atmosphere, which are the197

primary focus of our study.198

3 Results199

3.1 2009 SSW Analysis Fields200

The evolution of the high-latitude Northern Hemisphere zonal mean temperatures201

averaged between 70-90◦N and zonal wind at 60◦N in WACCMX+DART are presented in202

Figures 2 and 3. The results in Figures 2 and 3, and throughout the following, are for the203

WACCMX+DART ensemble means. Also included in Figures 2 and 3 are results from a204

specified dynamics simulation of WACCMX (SD-WACCMX). The SD-WACCMX meteo-205

rology is constrained up to 50 km by nudging towards the National Aeronautics and Space206

Administration (NASA) Modern-Era Retrospective Analysis for Research and Applications207

(MERRA) [Rienecker et al., 2011]. SD-WACCMX represents an alternative, computation-208

ally less expensive, approach for reproducing specific time periods in WACCMX. It thus209

represents a useful benchmark for comparison with WACCMX+DART. The Aura MLS210
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observed variability is also shown in Figure 2c (note that the model is not sampled di-211

rectly at the observation locations, so some sampling error may be present in Figure 2).212

The evolution of the stratosphere and lower mesosphere polar temperatures (Figure 2) is213

similar between SD-WACCMX and WACCMX+DART. This is to be expected since both214

are constrained at these altitudes, and it is also consistent with prior comparisons between215

SD-WACCM and WACCM+DART [Pedatella et al., 2014a]. Differences between the SD-216

WACCMX and WACCMX+DART become more apparent at higher altitudes. Notable217

differences include a stronger mesosphere cooling in WACCMX+DART around the peak218

of the SSW (days 20-25), as well as a warmer mesopause following the SSW in WAC-219

CMX+DART. Additionally, the elevated stratopause that forms in early February gradu-220

ally decreases in altitude in WACCMX+DART. In contrast, the elevated stratospause in221

SD-WACCMX exhibits an initial rapid decrease in altitude between days 30 and 40. The222

gradual decrease in stratopause altitude in WACCMX+DART is more consistent with the223

Aura MLS observations (Figure 2c). As noted in Pedatella et al. [2014a] the mesospheric224

differences are directly related to the assimilation of Aura MLS and TIMED/SABER tem-225

peratures in WACCMX+DART, and the inclusion of these observations leads to improved226

representation of the stratosphere-mesosphere variability throughout the 2009 SSW time227

period. Comparison of the zonal mean zonal winds at 60◦N (Figure 3) shows largely sim-228

ilar behavior as the temperatures, with differences between WACCMX+DART and SD-229

WACCMX again emerging above 1 hPa (∼50 km). In this case, the most apparent differ-230

ences are weaker westward winds in the stratosphere during the SSW, as well as a stronger231

mesosphere wind reversal between days ∼20-34 in WACCMX+DART.232

The elevated stratopause following the 2009 SSW led to enhanced descent of meso-233

spheric air into the stratosphere. This is clearly captured in satellite observations that234

show descent of nitrogen oxides (NOx = NO + NO2) and carbon monoxide (CO) into235

the stratosphere following the SSW [Manney et al., 2009; Randall et al., 2009]. The en-236

hanced descent is generally poorly captured by constrained chemistry climate models237

[e.g., Funke et al., 2017], which can partly be attributed to inaccurate representation of the238

dynamics in the upper stratosphere-mesosphere due to lack of direct constraint at these239

altitudes [Siskind et al., 2015]. The ability to accurately reproduce enhanced NOx and240

CO descent is therefore a useful indirect method for assessing the large-scale dynamics241

in the mesosphere. Figure 4 shows the 70-90◦N zonal mean NO in SD-WACCMX and242

WACCMX+DART, and clearly illustrates that there is considerably greater NO descent243
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in late February to early March in WACCMX+DART compared to SD-WACCMX. The244

improved representation of NO descent in WACCMX+DART is related to better repre-245

sentation of the elevated stratopause in this simulation [e.g., Meraner et al., 2016]. Odin246

Sub-Millimeter Radiometer (SMR) observations in Figure 2 of Funke et al. [2017] show247

that NO of 0.1 ppmv descends to almost 0.1 hPa (∼65 km). By comparison, at 0.1 hPa248

the WACCMX+DART NO is 0.02-0.05 ppmv. The downward transport of NO may there-249

fore still be underestimated in WACCMX+DART, though we note that this is not a direct250

comparison since the simulation results were not sampled at the satellite observation loca-251

tions. We should also note that the NO deficit may not be entirely related to underestimat-252

ing the downward transport. Rather, it could be related to errors in chemical reaction rates253

or incorrect specification of energetic particle precipitation. While both of these versions254

of WACCMX include NOx production from auroral electrons, the pattern of precipitation255

is highly idealized and the precipitating electrons have a fixed characteristic energy of 2256

keV. Additionally, we have not included the production of NOx by medium energy (up to257

1 MeV) electrons that penetrate into the mesosphere. Improving the characterization of258

these processes is the subject of ongoing research.259

The temporal variability of the migrating diurnal tide (DW1) and combined mi-260

grating semidiurnal solar and lunar tide (SW2 + M2) in temperature are shown in Fig-261

ures 5 and 6, respectively. To look at variations on shorter time scales, we do not at-262

tempt to separate the semidiurnal solar and lunar tide contributions due to their simi-263

lar periodicities (12 h and 12.42 h). We note that the M2 lunar tide is not included in264

the SD-WACCMX physics, though it may be indirectly forced in the model through be-265

ing present in reanalysis fields that are used for nudging [Kohyama and Wallace, 2014].266

Though included in the WACCMX+DART physics, the M2 lunar tide may also be present267

in WACCMX+DART analysis fields through the assimilation of observations (though it268

would not be present in the hindcast experiments without being included in the WAC-269

CMX+DART physics). The results are shown at 0.01 hPa (∼80 km) for DW1 and 1×10−4
270

hPa (∼110 km) for SW2 + M2 to be comparable with previous simulation results shown in271

Pedatella et al. [2014a] and Pedatella et al. [2014b]. Similar temporal variability of DW1272

and SW2 + M2 occurs in both SD-WACCMX and WACCMX+DART, and the variabil-273

ity is similar to other whole atmosphere models [Pedatella et al., 2014b]. In particular,274

both SD-WACCMX and WACCMX+DART show a clear decrease in DW1 near day 30,275

and an increased semidiurnal tide amplitude between days 30 and 40. Although the tem-276
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poral variability is similar, the tides in both SD-WACCMX and WACCMX+DART are277

weaker compared to results in other whole atmosphere models. This is especially true278

for WACCMX+DART, which has tidal amplitudes that are ∼30% less than those in SD-279

WACCMX. We believe this to be the result of the additional damping that is included in280

WACCMX+DART, and will be discussed in more detail in Section 4.281

We now turn our attention to the ionosphere variability during the 2009 SSW. Fig-282

ures 7 and 8 show the total electron content (TEC) at 75◦W geographic longitude at 1000283

and 1800 local time (LT), respectively. Note that we focus our attention on this longi-284

tude sector due to the dense network of ground-based Global Navigation Satellite Sys-285

tem (GNSS) receivers in North and South America. The GNSS TEC observations are286

included in Figures 7 and 8 for comparison with the simulation results. The GNSS TEC287

observations are based on the MIT Automated Processing of GPS (MAPGPS) software288

[Rideout and Coster, 2006]. Although the TEC exhibits variability throughout January-289

February 2009, the most notable TEC changes attributed to the SSW are the morning290

increase and afternoon decrease in TEC that occur between January 22-30 [e.g., Gon-291

charenko et al., 2010]. At 1000 LT (Figure 7), both SD-WACCMX and WACCMX+DART292

capture the enhancement around January 22-30, as well as the subsequent decrease and293

increase in TEC that occurs in the following 10-20 days. However, the initial enhance-294

ment occurs ∼2-3 days earlier in the simulations compared with the observations. The295

results at 1800 LT (Figure 8) are generally similar, with both SD-WACCMX and WAC-296

CMX+DART exhibiting a decrease around January 22-30, but with the decrease occur-297

ring prior to what is seen in the observations. The timing discrepancy is most appar-298

ent in SD-WACCMX, and the TEC minimum occurs roughly four days prior to the ob-299

served minimum. Though it still occurs 1-2 days early, the timing of the minimum TEC300

in WACCMX+DART is more consistent with the observations. WACCMX+DART also301

better reproduces the TEC enhancement, and increased latitudinal separation of the equa-302

torial anomalies, around days 32-35. We may therefore conclude, at least qualitatively for303

this event, that the WACCMX+DART ionosphere is in better agreement with observa-304

tions compared to SD-WACCMX. This is also true quantitatively, and the RMSE for the305

low-latitude (0◦N-30◦S) TEC at 1000 (1800) LT is 2.47 (2.79) total electron content unit306

(TECU) for WACCMX+DART and 3.76 (4.68) TECU for SD-WACCMX . This demon-307

strates that the improved specification of the MLT that results from assimilating observa-308

tions to higher altitudes also leads to an improvement in the ionosphere.309
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In addition to TEC, it is well known that equatorial vertical drifts are disturbed dur-310

ing SSWs [Chau et al., 2011]. Vertical drift perturbations therefore provide another op-311

portunity to evaluate the ionosphere variability in SD-WACCMX and WACCMX+DART.312

Figures 9 and 10 show the equatorial vertical drift perturbations at 75◦W and 77◦E geo-313

graphic longitude. The perturbations are calculated from the January-February mean value314

at each local time. The model simulations are compared with observations from the Peru-315

vian Jicamarca Radio Observatory (JRO, 11.95◦S, 76.87◦W geographic) Incoherent Scatter316

Radar (ISR) [Chau et al., 2010], and the difference between Indian magnetometer observa-317

tions at Tirunelveli (8.7◦N, 77.8◦E geographic) and Alibaug (18.6◦N, 72.9◦E geographic)318

[Siddiqui et al., 2017]. Note that the difference between the two magnetometer stations,319

one on the magnetic equator and one 5-10◦ off the equator, is used as a proxy for varia-320

tions in the vertical plasma drift velocity [Anderson et al., 2002]. The agreement between321

SD-WACCMX and WACCMX+DART and the observations at 77◦E is particularly good,322

with WACCMX+DART capturing much of the variability that is seen in the magnetome-323

ter observations. However, there are larger discrepancies between the simulations and ob-324

servations at 75◦W. Most notably, the vertical drift perturbations are ∼10 ms−1 weaker325

than the observed values. Additionally, the JRO ISR observations reveal an increase in326

the vertical drift that begins in the morning around January 25 and moves towards later327

local times over the next 10 days. This feature is weak in SD-WACCMX, and largely ab-328

sent in WACCMX+DART, indicating that certain aspects of the ionosphere remain poorly329

characterized in SD-WACCMX and WACCMX+DART. There are clear differences in the330

vertical drift perturbations in SD-WACCMX and WACCMX+DART; however, neither ap-331

pears to be in significantly better agreement with the observations. The RMSE between332

SD-WACCMX and WACCMX+DART and the JRO ISR observations are 10.86 ms−1 and333

10.95 ms−1, respectively. In the Indian longitude sector the RMSE is 5.04 ms−1 in SD-334

WACCMX and 5.18 ms−1 in WACCMX+DART (assuming that ∆H = 4.3268×∆Wi [An-335

derson et al., 2002]). SD-WACCMX and WACCMX+DART are therefore considered as336

essentially identical in terms of their agreement with vertical drift observations.337

3.2 2009 SSW Hindcast Experiments338

As demonstrated in the previous section, the WACCMX+DART analysis fields gen-339

erally reproduce the middle and upper atmosphere variability during the 2009 SSW. Given340

that SSWs can often be predicted 1-2 weeks in advance [Tripathi et al., 2015], SSWs may341
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afford the opportunity to extend the useful range of ionosphere forecasts, at least for solar342

quiescent time periods. To examine the ionosphere predictability associated with the 2009343

SSW, we have performed a series of hindcast experiments for the 2009 SSW time period.344

The experiments consisted of 30-day hindcasts that were initialized from the analysis fields345

at 0000 UT on January 5, 10, 15, 20, and 25. Each hindcast included 40-ensemble mem-346

bers. As noted in Section 2 the hindcasts were forced with analyzed SSTs, and 27-day347

lagged solar and geomagnetic activity.348

Figures 11 and 12 show the hindcasts for the ensemble mean zonal mean tempera-349

ture averaged between 70-90◦N and zonal mean zonal wind at 60◦N. These can be directly350

compared with Figures 2 and 3. In terms of predicting the SSW, the general character-351

istics in temperature and zonal wind are similar. The first two hindcasts, initialized on352

January 5 and 10, do not predict the occurrence of a SSW. However, the hindcast initial-353

ized on January 15 shows a distinct warming of the stratosphere around January 25. The354

warming is accompanied by a reversal of the stratosphere-mesosphere zonal mean zonal355

winds, and also a mesosphere cooling. WACCMX+DART can therefore predict that the356

middle atmosphere will be disturbed due to a SSW ∼10 days in advance. However, al-357

though this hindcast qualitatively predicts a SSW, the strength of the SSW is not correctly358

forecast in the ensemble mean, and the stratosphere wind reversal does not reach the 10359

hPa (∼30 km) level that is necessary to be considered a major SSW. The length of the dis-360

turbed stratospheric winds, as well as the occurrence of an elevated stratopause, are also361

not seen in the hindcast initialized on January 15. These features are, however, captured362

by the hindcasts initialized on January 20 and 25.363

To better illustrate how the hindcasts capture the SSW induced stratosphere and364

mesosphere variability, Figure 13 shows the hindcasts for zonal mean zonal winds at 60◦N365

and 10 hPa (∼30 km) and zonal mean temperature at 1×10−4 hPa (∼110 km) averaged be-366

tween 70-90◦N. Note that in Figure 13, we show results for the ensemble mean as well367

as the standard deviation in order to illustrate differences in the ensemble spread in the368

stratosphere and mesosphere. The ensemble maxima and minima are also included for the369

stratospheric winds. In the stratosphere, the hindcasts closely follow the analysis (black370

dashed line) for 5-7 days before beginning to diverge. It is also clear in Figure 13a that371

all of the ensemble members, as well as the ensemble mean, in the hindcast initialized372

on January 15 only predict a minor SSW around January 25 (i.e., the winds at 60◦N and373

10 hPa do not reverse). The ensemble mean hindcast initialized on January 20 forecasts374
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a major SSW, though the westward wind maximum is forecasted to occur 2-3 days later375

than in the analysis. Additionally, the ensemble mean forecasts maximum westward winds376

that are ∼15 ms−1 too weak; however, two of the ensemble members forecast maximum377

westward winds of -30 ms−1. The extent, and recovery, of the SSW in the stratosphere are378

well captured in the hindcast initialized on January 25. It is interesting to note that some379

of the ensemble members in the hindcasts initialized on January 5 and January 15 forecast380

the occurrence of a major SSW towards the end of the 30-day forecast period. It is un-381

clear whether this is indicative that a major SSW will occur in the subsequent months, or382

if it is only reflective of the fact that SSWs will be generated in WACCMX by the inher-383

ent atmospheric variability. The fact that these occur towards the end of the forecast pe-384

riod suggests the later, but additional research is required to understand if these forecasted385

SSWs are providing useful information.386

Compared to the stratospheric winds, the behavior of the mesosphere temperatures387

in Figure 13 are markedly different, with the hindcasts often departing from the analysis388

within the first few days. This is consistent with worse predictability of the mesosphere389

[Liu et al., 2009], though we caution that one should not make definitive conclusions on390

the mesosphere predictability based on the small number of hindcasts included in the391

present study. Figure 13 also illustrates the significant differences in the ensemble spread392

in the stratosphere and mesosphere. In particular, the ensemble spread in the stratosphere393

is initially small, and gradually increases throughout nearly the entire 30-day hindcast. In394

contrast, the ensemble spread in the mesosphere is comparatively larger initially and in-395

creases by a relatively small amount during the 30-day hindcast. This suggests that there396

is much larger uncertainty for even short-term (i.e., 1-2 days) forecasts in the mesosphere.397

Interestingly, the spread in the hindcast initialized on January 25 grows the least, and has398

the smallest spread at the end of the 30-day hindcast. The evolution of the stratosphere399

and mesosphere following a major SSW can therefore be forecasted with relatively small400

uncertainty, even for forecasts in the range of 20-30 days. Additional cases are, however,401

required to confirm if this is a general feature, or unique to this particular event.402

The ionosphere variability during SSWs is largely driven by changes in the semidi-403

urnal solar and lunar tides [e.g., Pedatella and Liu, 2013]. Any forecast of the ionosphere404

variability during a SSW event will therefore necessitate correctly forecasting the semid-405

iurnal tidal variability. Hindcasts of SW2 + M2 are shown in Figure 14. From the analy-406

sis fields in Figure 6, the dominant features of the SW2 + M2 variability are a Southern407
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Hemisphere enhancement around day 20, Northern Hemisphere enhancement around day408

30, and enhancements in both hemispheres on day 40. Aspects of the temporal variabil-409

ity, such as the enhancements near days 30 and 40, are seen in the hindcast initialized on410

January 15. However, the enhancements primarily occur in the Southern Hemisphere, and411

there is no enhancement near day 20. The tidal variability is correctly forecasted in the412

hindcasts initialized on both January 20 and January 25. Interestingly, the hindcasts ini-413

tialized on January 20 and 25 forecast the tidal variability reasonably well for at least 20414

days. This suggests that the forecast skill for certain aspects of mesosphere variability may415

be in the range of 20 days, though we again caution that one should not make firm con-416

clusions from the limited number of hindcasts included in the present study.417

We conclude our discussion of the hindcast results by demonstrating the extent that418

ionosphere TEC variability can be forecast in WACCMX+DART. Figures 15 and 16 show419

the hindcast results at 1000 and 1800 LT, respectively. One aspect of the hindcasts in the420

ionosphere that should be mentioned is that there tends to be an overall increase in TEC421

during the first several days of the hindcast. This can potentially complicate interpreta-422

tion of the results. The TEC increase is related to the fact that the small-scale waves in-423

troduced by the data assimilation are absent in the hindcasts. As previously mentioned,424

the dissipation of small-scale waves in the lower thermosphere increases lower thermo-425

sphere mixing, leading to a reduction in the ionosphere electron density. The absence of426

these waves will therefore lead to an overall increase in TEC. Interpretation of the fore-427

casted TEC variability also depends on the 27-day lagged solar/geomagnetic activity, and428

we note that Kp is ∼4 in the hindcasts around days 20 and 30. The TEC in the hindcasts429

initialized on January 5 and 10 show some aspects of variability that are broadly similar430

to the SSW induced variability in the WACCMX+DART analysis TEC, such as the TEC431

decrease between days 20-30. This is despite the fact that these two hindcasts do not fore-432

cast a SSW. The variability in these two hindcasts may be due to geomagnetic activity;433

however, this variability could also be due to SW2 + M2 (Figure 14) which tends to be434

anticorrelated with the TEC. The hindcast initialized on January 15 appears to capture435

much of the ionosphere variability associated with the SSW. For example, at 1800 LT,436

this hindcast forecasts the TEC enhancements around days 20 and 34, and a decrease in437

TEC around days 26 and 40. These features are in good agreement with both the WAC-438

CMX+DART analysis TEC and observed TEC (Figure 8), indicating there is at least some439

degree of skill in 10-20 day ionospheric forecasts. We note that the TEC decreases around440
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days 26 and 40 are stronger in the hindcast initialized on January 15 compared to the441

hindcasts initialized on January 5 and 10, demonstrating that the SSW forecasted in the442

hindcast initialized on January 15 leads to an improved TEC forecast. This is supported443

by additional experiments (not shown) initialized on January 15 and 20 with constant solar444

and geomagnetic activity. These experiments qualitatively forecast the effects of the SSW445

on the ionosphere ∼10-20 days in advance, indicating that the lower atmosphere alone can446

provide long-range forecast skill for the ionosphere. The TEC at 1800 LT in the hindcast447

initialized on January 15 also tends to be anticorrelated with the hindcast SW2 + M2.448

The ability to forecast TEC may therefore be largely dependent upon the ability to forecast449

the middle atmosphere tidal variability. The hindcasts initialized on January 20 and 25450

are also able to qualitatively forecast the TEC variability for the subsequent ∼10-20 days.451

However, there are some clear deficiencies in the TEC hindcasts. For example, at 1800452

LT, the hindcast initialized on January 25 forecasts an earlier and more rapid increase in453

TEC from the minimum that occurs around January 25. We attribute this discrepancy to454

the fact that this hindcast was initialized at a time when the TEC was decreasing, but the455

TEC decrease is offset by the aforementioned TEC increase that occurs due to less lower456

thermosphere mixing in the hindcast experiments.457

To more clearly illustrate the ability of the hindcasts to forecast low-latitude TEC458

variability, Figure 17 shows the TEC at 75◦W geographic longitude averaged over the459

equatorial anomaly region (30◦S-0◦N geographic). The features of TEC variability in460

the hindcasts discussed in the context of Figures 15 and 16 are again evident, though we461

highlight a few features that are more apparent when focusing on the low-latitude average462

TEC. First, the rapid increase, and overall bias, in the WACCMX+DART hindcast TEC463

is clearly evident. Any forecast of TEC in WACCMX+DART will predict an increase in464

TEC over the first several days of the forecast period, presenting an obvious problem for465

any attempt to forecast TEC. However, as this is a known, systematic, problem one could466

potentially calibrate WACCMX+DART TEC forecasts to remove the initial increase and467

longer term bias in TEC forecasts. It is also apparent in Figure 17 that, despite not fore-468

casting a SSW, the hindcasts initialized on January 5 and 10 forecast much of the tem-469

poral variability in TEC at 1800 LT around the time of the SSW. We again consider this470

variability as partially due to the geomagnetic activity in the hindcast experiments, which471

has Kp of ∼4 around January 20 and 30. Some of the forecasted TEC variability in the472

hindcasts is thus not due to the SSW, but due to geomagnetic activity. Nonetheless, it is473
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clear that the hindcast initialized on January 15 is in better agreement with the analysis474

compared to the hindcasts initialized on January 5 and 10, indicating an improvement475

in the TEC forecast due to the minor SSW that is present in this hindcast. This high-476

lights the fact that an accurate forecast of ionosphere variability requires both accurately477

forecasting the solar/geomagnetic activity as well as variability driven by the lower atmo-478

sphere.479

4 Discussion480

The hindcast results illustrate that the ionosphere TEC variability during the 2009481

SSW can be qualitatively forecast up to 10-20 days in advance, which is well beyond482

what is typically considered the limit for forecasting upper atmosphere variability. This483

extended range of predictability is enabled by whole atmosphere-ionosphere modeling,484

which provides the ability to forecast the lower atmosphere variability and its impact on485

the ionosphere. There are, however, two important caveats to the ionosphere predictabil-486

ity seen in the present study. First, the solar and geomagnetic activity was largely quiet,487

and minimally varying, throughout the time period studied. The 27-day lagged solar and488

geomagnetic forcing used in the hindcast experiments therefore provides a reasonable fore-489

cast of the solar and geomagnetic forcing. The ionosphere predictability during periods490

with stronger, and more variable, solar and geomagnetic activity will be significantly influ-491

enced by the ability to provide an accurate forecast of the solar and geomagnetic activity.492

Second, the useful forecast range for SSWs is considerably greater than the average fore-493

cast range in the troposphere and stratosphere. The ionosphere predictability associated494

with SSWs may thus represent an upper limit. The average predictability enabled by in-495

corporating lower atmosphere effects will likely be less than that during SSW events. It496

is therefore crucial to perform a significant number of hindcasts in order to determine the497

extent that lower atmosphere predictability translates into ionosphere predictability. Using498

WACCMX+DART for such experiments is advantageous since the ensemble can provide499

estimates of the forecast error, reducing the number of forecasts necessary to assess the500

predictability.501

As mentioned in Section 2, the data assimilation introduces small-scale waves that502

lead to drastic reductions in thermosphere O/N2 ratio and ionosphere electron density.503

The damping introduced in WACCMX+DART to remove these waves has a negative in-504

fluence on the tidal amplitudes. The impact of small-scale waves is also problematic for505
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thermosphere-ionosphere forecasting since their absence in forecasts leads to an increase506

in electron density, as well as O/N2 ratio, over the initial 1-2 days of the forecast. These507

issues highlight the need to minimize the introduction of small-scale waves when apply-508

ing the data assimilation increments. Introducing the increments through using an incre-509

mental analysis update (IAU) [Bloom et al., 1996] procedure, or filtering the increments510

prior to applying them are two possible solutions for minimizing the introduction of small-511

scale waves. Alternatively, it may be possible to develop an improved damping scheme512

that has a smaller impact on the tidal amplitudes. A larger ensemble size should also re-513

duce the noise, though this comes with additional computational expense. We are cur-514

rently investigating the best approach for effectively addressing the small-scale waves in515

WACCMX+DART. It should be noted that we are assuming that the additional small-scale516

waves in WACCMX+DART are entirely unrealistic, and should be minimized. This as-517

sumption is, however, only based on their negative impact on the ionosphere-thermosphere.518

If they are actually representative of the true atmosphere, it would suggest that mixing due519

to other processes, such as parameterized gravity waves, is too large in WACCMX. We520

note that given the sensitivity of the thermosphere and ionosphere to wave induced mixing521

in the lower thermosphere [e.g., Yamazaki and Richmond, 2013; Siskind et al., 2014], the522

importance of minimizing the influence of any small-scale waves in whole atmosphere-523

ionosphere data assimilation models is likely not limited to WACCMX+DART.524

In the present study we have only assimilated observations in WACCMX+DART up525

to ∼100 km. Ground-based observations of ionosphere TEC and COSMIC radio occul-526

tation electron density profiles have previously been assimilated in the NCAR TIE-GCM527

using DART [Lee et al., 2012; Chen et al., 2016]. It is anticipated that the assimilation of528

ionosphere observations in WACCMX+DART should positively impact the results. This is529

especially true for the analysis fields, where assimilation of ionosphere electron densities530

may, for example, indirectly improve the vertical plasma drift velocities through improving531

the ionospheric conductivity. Short-term thermosphere-ionosphere forecasts are also likely532

to be improved by assimilating ionosphere observations; however, they may have less in-533

fluence on forecasts beyond several days. Ionosphere observations may also be able to534

counteract some of the negative influences of the previously mentioned small-scale waves535

on decreasing thermosphere O/N2 ratio and ionosphere electron density. They therefore536

represent a possible approach to mitigate the negative influence of these waves on the up-537

per atmosphere.538
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5 Conclusions539

The present study demonstrates the ability to perform data assimilation in WAC-540

CMX using the DART EAKF. WACCMX+DART generates whole atmosphere-ionosphere541

analysis fields that are useful for scientific investigations, and can also be used to pro-542

vide initial conditions for forecasting the middle and upper atmosphere. We demonstrate543

the capability of WACCMX+DART, when only assimilating observations up to ∼100 km,544

through evaluation of analysis fields and hindcasts of the 2009 SSW. The primary conclu-545

sions are:546

1. The large-scale dynamical variability of the middle atmosphere (stratosphere547

to lower thermosphere) is well reproduced in WACCMX+DART analysis fields. Con-548

sequently, WACCMX+DART captures the transport of chemical species from the meso-549

sphere into the stratosphere following the 2009 SSW. The results demonstrate that the as-550

similation of Aura MLS and TIMED/SABER temperatures improves representation of the551

middle atmosphere in WACCMX+DART compared to SD-WACCMX.552

2. The primary shortcoming of WACCMX+DART is weak tidal amplitudes. This is553

due to additional damping that was added in order to eliminate small-scale waves that, if554

not eliminated, drastically reduce thermosphere O/N2 ratio and ionosphere electron den-555

sity.556

3. The observed ionosphere TEC and vertical drift variability during the 2009 SSW557

period is reproduced in WACCMX+DART, though the agreement is better for TEC com-558

pared to vertical drift. Comparisons between WACCMX+DART and SD-WACCMX reveal559

that the ionosphere variability in WACCMX+DART is more consistent with TEC observa-560

tions. Both SD-WACCMX and WACCMX+DART are similar in terms of their agreement561

with vertical drift observations.562

4. Hindcast experiments forecast the occurrence of a SSW, and associated middle563

and upper atmosphere variability, roughly 10 days prior to the SSW. However, the SSW564

forecasted 10 days in advance is only a minor SSW, compared to the major SSW that ac-565

tually occurred.566

5. During the 2009 SSW time period, the TEC variability can be qualitatively fore-567

cast 10-20 days in advance in WACCMX+DART. This may represent an extreme scenario,568
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and the extent to which this can be generalized is limited due to the small number of569

hindcasts performed in the present study.570
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Figure 1. Root mean square error of 6-hour ensemble mean forecasts and analyses with respect to ra-

diosonde temperature observations in the (a) Northern Hemisphere, and (b) Southern Hemisphere. Results are

averaged for December 2008.

Figure 2. Zonal mean temperature during January-February 2009 averaged between 70-90◦N in (a) SD-

WACCMX, (b) WACCMX+DART and (c) Aura MLS observations.

Figure 3. Zonal mean zonal wind during January-February 2009 at 60◦N in (a) SD-WACCMX and (b)

WACCMX+DART.

Figure 4. Zonal mean nitric oxide (NO) during November 2008-March 2009 averaged between 70-90◦N in

(a) SD-WACCMX and (b) WACCMX+DART.

Figure 5. Diurnal migrating solar tide in temperature (a) amplitude in SD-WACCMX, (b) phase in SD-

WACCMX, (c) amplitude in WACCMX+DART, and (d) phase in WACCMX+DART. Results are shown at

0.01 hPa.

Figure 6. Semidiurnal migrating solar and lunar tides in temperature (a) amplitude in SD-WACCMX, (b)

phase in SD-WACCMX, (c) amplitude in WACCMX+DART, and (d) phase in WACCMX+DART. Results are

shown at 1×10−4 hPa.

Figure 7. TEC at 75◦W geographic longitude and 1000 LT for (a) SD-WACCMX, (b) WACCMX+DART,

and (c) GNSS TEC observations.

Figure 8. TEC at 75◦W geographic longitude and 1800 LT for (a) SD-WACCMX, (b) WACCMX+DART,

and (c) GNSS TEC observations.

Figure 9. Change in the vertical plasma drift velocity at 75◦W geographic longitude and 12◦S geographic

latitude for (a) SD-WACCMX, and (b) WACCMX+DART. (c) Change in vertical plasma drift velocity mea-

sured by the Jicamarca incoherent scatter radar. Changes are calculated relative to the January-February 2009

mean value at each local time.

Figure 10. Change in the vertical plasma drift velocity at 77◦E geographic longitude and 8◦N geographic

latitude for (a) SD-WACCMX, and (b) WACCMX+DART. (c) Difference in the horizontal component of the

geomagnetic field between Tirunelveli and Alibaug. Changes are calculated relative to the January-February

2009 mean value at each local time.

Figure 11. Zonal mean temperature during January-February 2009 averaged between 70-90◦N for hind-

casts initialized on (a) January 5, (b) January 10, (c), January 15, (d) January 20, and (e) January 25.
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Figure 12. Zonal mean zonal wind during January-February 2009 at 60◦N for hindcasts initialized on (a)

January 5, (b) January 10, (c), January 15, (d) January 20, and (e) January 25.

Figure 13. (a) Zonal mean zonal wind at 60◦N and 10 hPa in the WACCMX+DART analysis (dashed

black) and hindcast experiments. (b) Same as (a) except for the zonal mean temperature averaged between

70-90◦N at 1×10−4 hPa. Solid colored lines indicate the ensemble mean, and dark shading represents ±1

standard deviation. The light shading in (a) indicates the ensemble maxima and minima.

Figure 14. Semidiurnal migrating solar and lunar tide amplitude in temperature at 1×10−4 hPa for hind-

casts initialized on (a) January 5, (b) January 10, (c), January 15, (d) January 20, and (e) January 25.

Figure 15. TEC at 75◦W geographic longitude and 1000 LT for hindcasts initialized on (a) January 5, (b)

January 10, (c), January 15, (d) January 20, and (e) January 25.

Figure 16. TEC at 75◦W geographic longitude and 1800 LT for hindcasts initialized on (a) January 5, (b)

January 10, (c), January 15, (d) January 20, and (e) January 25.

Figure 17. (a) TEC at 75◦W geographic longitude and 1000 LT in the WACCMX+DART analysis (dashed

black) and hindcast experiments. (b) Same as (a) except for the TEC at 1800 LT. Results are averaged between

30◦S and 0◦N geographic latitude. Dashed colored lines indicate the ensemble mean, and shading represents

±1 standard deviation.
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