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ON INTEGRABLE FIELD THEORIES AS

DIHEDRAL AFFINE GAUDIN MODELS

BENOÎT VICEDO

Abstract. We introduce the notion of a classical dihedral affine Gaudin model,
associated with an untwisted affine Kac-Moody algebra g̃ equipped with an action of
the dihedral group D2T , T ≥ 1 through (anti-)linear automorphisms. We show that
a very broad family of classical integrable field theories can be recast as examples of
such classical dihedral affine Gaudin models. Among these are the principal chiral
model on an arbitrary real Lie group G0 and the ZT -graded coset σ-model on any
coset of G0 defined in terms of an order T automorphism of its complexification.
Most of the multi-parameter integrable deformations of these σ-models recently
constructed in the literature provide further examples. The common feature shared
by all these integrable field theories, which makes it possible to reformulate them as
classical dihedral affine Gaudin models, is the fact that they are non-ultralocal. In
particular, we also obtain affine Toda field theory in its lesser-known non-ultralocal
formulation as another example of this construction.

We propose that the interpretation of a given classical non-ultralocal integrable
field theory as a classical dihedral affine Gaudin model provides a natural setting
within which to address its quantisation. At the same time, it may also furnish a
general framework for understanding the massive ODE/IM correspondence since
the known examples of integrable field theories for which such a correspondence
has been formulated can all be viewed as dihedral affine Gaudin models.

1. Motivation and introduction

The ODE/IM correspondence describes a striking and rather unexpected relation
between the theory of linear Ordinary Differential Equations in the complex plane on
the one hand, and that of quantum Integrable Models on the other. Concretely, the
first instance of such a correspondence was formulated by V. Bazhanov, S. Lukyanov
and A. Zamolodchikov for quantum KdV theory in the series of seminal papers [8] –
[12], building on from the original insight of P. Dorey and R. Tateo in [25]. These
works culminated in the remarkable conjecture of [12] stating that the joint spec-
trum of the quantum KdV Hamiltonians on the level L ∈ Z≥0 subspace of an ir-
reducible module over the Virasoro algebra is in bijection with the set of certain
one-dimensional Schrödinger operators −∂2z + VL(z) with ‘monster’ potentials VL(z)
of a given form. The justification for this conjecture comes from the central obser-
vation that the functional relations and analytic properties characterising the eigen-
values of the Q-operators of quantum KdV theory [9, 10] on a given joint eigenvector
coincide with those satisfied by certain connection coefficients of the associated one-
dimensional Schrödinger equation. These ideas were soon extended to other massless
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2 BENOÎT VICEDO

integrable field theories associated with higher rank Lie algebras of classical type, see
e.g. [26, 22, 5, 21] and the review [23].

Despite the variety of examples of the ODE/IM correspondence, its mathematical
underpinning remained elusive for a number of years. This problem was addressed by
B. Feigin and E. Frenkel in [37] where they argued that the ODE/IM correspondence
for quantum ĝ-KdV theory could be understood as originating from an affine analogue
of the geometric Langlands correspondence. To explain this connection we make a
brief digression on Gaudin models, which provide a realisation of the global geometric
Langlands correspondence for rational curves over the complex numbers.

Let g be a finite-dimensional complex semisimple Lie algebra. The Gaudin model,
or g-Gaudin model, is a quantum integrable spin-chain with long-range interactions
[47]. If we let N ∈ Z≥1 denote the number of sites then the algebra of observables of
the model is the N -fold tensor product U(g)⊗N of the universal enveloping algebra
U(g) of g. The quadratic Gaudin Hamiltonians are elements of U(g)⊗N given by

Hi :=
N∑

j=1
j 6=i

Ia(i)I
(j)
a

zi − zj
(1)

where the zi, i = 1, . . . , N are arbitrary distinct complex numbers, {Ia} and {Ia} are
dual bases of g with respect to a fixed non-degenerate invariant bilinear form 〈·, ·〉 on

g, and x(i) is the element of U(g)⊗N with x ∈ g in the ith tensor factor and 1’s in every
other factor. The quantum integrability of the model is characterised by the existence
of a large commutative subalgebra Zz(g) ⊂ U(g)⊗N with z := {zi}Ni=1 ∪ {∞}, known
as the Gaudin algebra, containing in particular the quadratic Gaudin Hamiltonians.

LetMi, i = 1, . . . , N be g-modules. One is interested in finding the joint spectrum of
Zz(g) on the spin-chain

⊗N
i=1Mi. Note that a joint eigenvalue of the Gaudin algebra

defines a homomorphism Zz(g)→ C sending each element of Zz(g) to its eigenvalue.
The joint spectrum can therefore be described as a subset of the maximal spectrum
of the commutative algebra Zz(g), i.e. the set of all homomorphisms Zz(g)→ C. It
was shown by E. Frenkel in [43, Theorem 2.7(1)] that the maximal spectrum of the
Gaudin algebra Zz(g) is isomorphic to a certain subquotient of the space of Lg-valued
connections on P

1, known as Lg-opers, with regular singularities in the set z, where Lg
denotes the Langlands dual of the Lie algebra g. In other words, each joint eigenvalue
of the Gaudin algebra Zz(g) on the given spin-chain

⊗N
i=1Mi will be described by

such an Lg-oper. In fact, when all the g-modules Mi are finite-dimensional irreducibles
Vλi of highest weights λi ∈ h∗, [43, Conjecture 1] states that for each integral dominant
weight λ∞ ∈ h∗, the joint spectrum of Zz(g) on the subspace of weight λ∞ singular

vectors in
⊗N

i=1 Vλi is in bijection with the subspace of such Lg-opers with residue at
the points zi and infinity given by the shifted Weyl orbits of the weights λi and λ∞
respectively, and with trivial monodromy representation.

The description of the maximal spectrum of the Gaudin algebra Zz(g) in terms
of Lg-opers also generalises to the case of Gaudin models with irregular singularities;
see [40, 39]. Another possible generalisation of Gaudin models is given by cyclotomic

Gaudin models, introduced in [86, 87] and more recently [88] for the case with irregular
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singularities. A similar description of the corresponding cyclotomic Gaudin algebra
of [86] was recently conjectured in [62] in terms of cyclotomic Lg-opers, i.e. Lg-opers
equivariant under an action of the cyclic group. In fact, these descriptions of the
various Gaudin algebras in terms of global Lg-opers on P

1 follow (conjecturally in the
cyclotomic case) from the ‘local’ version proved by B. Feigin and E. Frenkel in their
seminal paper [36] (see also [44, 45]) which states that the space of singular vectors
in the vacuum Verma module V

crit
0 (g) at the critical level over the untwisted affine

Kac-Moody algebra ĝ, which naturally forms a commutative algebra, is isomorphic to
the algebra of functions on the space of Lg-opers on the formal disc.

The apparent similarity between the description of the joint spectrum of the Gaudin
algebra on any given spin-chain in terms of certain Lg-opers and the statement of the
ODE/IM correspondence for quantum KdV theory is more than just a coincidence.
Indeed, as argued in [37], quantum ĝ-KdV theory can be regarded as a generalised
Gaudin model associated with the untwisted affine Kac-Moody algebra ĝ, or ĝ-Gaudin
model for short, with a regular singularity at the origin and an irregular singularity of
the mildest possible form at infinity. Unfortunately, much less is know at present about
Gaudin models associated with general Kac-Moody algebras; see however [72, 42]. In
particular, there is currently no known analogue of the Feigin-Frenkel isomorphism
for describing the space of singular vectors in the suitably completed vacuum Verma
module over the double affine, or toroidal, Lie algebra ̂̂g. It is not even clear what
the critical level should be in this setting. Nevertheless, the notion of an affine oper,
or ĝ-oper, on P

1 can certainly be defined [42] and so it is tempting to speculate that
the description of the spectrum of the g-Gaudin Hamiltonians in terms of Lg-opers
persists when g is replaced by an affine Kac-Moody algebra.

In this spirit, the explicit form of the Lĝ-opers which ought to describe the joint
spectrum of the quantum ĝ-KdV Hamiltonians on certain irreducible modules over the
W -algebra associated with g was conjectured in [37], by using as a finite-dimensional
analogy a certain description of the finite W -algebra for a regular nilpotent element

in terms of Lg-opers. Remarkably, when ĝ = ŝl2 so that also Lĝ = ŝl2, these ŝl2-opers
were shown to coincide exactly, after a simple change of coordinate on P

1, with the
one-dimensional Schrödinger operators written down in [12]. This result not only
confirms the idea that the ODE/IM correspondence can be thought of as a particular
instance of the geometric Langlands correspondence but also provides strong evidence
in support of the general claim that the joint spectrum of the higher Hamiltonians of
an affine Gaudin model can be described in terms of affine opers for the Langlands
dual affine Kac-Moody algebra.

Another approach to testing the proposed link between the joint spectrum of the
quantum ĝ-KdV Hamiltonians and Lĝ-opers of the prescribed form is to follow the
same strategy originally used to establish the ODE/IM correspondence for quantum
KdV theory. Specifically, one should compare the functional relations and analytic
properties of the joint eigenvalues of the Q-operators of quantum ĝ-KdV theory on
joint eigenvectors in the irreducibles over the W -algebra associated with g, with those
satisfied by the connection coefficients of the associated Lĝ-opers. This programme
was initiated in [81] and was further developed very recently in [68, 69] where some
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remarkable functional relations, referred to as the QQ̃-system, were obtained for cer-
tain generalised spectral determinants of the ODE associated with the Lĝ-opers of
[37] corresponding to highest weight states in representations of the W -algebra. Even

more recently in [46], the very same QQ̃-system was shown to arise as relations in the
Grothendieck ring K0(O) of the category O of representations of the Borel subalge-
bra of the quantum affine algebra Uq(ĝ) for an untwisted affine Kac-Moody algebra
ĝ. Analogous relations were also conjectured to hold when ĝ is a twisted affine Kac-
Moody algebra. Since non-local quantum ĝ-KdV Hamiltonians can be associated with
elements of K0(O) by the construction of [9, 10, 5], the joint spectrum of these Hamil-

tonians also satisfy the QQ̃-system, thereby providing further evidence in favour of
the ODE/IM correspondence for quantum ĝ-KdV theory.

The recent developments towards formulating and ultimately proving the ODE/IM
correspondence for quantum ĝ-KdV theory, which we briefly recalled above, can be
summarised in the following commutative diagram

ĝ-Gaudin
model

quantum
ĝ-KdV theory

Lĝ-opers

QQ̃-system

[37] [37]

[46] [68, 69]

(2)

The top line of this diagram, corresponding to the work [37], consisted of two steps.
The first was to reinterpret quantum ĝ-KdV theory as a particular affine ĝ-Gaudin
model. The second, which we represent by a dashed arrow to emphasise its conjectural
status, was to make use of the existing description of the spectrum of g-Gaudin models
in terms of Lg-opers as an analogy. The big open problem here is to establish the affine
counterpart of the latter statement to put the second step on a firm mathematical
footing. Indeed, this would promote the top line in the above diagram to a proof of
the ODE/IM correspondence for quantum ĝ-KdV theory. While the top line is still
partly conjectural, the bottom part of the diagram provides a solid link between both

sides of the ‘KdV-oper’ correspondence of [37] through the common QQ̃-system.

Until relatively recently, the study of the ODE/IM correspondence had been limited
to describing integrable structures in conformal field theories only. This left open the
important question of whether similar ideas could be used to describe the spectrum of
massive quantum integrable field theories as well. The first example of such a massive

ODE/IM correspondence was put forward by S. Lukyanov and A. Zamolodchikov for
quantum sine-Gordon and sinh-Gordon theories in their pioneering paper [64]. Specif-
ically, they showed that the functional relations and analytic properties characterising
the vacuum eigenvalues of the Q-operators of quantum sine/sinh-Gordon theory were
the same as those satisfied by certain connection coefficients of the auxiliary linear
problem of the classical modified sinh-Gordon equation for a suitably chosen classical
solution. Subsequently, various higher rank generalisations of this massive ODE/IM
correspondence for quantum affine g̃-Toda field theories were also conjectured, when
g̃ is of type A for rank 3 in [24] and for general rank n in [1], and more recently for



ON INTEGRABLE FIELD THEORIES AS DIHEDRAL AFFINE GAUDIN MODELS 5

a general untwisted affine Kac-Moody algebra g̃ in [52, 53] as well as examples of
twisted type in [54]. Another important quantum integrable field theory for which a
massive ODE/IM correspondence has been conjectured in [63], and further studied
in [7, 6], is the Fateev model [35]. It can be viewed as a two-parameter deformation
of the SU2 principal chiral model and as such it is equivalent [49] to the so called
SU2 bi-Yang-Baxter σ-model [58]. Here as well the correspondence is a conjectured
link between the spectrum of the Fateev model on the one hand, and solutions of the
classical modified sinh-Gordon equation on the other.

A noteworthy feature of the massive ODE/IM correspondence for quantum affine
g̃-Toda field theory in the non-simply-laced case is the appearance of the Langlands
dual Lg̃ of the affine Kac-Moody algebra g̃ on the ODE side. This strongly suggests
that the geometric Langlands correspondence may also underly the massive ODE/IM
correspondence. One of the aims of the present paper is to make the first step towards
generalising the above picture in (2) for quantum ĝ-KdV theory to massive quantum
integrable field theories. In fact, as in the case of ĝ-(m)KdV theory, one typically
starts from a description of the classical integrable field theory. Therefore, in a first
instance, one is faced with the initial problem of how to quantise the given classical
integrable field theory. We will argue that both problems are in fact closely related.

The most effective approach for quantising a given classical integrable field theory
and establishing its quantum integrability is the quantum inverse scattering method
[33, 60], whose mathematical underpinning gave rise to the theory of quantum affine
algebras. In particular, it can be used to obtain functional equations such as Baxter’s

TQ-relation and the QQ̃-system, all of which follow from corresponding relations in
the Grothendieck ring of category O. Unfortunately, the quantum inverse scattering
method is well known to apply only under the restrictive assumption that the classical
integrable field theory one starts with is ultralocal. Since the main focus of the present
paper is to address the problem of quantising classical integrable field theories which
violate this condition, we begin by briefly recalling why this condition is necessary in
the standard quantum inverse scattering method.

The starting point of the classical inverse scattering method, as crystalised by A.
Reiman and M. Semenov-Tian-Shansky in [73, 76], is to identify the phase space of
the given classical integrable field theory with a coadjoint orbit in the smooth dual
Ĝ∗

1 of a hyperplane Ĝ1 in a certain central extension of the double loop algebra G.
The latter consists of smooth maps from the circle S1 to the loop algebra g((z)), or
possibly its twist by some finite-order automorphism of g. The smooth dual is defined
relative to a certain bilinear form on G given in terms of a model dependent rational
function ϕ(z), called the twist function, as

((X ,Y ))ϕ :=

∫

S1

dθ resz
〈
X (θ, z),Y (θ, z)

〉
ϕ(z)dz (3)

for X ,Y ∈ G. The Poisson bracket on Ĝ∗
1 is the Kostant-Kirillov R-bracket associated

with some solution R ∈ EndG of the modified classical Yang-Baxter equation. Given
any pair of differentiable functionals f and g on Ĝ∗

1, their Poisson bracket at a generic
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point (L , 1) ∈ Ĝ∗
1, where L ∈ G, may be written as

{f, g}
(
(L , 1)

)
=
((
dfL , (adL ◦ R+ R∗ ◦ adL − (R+ R∗)∂θ) · dgL

))
ϕ

(4)

where dfL ∈ G denotes the Fréchet derivative of f at (L , 1) and R∗ is the adjoint
operator of R with respect to (3). In this language the theory is said to be ultralocal

if R∗ = −R, otherwise it is non-ultralocal.
It is well known that the integrals of motion of the classical integrable field theory

can be obtained from spectral invariants of the monodromy ML of the differential
operator ∂θ+L , which is valued in the loop groupG((z)). Given any smooth functional
φ on G((z)) which is central, the Fréchet derivative of the functional φM : L 7→ φ(ML )

on Ĝ∗
1 defines an element of G, and hence its Poisson bracket (4) with any other

smooth functional f on Ĝ∗
1 is well defined. In particular, the involution property of

the integrals of motion is established by showing that for any pair of central functionals
φ and ψ on G((z)) we have {φM , ψM} = 0 [77]. If a functional φ on G((z)) is not central,
however, then the Fréchet derivative dφM will in general exhibit a jump discontinuity
at the base point of ML . In the case of an ultralocal theory where the ∂θ-term in (4) is
absent, the bracket naturally extends to such functionals f and g with discontinuous
Fréchet derivatives. One can then evaluate {φM , ψM} for arbitrary smooth functionals
φ and ψ [77], yielding the celebrated Sklyanin bracket on G((z)). The quantisation of
the latter then serves as a starting point for the quantum inverse scattering method.
By contrast, in the non-ultralocal case the bracket {φM , ψM} is clearly ill-defined for
arbitrary smooth functionals φ and ψ. This issue has precluded the direct application
of the quantum inverse scattering method to a wide range of important integrable
field theories due to their non-ultralocal nature.

Although generalisations of the quantum inverse scattering method capable of also
accommodating non-ultralocal systems do exist, see for instance [41, 48, 78], these
remain applicable only to a very restricted class of non-ultralocal systems. Faced with
this limitation, the common strategy for quantising a given non-ultralocal system is to
attempt to ‘ultralocalise’ it by different means. These include modifying the classical
field theory itself by altering its twist function, see e.g. [32] (and also [78, 15]),
finding a suitable gauge transformation which will bring it to an ultralocal form, see
e.g. [8, 74], or possibly by finding a dual description of the theory which would be
ultralocal. Yet such attempts at ‘curing’ a classical integrable field theory of its non-
ultralocality ultimately work only in a limited number of cases. Let us mention also
some alternative approaches to dealing with the problem of non-ultralocality which
have been put forward recently in [70] for the Alday-Arutyunov-Frolov model and
very recently in [75] for the λ-deformation of the AdS5 × S5 superstring.

A possible way around the problem of dealing with the monodromy in a non-
ultralocal field theory, at least for describing local integrals of motion, was first pro-
posed in [27] on the example of the principal chiral model associated with any Lie
algebra g of classical type. These ideas were subsequently developed for other models
in [28, 29, 30, 31], and more recently in [61]. Specifically, it was shown in [27] that local
integrals of motion in involution could be constructed directly from the Lax matrix,
without needing to use the monodromy matrix. A striking property of this family
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of local charges is that their degrees precisely match the pattern of exponents of the
untwisted affine Kac-Moody algebra g̃ associated with g. This is very reminiscent of
what happens in the g-Gaudin model, where the degrees of the homogeneous integrals
of motion also correspond to the pattern of exponents of g. Indeed, this parallel also
served as a source of inspiration for the present work.

It is interesting to note that classical ĝ-(m)KdV theory is one of those distinguished
classical integrable field theories which admits both an ultralocal and a non-ultralocal
formulation, related to one another through a gauge transformation. Its ultralocal
description serves as the starting point in the approach of [8, 9, 10, 5] for quantising
the theory using the quantum inverse scattering method. As recalled above, within
this approach non-local quantum ĝ-(m)KdV Hamiltonians can be associated with

elements of K0(O) and the QQ̃-system is obtained from corresponding relations in
K0(O) established in [46]. In other words, the bottom left arrow of the diagram in
(2) starts from the quantisation of ĝ-(m)KdV theory in its ultralocal formulation. By
contrast, treating classical ĝ-KdV as a non-ultralocal theory enables one to regard it as
a classical affine Gaudin model1. The proposal of [37] to then quantise ĝ-KdV theory
by viewing it as a classical affine Gaudin model led to the conjectural description of
its quantum spectrum in terms of affine Lĝ-opers, corresponding to the top line of
the diagram in (2). Since the ultralocal and non-ultralocal formulations of classical
ĝ-KdV theory are related by a gauge transformation we expect that their respective
quantisations should agree. In this setting, the fact that the work [68, 69] makes the
diagram in (2) commutative can be seen as evidence of this.

The goal of the present paper is to initiate a program for quantising non-ultralocal
classical integrable field theories and propose a framework within which to understand
the massive ODE/IM correspondence for such models. Specifically, we introduce the
notion of a classical dihedral (or real cyclotomic) affine g̃-Gaudin model associated
with an arbitrary untwisted affine Kac-Moody algebra g̃. We then show that classical
dihedral g̃-Gaudin models describe a general class of classical non-ultralocal integrable
field theories, namely those whose Poisson bracket is as in (4) with R-matrix given by
the standard solution of the classical Yang-Baxter equation on the (twisted) double
loop algebra G. We illustrate this relation between classical dihedral g̃-Gaudin models
and non-ultralocal classical integrable field theories on a wide variety of examples,
listed in Table 1, including the principal chiral model on a real semisimple Lie group
G0 and the ZT -graded coset σ-models for any T ∈ Z≥2 as well as some of their
various multi-parameter deformations introduced in recent years [57, 58, 17, 80, 50,
20]. Replacing the semisimple Lie algebra g by the Grassmann envelope of a Lie
superalgebra, the present formalism also describes ZT -graded supercoset σ-models [89,
67, 83, 56] and various deformations recently constructed [18, 19, 51]. It is interesting
to note, in particular, that the examples of integrable field theories for which a massive
ODE/IM correspondence has been formulated can all be recast as classical dihedral
affine Gaudin models. Our proposal is therefore that the problem of quantising non-
ultralocal integrable field theories and that of formulating an ODE/IM correspondence

1Let us note here that it will also follow from §5.3, where we discuss affine g̃-Toda field theory, that
ĝ-mKdV theory can be regarded as a classical cyclotomic affine Gaudin model.
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for such models can both be addressed within the context of quantisation of dihedral
(affine) Gaudin models.

Non-ultralocal field theory Divisor D σ ∈ Aut g̃
Principal chiral model (PCM) 2 · 0 + 2 · ∞

id
PCM with WZ-term 2 · k + 2 · ∞, k ∈ R

×

Yang-Baxter (YB) σ-model (iη) + 2 · ∞, η ∈ R>0

YB σ-model with WZ-term (k + iA) + 2 · ∞, k ∈ R
×, A ∈ R>0

bi-Yang-Baxter σ-model eiϑ + ei(ψ+π) +∞, ϑ, ψ ∈ ]0, π2 [
ZT -graded coset σ-model 2 · 1 +∞ |σ| = T,

T ∈ Z≥2
q-deformation (q ∈ R) eiϑ +∞, ϑ ∈ ]0, πT [
q-deformation (|q| = 1) p+ p−1 +∞, p ∈ ]0, 1[
Affine Toda field theory 2 · 0 + 2 · ∞ σ Coxeter

Table 1. Examples of dihedral affine Gaudin models associated with
an untwisted affine Kac-Moody algebra g̃.

To end this introduction we motivate the definition of classical dihedral g̃-Gaudin
models by considering the simpler case where g̃ is replaced by a finite-dimensional
complex semisimple Lie algebra g. The datum for a (classical) g-Gaudin model with
irregular singularities can be described by a divisor D on P

1, i.e. a formal sum of a
finite subset of points z = {zi}Ni=1∪{∞} on P

1 weighted by positive integers nx ∈ Z≥1

for each x ∈ z. We further restrict attention in this introduction to the case where
nx = 1 for all x ∈ z for simplicity. The algebra of observables of the classical g-Gaudin
model is then given by the N -fold tensor product S(g)⊗N of the symmetric algebra
S(g) on g. The classical quadratic Hamiltonians Hcl

i , i = 1, . . . , N of the model are
given by the same expressions as the quantum Hamiltonians Hi in (1) but regarded
as elements of S(g)⊗N . They can be obtained from the Lax matrix L(z), defined by
the expression

L(z)dz =
N∑

j=1

Iadz

z − zj
⊗ Ia(j),

as the spectral invariants Hcl
i = reszi〈L(z), L(z)〉dz where the inner product is taken

over the first tensor factor, i.e. the auxiliary factor.
Now let σ ∈ Aut g be an automorphism of g whose order divides T ∈ Z≥1 and pick

a primitive T th-root of unity ω−1 ∈ C
×. These both induce actions of the cyclic group

Γ := ZT on g and P
1, respectively. The quadratic Gaudin Hamiltonians of a classical

cyclotomic g-Gaudin model are similarly obtained from the same spectral invariants
but using the Lax matrix defined by

L(z)dz =
1

T

N∑

j=1

∑

α∈Γ
α̂

(
Iadz

z − zj

)
⊗ Ia(j),

where α̂ denotes the action of α ∈ Γ on g-valued meromorphic differentials defined by
combining the action on g with the pullback on differentials over P1. This Lax matrix
has the Γ-equivariance property σL(z) = ωL(ωz), where σ acts on the auxiliary factor.
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If we are also given an anti-linear automorphism τ ∈ Aut g of g which preserves the
eigenspaces of σ then we obtain an action of the dihedral group Π := D2T of order
2T on g. Promoting also the action of Γ on P

1 to an action of Π by adding complex
conjugation z 7→ z̄, we can define the Lax matrix of the classical dihedral g-Gaudin
model by an expression similar to the above but replacing the sum over Γ by a sum
over Π. Specifically, we should now take the tensor product over R rather than C and
use dual basis elements of the realification of g so that we set

L(z)dz =
1

2T

N∑

j=1

∑

α∈Π

(
α̂

(
Iadz

z − zj

)
⊗ Ia(j) + α̂

(−iIadz
z − zj

)
⊗ iIa(j)

)
. (5)

By construction, this Lax matrix is Π-equivariant in the sense that σL(z) = ωL(ωz)
and τL(z) = L(z̄) where σ and τ both act on the auxiliary factor.

In order to describe integrable field theories on the circle one should replace g in the
above discussion by an untwisted affine Kac-Moody algebra g̃. Concretely this means
replacing the dual bases {Ia} and {Ia} of g in the expression for the Lax matrix (5)
by dual bases {I ã} and {Iã} of g̃ and working in a suitable completion of the tensor
product. We will demonstrate that in this affine setting the Lax matrix (5), or its
generalisation to other divisors D, reproduces the Lax matrices and twist functions
of all the integrable field theories in Table 1.

Let us finally note that reductions of general 2-dimensional integrable field theo-
ries of Zakharov-Shabat-Mikhailov type by discrete symmetry groups, such as cyclic
or dihedral groups, were introduced in the important paper [71]. The purpose of
the present work is to show that many integrable field theories of interest fall, in fact,
within a very restricted subclass of reduced Zakharov-Shabat-Mikhailov type field the-
ories, namely that of affine Gaudin models with dihedral symmetry. Indeed, given an
integrable field theory which can be formulated within the Zakharov-Shabat-Mikhailov
scheme (often in different gauge-inequivalent ways), it is by no means guaranteed that
it can also be regarded as an affine Gaudin model. In particular, an affine Gaudin
formulation is typically not preserved by formal gauge transformations of the zero
curvature representation. In §5 we give explicit examples of well known zero curva-
ture representations of integrable field theories which are not of Gaudin type. Yet, as
outlined above, having an affine Gaudin formulation of a given classical non-ultralocal
integrable field theory puts the problem of its quantisation on a firm mathematical
footing and should provide a framework for establishing an ODE/IM correspondence
for it. In the present context, the reduction by a dihedral group is expected to play
an important role in extensions of this correspondence to the massive case.

The plan of the article is as follows. We begin in §2 by recalling some basic results
about (anti-)linear automorphisms on finite-dimensional Lie algebras and affine Kac-
Moody algebras. In §3 we construct a direct sum of Takiff algebras for g̃ attached to
the finite subset z ⊂ P

1 as a quotient of a direct sum of loop algebras of g̃, and describe
its dual space in terms of certain g̃-valued meromorphic differentials on P

1. The main
section is §4 where we define classical dihedral g̃-Gaudin models and establish their
relation to a general family of non-ultralocal integrable field theories. The Lax matrix
is defined as the canonical element of the dual pair constructed in §3. Finally, §5 is
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devoted to a detailed construction of important non-ultralocal integrable field theories
as dihedral g̃-Gaudin models. We collect in an appendix some facts about dual pairs
and our conventions on tensor index notation.

Acknowledgements. The author thanks Sylvain Lacroix for a careful reading of the
draft and many useful comments and suggestions.

2. Real affine Kac-Moody algebras

Let T ∈ Z≥1. We denote the dihedral group of order 2T by Π := D2T = 〈s, t | sT =
t2 = (s t)2 = 1〉, and we let Γ := 〈s〉 ⊂ Π be the cyclic subgroup of order T , which is
normal in Π. Given a complex Lie algebra a, we let Aut a denote the group of all linear
and anti-linear automorphisms of a. The subgroup Aut a of linear automorphisms
is normal of index 2. We denote by Aut− a the subset in Aut a of all anti-linear
automorphisms of a so that Aut a = Aut a ⊔ Aut− a. For any χ ∈ Aut− a we can
identify Aut− a with the coset χAut a.

2.1. Finite-dimensional Lie algebras. Let g be a finite-dimensional complex Lie
algebra and σ ∈ Aut g be a linear automorphism whose order divides T , i.e. such
that σT = id. Fix a primitive T th-root of unity ω and let g =

⊕T−1
j=0 g(j),C be the

decomposition of g into the eigenspaces g(j),C := {x ∈ g |σx = ωjx} of σ. Let τ ∈
Aut− g be an anti-linear involutive automorphism of g, namely such that τ2 = id, and
let g0 := {x ∈ g | τx = x} denote the corresponding real form of g. Its complexification
g0 ⊗R C is naturally isomorphic to g.

We shall assume that each of the eigenspaces g(j),C for j ∈ ZT is τ -stable, i.e.

τg(j),C = g(j),C. (6)

It follows from this, and using the property ω̄ = ω−1, that (σ ◦ τ)2 = id. We use the
property (6) to define the real subspaces g(j) := g(j),C ∩ g0 for each j ∈ ZT so that

g0 =
⊕T−1

j=0 g(j).

Note that σk ◦ τ ∈ Aut− g defines an anti-linear involutive automorphism of g

for each k ∈ ZT . Introduce the corresponding real forms of g by gk := gσ
k◦τ =

{x ∈ g |σkτx = x}. The notation reflects the fact that the case k = 0 gives back
the original real form g0. We note that for each k ∈ ZT , the anti-linear involutive
automorphism σk ◦ τ clearly also preserves the eigenspace g(j),C for each j ∈ ZT . For

any p ∈ ZT the anti-linear map ω−kpσk ◦ τ is also an involution (but in general not
an automorphism). We shall make use of the corresponding real subspaces gk,p :=

gω
−kpσk◦τ = {x ∈ g |σkτx = ωkpx}. In this notation we have gk = gk,0. We shall also

use the notation gk,p for any p ∈ Z, which will be understood to mean gk,pmodT .

By virtue of the relations σT = τ2 = (σ ◦ τ)2 = id satisfied by the automorphisms
σ and τ , we have an action of the dihedral group Π on the complex Lie algebra g

by linear and anti-linear automorphisms. That is, we have a group homomorphism
r : Π →֒ Aut g, α 7→ rα defined by rs := σ, rt := τ .
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Let 〈·, ·〉 : g0 × g0 → R be a non-degenerate invariant symmetric bilinear form on
g0. We extend it to a non-degenerate symmetric invariant bilinear form on g as

〈·, ·〉 : g× g −→ C, (x⊗ u, y ⊗ v) 7−→ 〈x, y〉uv, (7)

using the canonical isomorphism between g and g0 ⊗R C. It has the property that
〈τx, τy〉 = 〈x, y〉 for any x, y ∈ g. We assume it is also σ-invariant, in other words that
〈σx, σy〉 = 〈x, y〉 for any x, y ∈ g.

In the following lemma we make use of the notion of dual pair recalled in §A.1.

Lemma 2.1. For each j ∈ ZT , the triple (g(−j), g(j), 〈·, ·〉|g(−j)×g(j)) is a dual pair. In

particular, the restriction of (7) to g(0) is non-degenerate.

For any k, p ∈ ZT , the triple (gk,−p, gk,p, 〈·, ·〉|gk,−p×gk,p) is a dual pair. In particular,

(7) restricts to a non-degenerate invariant symmetric bilinear form on the real form

gk for each k ∈ ZT .

2.1.1. Canonical element. For each k, p ∈ ZT we shall fix a basis Iak,p for a = 1, . . . , dim g

of the real subspace gk,p, and we let Ia;k,−p for a = 1, . . . , dim g denote the dual basis of
gk,−p with respect to (7), i.e. such that

〈
Iak,p, Ib;k,−p

〉
= δab for every a, b = 1, . . . , dim g.

In the case p = 0 we obtain dual bases Iak := Iak,0 and Ia;k := Ia;k,0 of gk, for each
k ∈ ZT . For the real form g0 we will denote these dual bases simply as Ia := Ia0 and
Ia := Ia;0. Note that any basis of the real subspace gk,p for any k, p ∈ ZT also forms a
basis over C for the complexification g. A basis for the realification gR is then given,
for instance, by Ia and iIa for a = 1, . . . , dim g. We shall also fix a basis I(j,α) for
α = 1, . . . , dim g(j),C of g(j) and let I(−j,α) for α = 1, . . . , dim g(j),C denote the dual

basis of g(−j) so that 〈I(j,α), I(−j,β)〉 = δαβ for all α, β = 1, . . . , dim g(j),C.
Let C := Ia ⊗ Ia ∈ g ⊗ g denote the canonical element of g, where sums over

repeated Lie algebra indices will always be implicit. Using the decomposition of g

into eigenspaces of σ, for each j ∈ ZT we also have the canonical element C(j) :=
I(−j,α) ⊗ I(j,α) ∈ g(−j),C ⊗ g(j),C of the dual pair

(
g(−j),C, g(j),C, 〈·, ·〉|g(−j),C×g(j),C

)
. As

above, repeated indices labelling dual bases of g(−j),C and g(j),C, here α, will always
be implicitly summed over.

2.2. Affine Kac-Moody algebras. Let Lg := g ⊗ C[t, t−1] be the polynomial loop
algebra associated with g. For any x ∈ g and n ∈ Z we define xn := x⊗ tn ∈ Lg. The
Lie bracket in Lg is defined by letting (xm, yn) 7→ [x, y]m+n and then extending to a
bilinear map Lg×Lg→ Lg by linearity. Similarly, define a non-degenerate invariant
symmetric bilinear form on Lg by (xm, yn) 7→ 〈x, y〉δm+n,0.

The (untwisted) affine Kac-Moody algebra associated with g is defined as the vector
space direct sum g̃ := Lg ⊕ CK ⊕ CD endowed with the Lie bracket [·, ·] : g̃ × g̃ → g̃

defined by

[xm + αK+ xD, yn + βK+ yD] := [x, y]m+n + nx yn −my xm +mδm+n,0〈x, y〉K (8)

for any x, y ∈ g, m,n ∈ Z and α, β, x, y ∈ C. It is equipped with a non-degenerate
invariant symmetric bilinear form (·|·) : g̃× g̃→ C, defined for any x, y ∈ g, m,n ∈ Z

and α, β, x, y ∈ C by

(xm + αK+ xD|yn + βK+ yD) := 〈x, y〉δm+n,0 + αy + βx. (9)



12 BENOÎT VICEDO

We shall also make use of the subalgebra ĝ := Lg⊕CK ⊂ g̃ and the quotient g := g̃/CK.
Let ¯̺ : g̃ → g denote the canonical homomorphism with kernel CK. It follows from
the defining relations (8) that Lg is isomorphic as a Lie algebra to the subquotient
ĝ/CK.

2.2.1. Action of the dihedral group. Consider the automorphisms σ, τ ∈ Aut g of g

introduced in §2.1. We extend these to linear and anti-linear automorphisms of the
loop algebra Lg, respectively, which by abuse of notation we also denote σ and τ , first
on homogeneous elements by letting σ(xn) := (σx)n, τ(xn) := (τx)−n for x ∈ g, n ∈ Z

and then to the rest of Lg by (anti-)linearity. Letting σK := K, σD := D, τK := −K
and τD := −D further extends σ, τ ∈ AutLg to (anti-)linear automorphisms of the
affine Kac-Moody algebra g̃, which we shall also denote by σ, τ ∈ Aut g̃.

By construction, σ, τ ∈ Aut g̃ satisfy σT = τ2 = (σ ◦ τ)2 = id and thus define a
representation of the dihedral group Π on g̃. Specifically, we have a homomorphism

r : Π −֒→ Aut g̃, α 7−→ rα (10)

defined by rs := σ, rt := τ . Given any complex vector space V equipped with a real
structure, namely an anti-linear involution τ : V → V , we extend the action of Π on
g̃ given by (10) to the complex vector space g̃⊗ V by defining

rs(X⊗ v) := rsX⊗ v, rt(X⊗ v) := rtX⊗ τv. (11)

In other words, if we define an action of Π on V by letting s act trivially and t act as
τ then (11) gives an action of Π on the tensor product g̃⊗ V .

As in the finite-dimensional setting of §2.1, for each pair k, p ∈ ZT we consider the
involutive anti-linear map ω−kpσk◦τ : g̃→ g̃ which for p = 0 defines an automorphism
of the affine Kac-Moody algebra g̃. We denote the corresponding real subspaces

by g̃k,p := g̃ω
−kpσk◦τ = {X ∈ g̃ |σkτX = ωkpX}. When p = 0 we obtain the real

forms g̃k := g̃k,0 of g̃ for each k ∈ ZT . We have the direct sum decomposition
g̃R = g̃k,p∔ i g̃k,p of real vector spaces, where g̃R denotes the realification of g̃. Denote

the corresponding projections relative to this decomposition by π+k,p : g̃R → g̃k,p,

X 7→ 1

2
(X+ω−kpσkτX), and π−k,p : g̃R → i g̃k,p, X 7→ 1

2
(X−ω−kpσkτX). When p = 0 we

denote these π+k : g̃R → g̃k and π−k : g̃R → i g̃k, given explicitly by X 7→ 1

2
(X± σkτX)

respectively.
We denote the eigenspaces of automorphism σ ∈ Aut g̃ by g̃(j),C := {X |σX = ωjX}

for each j ∈ ZT . By using the definition of σ ∈ Aut g̃ these can be described explicitly
as follows. For j 6= 0, g̃(j),C coincides with the subspace g(j),C⊗C[t, t−1] of g̃ whereas

g̃(0),C can be identified with the subspace g(0),C ⊗ C[t, t−1] ⊕ CK ⊕ CD. We have

the eigenspace decomposition g̃ =
⊕T−1

j=0 g̃(j),C. It follows from the assumption (6)

that τ ∈ Aut− g̃ preserves each eigenspace. Defining corresponding real subspaces

g̃(j) := g̃(j),C ∩ g̃0 we have g̃0 =
⊕T−1

j=0 g̃(j). We denote the projections relative to

this decomposition by π(j) : g̃0 → g̃(j), X 7→ 1
T

∑T−1
k=0 ω

−kjσkX. We will also need the
projections π(j) : g̃→ g̃(j),C defined by the same formulae.

The bilinear pairing (9) is both σ- and τ -invariant in the sense that

(σX|σY) = (X|Y), (τX|τY) = (X|Y), (12)
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for any X,Y ∈ g̃. Recall the notion of dual pair from §A.1.

Lemma 2.2. For each j ∈ ZT , the triple (g̃(−j), g̃(j), (·|·)|g̃(−j)×g̃(j)
) is a dual pair. In

particular, the restriction of (9) to g̃(0) is non-degenerate.

For any k, p ∈ ZT , the triple (g̃k,−p, g̃k,p, (·|·)|g̃k,−p×g̃k,p
) is a dual pair. In particular,

(9) restricts to a non-degenerate invariant symmetric bilinear form on the real form

g̃k for each k ∈ ZT .

2.2.2. Canonical element. Given any basis of g, such as Ia, a = 1, . . . , dim g which
was defined initially as a basis for the real form g0, we define a corresponding basis of
g̃ consisting of Ian := Ia⊗ tn for a = 1, . . . , dim g and n ∈ Z together with the elements
K and D. We denote these basis elements of g̃ collectively as I ã. The dual basis of g̃
with respect to (9) is then given by Ia,−n := Ia ⊗ t−n for a = 1, . . . , dim g and n ∈ Z

together with the elements D and K. We denote the elements of this basis as Iã. A
basis of the realification g̃R is given by I ã and iI ã.

For any anti-linear map g̃→ g̃ of the form χ := z σk ◦ τ with |z| = 1 and k ∈ ZT we
have χ2 = id and χxn = (χx)−n for all x ∈ g and n ∈ Z. Therefore xn + (χx)−n is χ-
invariant. Recall the dual bases of the real subspaces gk,p and gk,−p for each k, p ∈ ZT

from §2.1.1. We introduce the notation Iak,p,n := Iak,p ⊗ tn and Ia;k,p,n := Ia;k,p ⊗ tn for

all n ∈ Z. In terms of these, a basis of the real subspace g̃k,p of the affine Kac-Moody
algebra g̃ is then given by

Iak,p,0,
1
√
2
(Iak,p,n + Iak,p,−n),

i
√
2
(Iak,p,n − Iak,p,−n), (13a)

for n ∈ Z>0 and a = 1, . . . , dim g together with iω−kp/2K and iω−kp/2D. We denote
the elements of this basis collectively as I ãk,p. The dual basis of the real space g̃k,−p is

Ia;k,−p,0, 1
√
2
(Ia;k,−p,n + Ia;k,−p,−n), i

√
2
(Ia;k,−p,n − Ia;k,−p,−n), (13b)

for n ∈ Z>0 and a = 1, . . . , dim g together with −iωkp/2D and −iωkp/2K. We use the
notation Iã;k,−p for these basis elements.

Similarly, recall the dual bases of g(j) and g(−j) for each j ∈ ZT from §2.1.1, and

introduce the notation I
(j,α)
n := I(j,α) ⊗ tn and I(−j,α),n := I(−j,α) ⊗ tn for all n ∈ Z.

Define dual bases of g̃(j) and g̃(−j), which we denote respectively by I(j,α̃) and I(−j,α̃),

as follows. For j 6= 0 the basis I(j,α̃) consists of elements

I
(j,α)
0 , 1

√
2
(I(j,α)n + I

(j,α)
−n ), i

√
2
(I(j,α)n − I(j,α)−n ), (14a)

for n ∈ Z>0 and α = 1, . . . , dim g(j),C. Its dual basis I(−j,α̃) in g̃(−j) consists of the
dual elements

I(−j,α),0,
1
√
2
(I(−j,α),n + I(−j,α),−n),

i
√
2
(I(−j,α),n − I(−j,α),−n), (14b)

for n ∈ Z>0 and α = 1, . . . , dim g(j),C. The basis I(0,α̃) of g̃(0) comprises the same
elements as in (14a) with j = 0 together with iK and iD, and its dual basis I(0,α̃) of
g̃(0) consists of (14b) with j = 0 along with −iD and −iK.

Consider the subspaces of g̃ defined by Fng̃ := g ⊗ tnC[t], for each n ∈ Z≥0. They
define a descending Z≥0-filtration on g̃, denoted (Fng̃)n∈Z≥0

, in the sense that Fng̃ ⊂
Fmg̃ for all n ≥ m in Z≥0, i.e. F0g̃ ⊃ F1g̃ ⊃ F2g̃ ⊃ F3g̃ ⊃ . . ., and ∩nFng̃ = {0}.
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Note that the subspaces Fng̃ define, in fact, a descending Z≥0-filtration of g̃ as a Lie
algebra since we have [Fmg̃,Fng̃] ⊂ Fm+ng̃ for any m,n ∈ Z≥0. It induces descending
Z≥0-filtrations on both the realification g̃R and real subspaces g̃k,p, k, p ∈ ZT given by

Fng̃R := (Fng̃)R and Fng̃k,p := π+k,p(Fng̃), respectively. We shall also make use of the

‘conjugate’ descending Z≥0-filtration of g̃ as a Lie algebra defined by the subspaces

Fng̃ := g ⊗ t−nC[t−1]. Note that by definition of τ ∈ Aut− g̃ in §2.2.1 we have
Fng̃ = τ(Fng̃).

The subspaces Fn(g̃⊗ g̃) := Fng̃⊗ Fng̃+ Fng̃⊗ Fng̃ for n ∈ Z≥0, endow the tensor
product g̃⊗g̃ with a descending Z≥0-filtration. Note that these subspaces are invariant
under the action of Π on the tensor product g̃ ⊗ g̃. We define the completed tensor
product g̃ ⊗̂ g̃ as the completion of g̃⊗ g̃ with respect to the associated linear topology,
in which the subspaces Fn(g̃ ⊗ g̃) form a basis of fundamental open neighbourhoods
of the origin. In other words, it is given by the corresponding inverse limit g̃ ⊗̂ g̃ :=
lim←− g̃⊗ g̃/Fn(g̃⊗ g̃).

The canonical element of g̃ living in g̃ ⊗̂ g̃ is then defined as

C̃ := Iã ⊗ I ã = D⊗ K+ K⊗ D+
∑

n∈Z
Ia,−n ⊗ Ian (15)

where, as in the finite dimensional case, sums over repeated Lie algebra indices, here

ã, shall always be implicit. Similarly, for each j ∈ ZT we let C̃(j) := I(−j,α̃) ⊗ I(j,α̃) =
δ(j)(D⊗K+K⊗D)+∑n∈Z I(−j,α),−n⊗I

(j,α)
n , where δ(j) is the periodic Kronecker delta,

equal to 1 if j ≡ 0 modT and 0 otherwise, and summation over the repeated indices
α̃ and α is implicit. As above, the infinite sum over n ∈ Z represents an element
of the subspace g̃(−j),C ⊗̂ g̃(j),C of the completion g̃ ⊗̂ g̃. We have the decomposition

C̃ =
∑T−1

j=0 C̃
(j).

The statement of the following lemma uses standard tensor index notation recalled
in §A.2. Specifically, in the notation used there we take a = b = g̃ and A = C so that
we may drop the last tensor factor in A.

Lemma 2.3. For any X ∈ g̃ we have
[
X1 +X2, C̃12

]
= 0. Moreover, for any i, j ∈ ZT

and X ∈ g̃(j),C we have
[
X1, C̃

(i+j)
12

]
+
[
X2, C̃

(i)
12

]
= 0.

2.2.3. Connections on S1. Recall the canonical map ¯̺ : g̃ −։ g, whose restriction to
ĝ is the homomorphism ¯̺|ĝ : ĝ ։ Lg, where from now on we use the isomorphism

ĝ/CK ∼−→ Lg implicitly. In particular, we regard Lg as a subalgebra of g. To make
contact in §4 with classical field theories on the circle S1 := R/2πZ, in this section
we provide concrete realisations of the Lie algebras Lg and g respectively in terms of
g-valued trigonometric polynomials and connections on S1.

Let T (S1) be the commutative differential C-algebra of trigonometric polynomials
on S1, namely functions S1 → C of the form θ 7→ P (eiθ) with P a Laurent polynomial.
We denote by ∂ : T (S1) → T (S1) the derivation on T (S1) sending θ 7→ P (eiθ) to
θ 7→ ieiθP ′(eiθ). A basis of T (S1) is {en}n∈Z where en : S1 → C, θ 7→ einθ. Complex
conjugation provides T (S1) with an anti-linear involution, which sends the basis
element en to e−n. We equip T (S1) with an action of Π by letting s act trivially and
t act by complex conjugation.
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Let T (S1, g) := g ⊗ T (S1) be the space of g-valued trigonometric polynomial on
S1. We obtain an action of Π on T (S1, g) by combining the above action on T (S1)
with that on g given in §2.1. A non-degenerate symmetric bilinear form on T (S1, g)
is given by

(A|B)S1 :=
1

2π

∫

S1

dθ〈A(θ), B(θ)〉, (16)

for any A,B ∈ T (S1, g), where the bilinear form (7) is extended to a map 〈·, ·〉 :
T (S1, g) × T (S1, g) → T (S1) defined by 〈x ⊗ f, y ⊗ g〉 := 〈x, y〉fg for any x, y ∈ g

and f, g ∈ T (S1).
Consider the complex vector space Conng(S

1) of g-valued connections on S1 of
the form ℓ∂ + A where ℓ ∈ C and A ∈ T (S1, g). We extend the action of Π on
T (S1, g) to Conng(S

1) by letting it act trivially on the derivative ∂ and using (anti-
)linearity. We refer to ℓ∂ + A ∈ Conng(S

1) as an ℓ-connection to emphasise its
dependence on the coefficient ℓ of the derivative term. In particular, we may regard
an element of T (S1, g) as defining a 0-connection in Conng(S

1). The commutator
of two connections then defines a Lie bracket on Conng(S

1), which we denote [·, ·] :
Conng(S

1)× Conng(S
1)→ Conng(S

1).

Lemma 2.4. We have a Π-equivariant isomorphism g
∼−→ Conng(S

1), under which

the bilinear form (16) on T (S1, g) corresponds to that on Lg. Its composition with ¯̺
is the Lie algebra homomorphism ̺ : g̃→ Conng(S

1) given by ̺(D) = −i∂, ̺(K) = 0
and ̺(xn) = x⊗ en, for any x ∈ g and n ∈ Z.

The vector space Conng(S
1) is endowed with a pair of descending Z≥0-filtrations de-

fined as the images of the subspaces (Fng̃)n∈Z≥0
and (Fng̃)n∈Z≥0

under the linear map

̺ from Lemma 2.4. Concretely, the subspace Fn(Conng(S
1)) (resp. Fn(Conng(S

1)))
for n ∈ Z≥0 is spanned by x⊗ em (resp. x⊗ e−m) with x ∈ g and m ≥ n. Since ̺⊗ ̺
is continuous it extends to a linear map ̺⊗ ̺ : g̃ ⊗̂ g̃→ Conng(S

1) ⊗̂Conng(S
1). We

shall need the image of the canonical element C̃ under this map. It follows from the

form of C̃ in (15) that its image in fact lies in the subspace T (S1, g) ⊗̂T (S1, g) ∼=C

g ⊗ g ⊗ T (S1) ⊗̂T (S1), where the pair of conjugate descending Z≥0-filtrations on

T (S1) are given by the subspaces Fn(T (S1)) and Fn(T (S1)) for n ∈ Z≥0 with bases
{e±m}m∈Z≥n

, respectively. Given any element κ ∈ T (S1) ⊗̂T (S1), for each θ ∈ S1

we can regard κ(θ, ·) as the kernel of a formal distribution on S1, in the sense that
it yields a linear map T (S1) → C, f 7→ 1

2π

∫
S1 dθ

′κ(θ, θ′)f(θ′). In particular, the

element (̺⊗ ̺)C̃ ∈ g⊗ g⊗T (S1) ⊗̂T (S1) given explicitly by

(
(̺⊗ ̺)C̃

)
(θ, θ′) =

∑

n∈Z
Ia ⊗ Iae−n(θ)en(θ′) = C δθθ′ (17)

is related to the Dirac δ-distribution δ :=
∑

n∈Z en ⊗ e−n ∈ T (S1) ⊗̂T (S1). For any

θ ∈ S1, the expression δ(θ, ·) is the kernel of the distribution on S1 sending the test
function f ∈ T (S1) to f(θ). Note that we use the notation δθθ′ instead of δ(θ, θ′).
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3. Double loop algebras and Takiff algebras

Consider the Riemann sphere P
1 := C ∪ {∞} and fix a global coordinate z on C.

At each finite point x ∈ C ⊂ P
1 we have the local coordinate ξx := z − x and at the

point ∞ ∈ P
1 a local coordinate is given by ξ∞ := z−1.

We denote by C[t] the ring of polynomials in t, by C{t} the ring of convergent power
series in t and by C({t}) the ring of convergent Laurent series in t, i.e. f(t) ∈ C({t})
if and only if tkf(t) ∈ C{t} for some k ∈ Z≥0.

For each x ∈ P
1, we let Ox := C{ξx} denote the local ring of germs of holomorphic

functions at x, i.e. the ring of convergent power series in ξx. Denote by mx := ξxC{ξx}
the maximal ideal of Ox consisting of germs of holomorphic functions at x which vanish
at x. The ring Ox has a natural descending Z≥0-filtration Ox = m0

x ⊃ mx ⊃ m2
x ⊃

m3
x ⊃ . . . where mn

x := ξnxC{ξx} for any n ∈ Z≥0. Denote by Kx := C({ξx}) the field
of germs of meromorphic functions at x, i.e. the field of convergent Laurent series in
ξx. It has a natural descending Z-filtration which by abuse of notation we also denote
m•
x, namely

. . . ⊃ m−3
x ⊃ m−2

x ⊃ m−1
x ⊃ Ox ⊃ mx ⊃ m2

x ⊃ m3
x ⊃ . . .

where we extend the notation mn
x, n ∈ Z≥0 introduced above by letting mk

x := ξkxC{ξx}
for any k ∈ Z. Let px := ξ−1

x C[ξ−1
x ] denote the set of principal parts at x, which

forms a ring without identity. If we choose to also include the constant term in the
principal part then we obtain the corresponding ring p0x := C[ξ−1

x ]. This ring also
has a natural descending Z≥0-filtration p0x ⊃ px ⊃ p2x ⊃ p3x ⊃ . . . where we use the
notation pnx := ξ−nx C[ξ−1

x ] defined for any n ∈ Z.
We define an injective homomorphism

µ : Π −֒→ AutP1, α 7−→ µα (18)

of Π into the full Möbius group of holomorphic and anti-holomorphic automorphisms
of P1 by letting µs : z 7→ ωz and µt : z 7→ z̄. The image of the cyclic subgroup Γ con-
sists of Möbius transformations and the image of the coset Γt consists of orientation-
reversing Möbius transformations. Given any point x ∈ P

1 we let Πx ⊂ Π denote its
stabilizer under the action (18). We will refer to x ∈ P

1 as a complex point if Πx is
trivial and as a real point if Πx ∩ Γt 6= ∅. Specifically, the set of all real points is
formed of the union {∞} ∪ ⋃k∈ZT

ωk/2R since Πx = 〈skt〉 for any x ∈ ωk/2R \ {0}
with k ∈ ZT and Πx = Π for any x ∈ {0,∞}. Moreover, the set of complex points is
the complement of the set of real points. We refer to {0,∞} as the set of fixed points.
This terminology reflects the fact that when T ∈ Z>1 we have Πx = Π if and only
if x ∈ {0,∞}. However, by convention we will still refer to 0 and ∞ as fixed points
even when T = 1.

Let N ∈ Z≥0. Pick and fix a finite set z := {z1, . . . , zN ,∞} ⊂ P
1 which includes

the point at infinity labelled as zN+1 = ∞. We will assume that the Π-orbits of the
points in z are all disjoint, in other words zi 6= µα zj for all α ∈ Π and i 6= j. Denote
by zc the subset of complex points in z and by zr the subset of real points, so that
in particular ∞ ∈ zr and we have the disjoint union z = zc ⊔ zr. We also define the
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subsets

zf := z ∩ {0,∞}, z
′
r := zr \ {0,∞}, z

k
r := {x ∈ z

′
r |Πx = 〈skt〉}

corresponding respectively to fixed points, to real non-fixed points and to real points
with stabiliser 〈skt〉. The disjoint union decomposition of z may be refined as z =
zc ⊔ z

′
r ⊔ zf = zc ⊔

⊔
k∈ZT

z
k
r ⊔ zf . For any finite subset x ⊂ P

1 we also introduce the

notation x̄ := {x ∈ P
1 | x̄ ∈ x}.

3.1. ‘Local’ Lie algebras. For any x ∈ P
1, we define an action of Πx on the field

Kx as follows. Given a germ [f ]x ∈ Kx we choose a representative f : Dx → C on a
small disc Dx around x. We set

α.[f ]x :=

{
[f ◦ µ−1

α ]x , if α ∈ Πx ∩ Γ

[c ◦ f ◦ µ−1
α ]x , if α ∈ Πx ∩ Γt,

where c : C→ C denotes complex conjugation and µα : Dx → Dx is the restriction of
µα ∈ AutP1 to the open disc Dx. This defines a left action of Πx on Kx which also
preserves its Z-filtration, in the sense that α.mk

x ⊂ mk
x for any k ∈ Z. By combining

the actions of Πx ⊂ Π on g̃ and Kx we obtain a natural action on the tensor product
g̃⊗Kx. Explicitly, we define a homomorphism

Πx −֒→ Aut(g̃⊗Kx), α 7−→ α̂ (19)

by letting, for any α ∈ Πx, X ∈ g̃ and [f ]x ∈ Kx, α̂(X ⊗ [f ]x) := rαX ⊗ α.[f ]x. It
induces a homomorphism Πx →֒ Aut(g̃ ⊗Kx)R into R-linear automorphisms of the
realification (g̃⊗Kx)R.

To every point x ∈ z we attach the real Lie algebra Lg̃x :=
(
(g̃ ⊗Kx)R

)Πx . Ex-
plicitly, to any complex point x ∈ zc we attach the realification Lg̃x = (g̃ ⊗ Kx)R
and to a non-fixed real point x ∈ z

k
r we attach the real form Lg̃x = (g̃ ⊗Kx)

ŝ
k◦t̂. If

0 ∈ z then we attach to it the Π-invariant subalgebra Lg̃0 = (g̃ ⊗K0)
Π. Similarly,

to the point at infinity, which by assumption always belongs to z, we also attach the
Π-invariant subalgebra Lg̃∞ = (g̃⊗K∞)Π. Define the direct sum of real Lie algebras
Lg̃z :=

⊕
x∈z Lg̃x.

We also introduce the Lie subalgebras Lg̃+x := ((g̃⊗ Ox)R)
Πx ⊂ Lg̃x at every finite

point x ∈ z \{∞}. In particular, if 0 ∈ z then Lg̃+0 = (g̃⊗O0)
Π. However, for reasons

to be clarified in the next subsection, cf. Lemma 3.1, at infinity we consider instead
the Lie subalgebra Lg̃+∞ := (g̃⊗m∞)Π of Lg̃∞. We set Lg̃+z :=

⊕
x∈z Lg̃

+
x .

There is a natural complementary subalgebra to Lg̃+z in Lg̃z defined as follows. To
every finite point x ∈ z\{∞} we attach the Lie subalgebra Lg̃−x := ((g̃⊗px)R)Πx ⊂ Lg̃x
and similarly we define Lg̃−∞ := (g̃ ⊗ p0∞)Π for the point at infinity. Recall here that
p0∞ = C[ξ−1

∞ ] includes the constant term. In particular, we then have the direct
sum decomposition of linear spaces Lg̃x = Lg̃+x ∔ Lg̃−x for any x ∈ z. We define
the direct sum of Lie subalgebas Lg̃−z :=

⊕
x∈z Lg̃

−
x , so that we have the direct sum

decomposition Lg̃z = Lg̃+z ∔ Lg̃−z . We will be interested in a different complement of
Lg̃+z in Lg̃z provided by Lemma 3.1 below.
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3.2. ‘Global’ Lie algebras. Given a finite subset S ⊂ P
1 with z ⊂ S, we denote

by RS the ring of meromorphic functions on P
1 with poles contained in S. We let

RS(g̃) := g̃⊗RS be the corresponding Lie algebra of g̃-valued meromorphic functions
on P

1 with poles in S. For each x ∈ z there is an injective homomorphism of rings
ιx : RS →֒ Kx which assigns to a meromorphic function f ∈ RS its germ [f ]x ∈ Kx

at x. Correspondingly, there is an embedding of Lie algebras

ιx : RS(g̃) −֒→
⊕

x∈z
g̃⊗Kx (20)

which assigns to any meromorphic function X⊗ f ∈ RS(g̃), where X ∈ g̃ and f ∈ RS ,
the set of its germs ιx(X⊗ f) := X⊗ [f ]x ∈ g̃⊗Kx at the points x ∈ z.

Consider the set Πz := {µαx |α ∈ Π, x ∈ z}. We define an action of Γ on RΠz by
setting α.f := f ◦ µ−1

α for any f ∈ RΠz and α ∈ Γ. This lifts to an action of Π by
letting t act as t.f := c ◦ f ◦ µt =: f̄ on any f ∈ RΠz. We therefore obtain an action
of Π on RΠz(g̃) = g̃⊗RΠz,

Π −֒→ AutRΠz(g̃), α 7−→ α̂ (21)

where the action of α ∈ Π is given explicitly by α̂(X⊗ f) := rαX⊗α.f , for X ∈ g̃ and
f ∈ RΠz. Define the real Lie algebra of Π-invariants RΠ

z (g̃) := RΠz(g̃)
Π.

The property of invariance under the action (21) may equivalently be rephrased
as follows. Let R̄Πz be the ring of anti-meromorphic functions on P

1 with poles
contained in Πz, and define the corresponding Lie algebra R̄Πz(g̃) := g̃ ⊗ R̄Πz of
g̃-valued anti-meromorphic functions. For any α ∈ Γ we extend rα ∈ Aut g̃ to a linear
map rα : RΠz(g̃)→ RΠz(g̃), rα(X⊗f) = rαX⊗f . Similarly, for any α ∈ Γt we extend
rα ∈ Aut− g̃ to an anti-linear map rα : RΠz(g̃) → R̄Πz(g̃), rα(X ⊗ f) = rαX ⊗ c ◦ f .
Now for any α ∈ Γ we define a linear map µ∗α : RΠz(g̃)→ RΠz(g̃) using the pullback
by µα on the second tensor factor. On the other hand, the pullback by µα for α ∈ Γt
defines instead a linear map µ∗α : RΠz(g̃)→ R̄Πz(g̃). By combining the above, we can
then describe the Π-invariant subalgebra RΠ

z (g̃) equivalently as

RΠ
z (g̃) = {F ∈ RΠz(g̃) | rαF = µ∗αF for all α ∈ Π}. (22)

By restricting the embedding (20) with S = Πz to the above subalgebra RΠ
z (g̃) we

obtain an embedding ιz := (ιz1 , . . . , ιzN , ι∞) : RΠ
z (g̃) →֒ Lg̃z. In what follows we shall

often regard RΠ
z (g̃) as a subalgebra of Lg̃z by identifying an element X ∈ RΠ

z (g̃) with
its image ιzX = (ιxX)x∈z ∈ Lg̃z.

Lemma 3.1. We have the direct sum decomposition of real vector spaces Lg̃z =
Lg̃+z ∔RΠ

z (g̃).

3.3. Dual spaces. For any x ∈ P
1 we define an action of the stabilizer subgroup

Πx ⊂ Π on the space of germs of meromorphic differenials Kxdξx. We let α ∈ Πx ∩ Γ
act on [̟]x ∈ Kxdξx via pullback by µ−1

α , namely α.[̟]x :=
[
(µ−1
α )∗̟

]
x
, whereas if

α ∈ Πx ∩ Γt then µα is orientation-reversing and so we set α.[̟]x :=
[
c ◦ (µ−1

α )∗̟
]
x

instead. Define an action of Πx on the tensor product g̃⊗Kxdξx,

Πx −֒→ Aut(g̃⊗Kxdξx), α 7−→ α̂ (23)

given for any α ∈ Πx, X ∈ g̃ and [̟]x ∈ Kxdξx by α̂(X⊗ [̟]x) := rαX⊗ α.[̟]x.
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To any point x ∈ z we attach the real subspace of Πx-invariants in the realification

(g̃⊗Kxdξx)R, namely Ωg̃x :=
(
(g̃⊗Kxdξx)R

)Πx . Introduce also the subspace Ωg̃+x :=

((g̃⊗Oxdξx)R)
Πx for each x ∈ z \ {∞} and at infinity we set Ωg̃+∞ := (g̃⊗m−1

∞ dξ∞)Π.
These have natural complementary subspaces in Ωg̃x given respectively by Ωg̃−x :=
((g̃ ⊗ pxdξx)R)

Πx and Ωg̃−∞ := (g̃ ⊗ p2∞dξ∞)Π. Let Ωg̃z :=
⊕

x∈z Ωg̃x and Ωg̃+z :=⊕
x∈z Ωg̃

+
x .

We shall also need the space of globally defined Π-invariant g̃-valued meromorphic
differentials on P

1 with poles contained in the set Πz. Given a finite subset S ⊂ P
1

containing z, we let ΩS denote the space of meromorphic differentials on P
1 with poles

at most in S. The differential dz, where z is the global coordinate on C, provides an
RS-basis for ΩS since any ̟ ∈ ΩS can be written as ̟ = fdz for some f ∈ RS . In
the case S = Πz, the group Π acts on the space ΩΠz by letting α ∈ Γ act as the
pullback by the inverse of the multiplication map µα : P1 → P

1 defined in (18) and
letting t send ̟ = fdz to t.̟ = f̄dz where f̄ = c ◦ f ◦ µt. In particular, this allows
us to define an action

Π −֒→ AutΩΠz(g̃), α 7−→ α̂ (24)

on the tensor product ΩΠz(g̃) := g̃⊗ΩΠz, given explicitly by α̂(X⊗̟) := rαX⊗α.̟
for any α ∈ Π, X ∈ g̃ and ̟ ∈ ΩΠz. Define the real vector space of Π-invariants
ΩΠ
z (g̃) := ΩΠz(g̃)

Π.
This subspace can alternatively be described in a similar fashion to the subalgebra

of Π-invariant g̃-valued rational functions (22). For this we introduce the space Ω̄Πz

of anti-meromorphic differentials with poles contained in Πz, of the form ϕ = fdz̄ for
some f ∈ R̄Πz. We then also define the corresponding space Ω̄Πz(g̃) := g̃⊗ Ω̄Πz. The
map rα ∈ Aut g̃ extends to a linear map ΩΠz(g̃)→ ΩΠz(g̃) for α ∈ Γ and to an anti-
linear map ΩΠz(g̃)→ Ω̄Πz(g̃) for α ∈ Γt in the same way as done in §3.2 for RΠz(g̃).
If we also define linear maps µ∗α : ΩΠz(g̃) → ΩΠz(g̃) (resp. µ∗α : ΩΠz(g̃) → Ω̄Πz(g̃))
for each α ∈ Γ (resp. α ∈ Γt), then the real vector space ΩΠ

z (g̃) may be equivalently
described as

ΩΠ
z (g̃) = {Φ ∈ ΩΠz(g̃) | rαΦ = µ∗αΦ for all α ∈ Π}. (25)

As in §3.2, we have an injective map ιz := (ιz1 , . . . , ιzN , ι∞) : ΩΠ
z (g̃) →֒ Ωg̃z which

assigns to a meromorphic differential in ΩΠ
z (g̃) the set of its germs at the points in z.

In what follows we will also often implicitly identify an element Φ ∈ ΩΠ
z (g̃) with its

image ιzΦ = (ιxΦ)x∈z ∈ Ωg̃z.

Lemma 3.2. We have the direct sum decomposition of real vector spaces Ωg̃z =
Ωg̃+z ∔ ΩΠ

z (g̃).

3.3.1. Dual pairing. Let ℜ : C→ R, u 7→ ℜ(u) and ℑ : C→ R, u 7→ ℑ(u) denote the
maps which return the real and imaginary parts of a complex number, respectively.
By combining the non-degenerate bilinear form on g̃ with the residue pairing, we can
define a bilinear form 〈〈·, ·〉〉 : Ωg̃z × Lg̃z → R as

〈〈Φ, X〉〉 := ℜ
(
∑

x∈z

2T

|Πx|
resx (Φx|Xx)

)
(26)

for any Φ = (Φx)x∈z ∈ Ωg̃z and X = (Xx)x∈z ∈ Lg̃z.
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In what follows we make use of standard results on dual pairs recalled in §A.1.

Lemma 3.3. The triple (Ωg̃z, Lg̃z, 〈〈·, ·〉〉) is a dual pair.

The first part of the following proposition is a generalisation of the Γ-equivariant
strong residue theorem on P

1 as in [86, Lemma A.1] to the Π-equivariant case. For
the non-equivariant version of the strong residue theorem on an arbitrary algebraic
curve see, for instance, [82, §2.3].

Proposition 3.4. We have RΠ
z (g̃)

⊥ = ΩΠ
z (g̃) and ΩΠ

z (g̃)
⊥ = RΠ

z (g̃). Also, (Ωg̃+z )
⊥ =

Lg̃+z and (Lg̃+z )
⊥ = Ωg̃+z .

Proof. According to Lemmas 3.1, 3.2 and A.1 it suffices to show that ΩΠ
z (g̃) ⊥ RΠ

z (g̃)
and Ωg̃+z ⊥ Lg̃+z . We prove each of these statements in turn.

Let Φ ∈ ΩΠ
z (g̃) and X ∈ RΠ

z (g̃). It follows from (22) and (25) that these have the
properties rαΦ = µ∗αΦ and rαX = µ∗αX for any α ∈ Π. Then by the σ-invariance of
the bilinear form on g̃ it follows that, for any x ∈ P

1 and α = sn ∈ Γ,

resx(ιxΦ|ιxX) =
1

2πi

∫

Cx

(Φ|X) =
1

2πi

∫

Cx

(rαΦ|rαX) =
1

2πi

∫

Cx

(µ∗αΦ|µ∗αX)

=
1

2πi

∫

µαCx

(Φ|X) =
1

2πi

∫

Cµαx

(Φ|X) = resωnx(ιωnxΦ|ιωnxX),

where Cx is a sufficiently small counterclockwise contour around the point x. Likewise,
by the τ -invariance of the bilinear pairing (9), in the sense of (12), we have

resx(ιxΦ|ιxX) = − 1

2πi

∫

Cx

(Φ|X) = − 1

2πi

∫

Cx

(τΦ|τX) = − 1

2πi

∫

Cx

(µ∗
t
Φ|µ∗

t
X)

= − 1

2πi

∫

µtCx

(Φ|X) =
1

2πi

∫

Cx̄

(Φ|X) = resx̄(ιx̄Φ|ιx̄X),

noting that µtCx is oriented clockwise so that µtCx = −Cx̄. Hence

〈〈Φ, X〉〉 = ℜ
(
∑

x∈z

2T

|Πx|
resx (ιxΦ|ιxX)

)
=
∑

x∈zc
T
(
resx (ιxΦ|ιxX) + resx̄ (ιx̄Φ|ιx̄X)

)

+
∑

x∈z′
r

T resx (ιxΦ|ιxX) +
∑

x∈zf
resx (ιxΦ|ιxX) =

∑

x∈Πz

resx (ιxΦ|ιxX) = 0,

where the last equality is by the standard residue theorem.
Now let Φ ∈ Ωg̃+z and X ∈ Lg̃+z . At any point x ∈ z\{∞} the germs Φx ∈ Ωg̃+x and

Xx ∈ Lg̃+x are elements of the spaces g̃ ⊗ Oxdξx and g̃ ⊗ Ox, respectively. Therefore
(Φx|Xx) ∈ Oxdξx so that resx(Φx|Xx) = 0. On the other hand, at infinity the germs
Φ∞ and X∞ belong to g̃⊗m−1

∞ dξ∞ and g̃⊗m∞, respectively. So in this case as well
we have (Φ∞|X∞) ∈ O∞dξ∞, and hence res∞(Φ∞|X∞) = 0. It therefore follows that
each term in the sum of residues in (26) vanishes, and thus 〈〈Φ, X〉〉 = 0. �

Corollary 3.5. The triple (ΩΠ
z (g̃), Lg̃

+
z , 〈〈·, ·〉〉) is a dual pair.
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3.4. Divisors and Takiff algebras. Let Div(P1) be the free abelian group generated
by the points of P1. An element D ∈ Div(P1) is called a divisor, which we write as a
formal sum D =

∑
x∈P1 nx x with nx ∈ Z being zero for all but finitely many x ∈ P

1.
The divisor D is said to be non-negative, and we write D ≥ 0, if nx ≥ 0 for all
x ∈ P

1. For any D,D′ ∈ Div(P1) we write D ≥ D′ if D − D′ ≥ 0. This defines a
partial ordering on the set Div(P1). The support of D ∈ Div(P1) is the finite subset
suppD := {x ∈ P

1 |nx 6= 0} and its degree is defined as degD :=
∑

x∈P1 nx ∈ Z.

Given a finite subset S ⊂ P
1 we let Div≥1(S) denote the subset of all non-negative

divisors with support S.
Fix a divisor D ∈ Div≥1(z). We associate to it a non-negative divisor ΠD :=∑
x∈Πz

nx x ∈ Div≥1(Πz) with support Πz, where for any x ∈ Πz, nx ∈ Z≥1 is
defined by noting that there is a unique y ∈ z such that x ∈ Π y, i.e. x and y lie on
the same orbit of Π, and we set nx := ny. In what follows we assume D to be such
that deg(ΠD) ≥ 2, i.e. we have n∞ ≥ 2 or |z| ≥ 2.

Given a meromorphic differential ̟ ∈ ΩΠz, its order at x ∈ P
1, denoted ordx̟,

is by definition equal to n ∈ Z if its germ at x takes the form [̟]x =
∑∞

k=n akξ
k
xdξx

with ak ∈ C and an 6= 0. The canonical divisor of ̟ is then defined as (̟) :=∑
x∈P1(ordx̟)x ∈ Div(P1). Let ΩΠD := {̟ ∈ ΩΠz | (̟) ≥ −ΠD}. For any complex

vector space V we introduce the notation

ΩΠD(V ) := V ⊗ ΩΠD. (27)

The linear space ΩΠD(g̃) admits a natural action of Π defined in the same way as
(24). We shall be interested in the subspace of Π-invariants ΩΠ

D
(g̃) := ΩΠD(g̃)

Π. This

is a subspace of ΩΠ
z (g̃) which, as usual, we will implicitly identify with its image in

Ωg̃z under the map ιz from §3.3.
For each x ∈ z and n ∈ Z≥1 we define the ideal Lg̃+nx := ((g̃⊗mn

x)R)
Πx of Lg̃+x . We

note in particular that Lg̃+1
x is a proper ideal in Lg̃+x for x 6=∞ whereas Lg̃+1

∞ = Lg̃+∞.
Set Lg̃+

D
:=
⊕

x∈z Lg̃
+nx
x , which is an ideal in the real Lie algebra Lg̃+z .

Lemma 3.6. We have the direct sum decompositions (Lg̃+
D
)⊥ = Ωg̃+z ∔ ΩΠ

D
(g̃) and

ΩΠ
D
(g̃)⊥ = RΠ

z (g̃)∔ Lg̃+
D

of real vector spaces.

Proposition 3.7. The triple (ΩΠ
D
(g̃), Lg̃+z

/
Lg̃+

D
, 〈〈·, ·〉〉) forms a dual pair, where the

bilinear form

〈〈·, ·〉〉 : ΩΠ
D(g̃)× Lg̃+z

/
Lg̃+

D
−→ R (28)

is induced from the restriction 〈〈·, ·〉〉|ΩΠ
D
(g̃)×Lg̃+z of (26) to ΩΠ

D
(g̃)× Lg̃+z .

3.4.1. Direct sum of real Takiff algebras. The quotient Lie algebra Lg̃+z /Lg̃
+
D

can be
described in terms of real generalised Takiff algebras for g̃ as follows.

We assign to each x ∈ z a formal variable εx. At every finite point x ∈ z \ {∞} we
consider the ring of polynomials C[εx], whereas for the point at infinity we consider
instead the ideal ε∞C[ε∞] of polynomials without constant terms. There is a natural
action of Π on C[εx] for each x ∈ z \ {∞} given by s.f(εx) = f(ω−1εx) and t.f(εx) =
f̄(εx), for any f ∈ C[εx]. Here f̄ ∈ C[εx] denotes the complex conjugate polynomial,
defined as f̄(εx) =

∑
i āiε

i
x if f(εx) =

∑
i aiε

i
x. By contrast, we let Π act on ε∞C[ε∞]



22 BENOÎT VICEDO

by s.f(ε∞) = f(ω ε∞) and t.f(ε∞) = f̄(ε∞), for any f ∈ ε∞C[ε∞], with f̄ ∈ ε∞C[ε∞]
denoting its complex conjugate.

Now given the above divisor D =
∑

x∈z nx x ∈ Div≥1(z), we can form the quotient
ring C[εx]/ε

nx
x C[εx] of nx-truncated polynomials for x ∈ z \{∞}. At infinity we have,

instead, the quotient ε∞C[ε∞]/εn∞∞ C[ε∞] which forms a ring without identity. The
actions of Π on C[εx] and ε∞C[ε∞] defined above both descend to these quotients since
the respective ideals εnx

x C[εx] and εn∞∞ C[ε∞] are invariant. By abuse of notation we
denote the action of α ∈ Π on the class f ∈ C[εx]/ε

nx
x C[εx] also as α.f and similarly

for the point at infinity.
At a finite point x ∈ z \ {∞} we form the Lie algebra Tnx

x g̃ := g̃⊗ C[εx]/ε
nx
x C[εx],

which we shall refer to as a generalised Takiff algebra for g̃. For the point at infinity
we define instead the nilpotent Lie algebra Tn∞∞ g̃ := g̃ ⊗ ε∞C[ε∞]/εn∞∞ C[ε∞]. By
combining the action of Π on nx-truncated polynomials for each x ∈ z introduced
above with that on g̃, we obtain an action of Π on the Lie algebra Tnx

x g̃ for each
x ∈ z, i.e. a homomorphism Π→ Aut(Tnx

x g̃), α 7→ α̂ given by

α̂(X⊗ f) = rαX⊗ α.f, (29)

for any α ∈ Π, X ∈ g̃ and f ∈ C[εx]/ε
nx
x C[εx] if x ∈ z\{∞} or f ∈ ε∞C[ε∞]/εn∞∞ C[ε∞]

for the point at infinity. In what follows we will be interested only in the restriction
Πx → Aut(Tnx

x g̃) of the above homomorphism to the stabiliser subgroup Πx ⊂ Π.

To any x ∈ z we attach the real Lie algebra of Πx-invariants g̃nxx :=
(
(Tnx
x g̃)R

)Πx .
We refer to these as real (generalised) Takiff algebras for g̃. Consider the direct
sum of real Lie algebras g̃D :=

⊕
x∈z g̃

nxx. Note that when n∞ = 1, the summand
corresponding to the point at infinity is absent.

Proposition 3.8. We have an isomorphism of real Lie algebras Lg̃+z /Lg̃
+
D
∼= g̃D.

In particular, the triple (ΩΠ
D
(g̃), g̃D, 〈〈·, ·〉〉) forms a dual pair where the bilinear form

〈〈·, ·〉〉 : ΩΠ
D
(g̃)× g̃D → R is induced from (28).

In the next section we shall make use of explicit bases for g̃D and its dual ΩΠ
D
(g̃)

from Proposition 3.8, which we now describe.
Recall the dual bases {I ã} and {Iã} of g̃ introduced in §2.2. In terms of these, a

basis of the Takiff algebra Tnx
x g̃ for x ∈ z\{∞} is given by I ã⊗εpx for p = 0, . . . , nx−1.

Here we denote the class εpx + εnx
x C[εx] ∈ C[εx]/ε

nx
x C[εx] simply by εpx. In particular,

we have εnx
x = 0 for every x ∈ z. A basis of the realification (Tnx

x g̃)R then consists of
I ã ⊗ εpx and iI ã ⊗ εpx for p = 0, . . . , nx − 1. Likewise, a basis of (Tn∞∞ g̃)R is given by

I ã ⊗ εq+1
∞ and iI ã ⊗ εq+1

∞ for q = 0, . . . , n∞ − 2.
A basis of g̃D, whose elements we denote collectively as IA, is given by

I ã ⊗ εpx, iI ã ⊗ εpx, (30a)

for each x ∈ zc with p = 0, . . . , nx − 1,

I ãk,p ⊗ εpx, (30b)

for each x ∈ z
k
r , k ∈ ZT with p = 0, . . . , nx − 1, and

I(p,α̃) ⊗ εp0, I(−q−1,α̃) ⊗ εq+1
∞ , (30c)
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for p = 0, . . . , n0− 1 and q = 0, . . . , n∞− 2. The dual basis elements IA, with respect
to the pairing from Lemma 3.8, of the real vector space ΩΠ

D
(g̃) read

1

2T

∑

α∈Π
α̂

(
Iã

(z − x)p+1
dz

)
,

1

2T

∑

α∈Π
α̂

( −iIã
(z − x)p+1

dz

)
, (31a)

for each x ∈ zc with p = 0, . . . , nx − 1,

1

T

∑

α∈Γ
α̂

(
Iã;k,−p

(z − x)p+1
dz

)
, (31b)

for each x ∈ z
k
r , k ∈ ZT with p = 0, . . . , nx − 1, and

I(−p,α̃)z
−p−1dz, −I(q+1,α̃)z

qdz, (31c)

for p = 0, . . . , n0− 1 and q = 0, . . . , n∞− 2. Note that the factor of 1/2T (resp. 1/T )
in the differentials at points x ∈ zc (resp. x ∈ z

k
r ) stems from the corresponding factor

of 2T/|Πx| = 2T (resp. 2T/|Πx| = T ) in the definition of the bilinear form (26).

3.4.2. Complexification of g̃D. In the next section we shall also make use of an explicit
description of the complexification of g̃D defined in Proposition 3.10 below. First we
need the following lemma.

Given any complex Lie algebra a we denote by ā the complex conjugate Lie algebra,
namely the realification aR of a endowed with the opposite complex structure given
by i · v = −iv for any v ∈ ā.

Lemma 3.9. Let a be a complex Lie algebra, τ ∈ Aut− a an anti-linear involutive

automorphism and aτ := {a ∈ a | τa = a} the corresponding real form of a. We have

the following isomorphisms of complex Lie algebras:

(i) ψc : a⊕ ā
∼−→ a⊗R C, (a, b) 7→ 1

2
(a⊗ 1− ia⊗ i+ b⊗ 1 + ib⊗ i), under which

the anti-linear involution a⊗R C→ a⊗R C, a⊗ u 7→ a⊗ ū corresponds to the

exchange a⊕ ā→ a⊕ ā, (a, b) 7→ (b, a).
(ii) ψr : a

∼−→ aτ⊗RC, a 7→ 1

2
(a+τa)⊗1− 1

2
i(a−τa)⊗i, under which the anti-linear

involution aτ ⊗R C→ aτ ⊗R C, a⊗ u 7→ a⊗ ū corresponds to τ : a→ a.

Proof. One checks that ψc is C-linear and that φc : a⊗RC→ a⊕ ā, a⊗u 7→ (ua, ūa) is
its inverse. Moreover, the latter is seen to be a homomorphism of complex Lie algebras.
It also follows from the form of the isomorphism ψc that complex conjugation on the
second tensor factor in a⊗R C sends (a, b) to (b, a) in a⊕ ā. This proves (i).

Next, the map ψr is C-linear since it is R-linear and ψr(ia) = iψr(a) for all a ∈ a. Its
inverse is given by φr : a

τ⊗RC→ a, a⊗u 7→ ua. The latter is clearly a homomorphism
of complex Lie algebras and the remaining claim in (ii) follows from the explicit form
of the isomorphism ψr. �

The following important proposition is a direct application of Lemma 3.9.

Proposition 3.10. Let g̃D
C
:= g̃D ⊗R C =

⊕
x∈z g̃

nxx ⊗R C be the complexification of

g̃D and denote by c : g̃D
C
→ g̃D

C
the complex conjugation in the second tensor factor.
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We have an isomorphism of complex Lie algebras

ψ :
⊕

x∈zf
(Tnx
x g̃)Γ ⊕

⊕

x∈z′
r

Tnx
x g̃⊕

⊕

x∈zc

(
Tnx
x g̃⊕ T

nx
x g̃
) ∼−→ g̃DC . (32)

More precisely, we have the following isomorphisms of complex Lie algebras:

(i) For every x ∈ zc, T
nx
x g̃⊕ T

nx
x g̃

∼−→ g̃nxx ⊗R C given by

(X⊗ εpx,Y ⊗ εqx) 7−→ X
(x)
[p] + Y

(x̄)
[q]

:= 1

2

(
(X⊗ εpx)⊗ 1− (iX⊗ εpx)⊗ i (33a)

+ (Y ⊗ εqx)⊗ 1 + (iY ⊗ εqx)⊗ i
)
.

Moreover, we have c
(
X
(x)
[p]

)
= X

(x̄)
[p] for any x ∈ zc ∪ z̄c.

(ii) For every x ∈ z
k
r with k ∈ ZT , Tnx

x g̃
∼−→ g̃nxx ⊗R C given by

X⊗ εpx 7−→ X
(x)
[p]

:= (π+k,pX⊗ εpx)⊗ 1− i(π−k,pX⊗ εpx)⊗ i. (33b)

Moreover, c
(
X
(x)
[p]

)
= (ω−kpσkτX)(x)[p] . In particular, c

(
X
(x)
[p]

)
= X

(x)
[p] for X ∈

g̃k,p.

(iii) For every x ∈ zf , (T
nx
x g̃)Γ ∼−→ g̃nxx ⊗R C given by

X⊗ εpx 7−→ X
(x)
[p]

:= (π+0 X⊗ εpx)⊗ 1− i(π−0 X⊗ εpx)⊗ i, (33c)

with X ∈ g̃(p),C if x = 0 and X ∈ g̃(−p),C if x = ∞. Moreover, c
(
X
(x)
[p]

)
=

(τX)
(x)
[p] . In particular, c

(
X
(0)
[p]

)
= X

(0)
[p] for X ∈ g̃(p) and c

(
X
(∞)
[p]

)
= X

(∞)
[p] for

X ∈ g̃(−p).

Using the notation of Proposition 3.10, a basis for g̃D
C
= g̃D ⊗R C is given by

I
ã(x)
[p]

:= (I ã)
(x)
[p] , I

ã(x̄)
[p]

:= (I ã)
(x̄)
[p] , (34a)

for x ∈ zc with p = 0, . . . , nx − 1,

I
ã(x)
k[p]

:= (I ãk,p)
(x)
[p] = (I ãk,p ⊗ εpx)⊗ 1, (34b)

for x ∈ z
k
r with k ∈ ZT , p = 0, . . . , nx − 1, and

I
α̃(0)
[p]

:=
(
I(p,α̃)

)(0)
[p]

= (I(p,α̃) ⊗ εp0)⊗ 1,

I
α̃(∞)
[q+1]

:=
(
I(−q−1,α̃)

)(∞)

[q+1]
= (I(−q−1,α̃) ⊗ εq+1

∞ )⊗ 1,
(34c)

for p = 0, . . . , n0 − 1 and q = 0, . . . , n∞ − 2.

We will use the notation I
a(x)
n,[p]

:= (Ian)
(x)
[p] and I

(x)
a,n,[p]

:= (Ia,n)
(x)
[p] for any x ∈ zc ∪

z̄c ∪ z
′
r, p = 0, . . . , nx − 1, a = 1, . . . , dim g and n ∈ Z. Likewise, for the origin

we write I
α(0)
n,[p]

:=
(
I
(p,α)
n

)(0)
[p]

and I
(0)
α,n,[p]

:=
(
I(p,α),n

)(0)
[p]

, for any p = 0, . . . , n0 − 1,

α = 1, . . . , dim g(p),C and n ∈ Z, and for the point at infinity I
α(∞)
n,[q+1]

:=
(
I
(−q−1,α)
n

)(∞)

[q+1]

and I
(∞)
α,n,[q+1]

:=
(
I(−q−1,α),n

)(∞)

[q+1]
, for q = 0, . . . , n∞− 2, α = 1, . . . , dim g(−q−1),C and

n ∈ Z.
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4. Classical dihedral affine Gaudin models

Let g̃ be an affine Kac-Moody algebra equipped with an action r : Π → Aut g̃ of
the dihedral group Π by (anti-)linear automorphisms as in §2 and let us fix a divisor
D =

∑
x∈z nx x ∈ Div≥1(z), cf. §3.4. We introduce the set of points Z := zc∪ z̄c∪zr,

and let Z
′ := Z \ {0,∞} = zc ∪ z̄c ∪ z

′
r. Let ℓ be a tuple of complex numbers

ℓx0 , . . . , ℓ
x
nx−1, for each x ∈ Z

′, ℓ00, . . . , ℓ
0
n0−1, and ℓ∞1 , . . . , ℓ

∞
n∞−1. (35)

We require that ℓ0p = ℓ∞p = 0 for p 6≡ 0 modT . Note that the latter condition on p is
never satisfied when T = 1, so that in this case none of the levels at the origin and
infinity are required to vanish. Throughout this section we will always assume that

ℓxnx−1 6= 0 (36)

for all x ∈ Z. In particular, we assume that n0, n∞ ≡ 1 modT . The condition (36)
will be important in the discussion of §4.1.2. However, we will show in §5.3 how this
assumption can be relaxed on the example of affine g̃-Toda field theory where such a
condition does not hold. By convention, we set ℓxp = 0 for every x ∈ Z and p ≥ nx.
We refer to the tuple ℓ as the levels and require them to satisfy the following reality
conditions:

ℓxp = ℓx̄p for x ∈ zc ∪ z̄c, (37a)

ℓxp = ω−kpℓxp for x ∈ z
k
r , (37b)

ℓxp ∈ R for x ∈ zf . (37c)

In this section we associate a classical dihedral affine Gaudin model to the datum
(g̃, r,D, πℓ) where πℓ is a homomorphism depending on the tuple of levels ℓ, from
the complexified algebra of formal observables to the complexified algebra of local
observables, both introduced in §4.1 below. We will construct an explicit such homo-
morphism in §4.1.2 under the assumption that the condition (36) is satisfied. In §5.3
we will also give a definition of πℓ when (36) fails to hold, on the example of affine
g̃-Toda field theory.

4.1. Algebra of formal observables. Let S(g̃D
C
) denote the symmetric algebra on

g̃D
C
. The Lie bracket on g̃D

C
uniquely extends to a Poisson bracket on S(g̃D

C
), which we

denote

{·, ·} : S(g̃DC )× S(g̃DC ) −→ S(g̃DC ). (38)

Explicitly, we require 1 ∈ S(g̃D
C
) to lie in the centre of (38) and set {X,Y} := [X,Y]

for any X,Y ∈ g̃D
C
, then use linearity and the Leibniz rule to uniquely define {f, g}

for every f, g ∈ S(g̃D
C
).

The commutative Poisson algebra S(g̃D
C
) is not large enough for our purposes. For

instance it does not contain the quadratic Hamiltonians constructed in §4.5 below. A
suitable completion of it is defined as follows. Recalling the descending Z≥0-filtration
on g̃ defined in §2.2.2, to every n ∈ Z≥0 and each finite point x ∈ z \{∞} we associate
the subspace Fn

(
Tnx
x g̃
)
:= Fng̃⊗C[εx]/εnx

x C[εx] ⊂ Tnx
x g̃, and for the point at infinity we

define the subspaces Fn
(
Tn∞∞ g̃

)
:= Fng̃⊗ ε∞C[ε∞]/εn∞∞ C[ε∞] ⊂ Tn∞∞ g̃. This defines a

descending Z≥0-filtration on Tnx
x g̃ for each x ∈ z. At every x ∈ zc, let us also introduce
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a ‘conjugate’ descending Z≥0-filtration on Tnx
x g̃, which we denote as

(
Fn
(
Tnx
x g̃
))
n∈Z≥0

,

defined by the subspaces, Fn
(
Tnx
x g̃
)
:= Fng̃⊗ C[εx]/ε

nx
x C[εx] ⊂ Tnx

x g̃. For any x ∈ zf ,
the action (29) of Γ ⊂ Π on Tnx

x g̃ preserves the respective subspaces Fn(T
nx
x g̃), n ∈ Z≥0

so we may consider the Γ-invariant subspaces (Fn(T
nx
x g̃))Γ. We can now define a

descending Z≥0-filtration on the complex vector space g̃D
C

introduced in Proposition
3.10 using the isomorphism (32). Specifically, we let

Fn(g̃
D
C ) := ψ

(
⊕

x∈zf

(
Fn(T

nx
x g̃)

)Γ ⊕
⊕

x∈z′
r

Fn(T
nx
x g̃)⊕

⊕

x∈zc

(
Fn(T

nx
x g̃)⊕ Fn(T

nx
x g̃)

)
)
,

for each n ∈ Z≥0. Recalling the fact that the subspaces Fng̃ define a descending
Z≥0-filtration on g̃ as a complex Lie algebra and that the linear map ψ from Propo-
sition 3.10 is an isomorphism of complex Lie algebras, we have

[
Fm(g̃

D
C
),Fn(g̃

D
C
)
]
⊂

Fm+n(g̃
D
C
) for every m,n ∈ Z≥0. It follows that (Fn(g̃

D
C
))n∈Z≥0

defines a descending

Z≥0-filtration on g̃D
C

as a complex Lie algebra. In turn, using this we set

Fn
(
S(g̃DC )

)
:= Fn(g̃

D
C )S(g̃

D
C ) ∩ c

(
Fn(g̃

D
C )
)
S(g̃DC ), (39)

where c : g̃D
C
→ g̃D

C
is the anti-linear map introduced in Proposition 3.10. This

defines a descending Z≥0-filtration on the commutative algebra S(g̃D
C
) by ideals. It

therefore follows that the corresponding completion, which we denote by Ŝ(g̃D
C
) :=

lim←−S(g̃
D
C
)
/
Fn
(
S(g̃D

C
)
)

and call the complexified algebra of formal observables, is a
commutative C-algebra. We note that

c
(
Fn(g̃

D
C )
)
= ψ

(
⊕

x∈zf

(
Fn(T

nx
x g̃)

)Γ ⊕
⊕

x∈z′
r

Fn(T
nx
x g̃)⊕

⊕

x∈zc

(
Fn(T

nx
x g̃)⊕ Fn(T

nx
x g̃)

)
)

for each n ∈ Z≥0, which defines the ‘conjugate’ descending Z≥0-filtration on g̃D
C

as a
complex Lie algebra.

Although the Fn
(
S(g̃D

C
)
)

are not Poisson ideals of S(g̃D
C
), the Poisson bracket (38) is

continuous at the origin with respect to the associated topology, where S(g̃D
C
)×S(g̃D

C
)

is given the product topology, since for allm,n ∈ Z≥0 we have
{
Fm
(
S(g̃D

C
)
)
,Fn
(
S(g̃D

C
)
)}
⊂

Fmin(m,n)

(
S(g̃D

C
)
)
. By linearity it follows that the Poisson bracket (38) is uniformly

continuous and hence extends to a Poisson bracket

{·, ·} : Ŝ(g̃DC )× Ŝ(g̃DC ) −→ Ŝ(g̃DC ). (40)

on the completion Ŝ(g̃D
C
), which is therefore also a Poisson algebra. We note here that

the completion of the Cartesian product with respect to the product topology is the
Cartesian product of the completions.

We extend the anti-linear automorphism c : g̃D
C
→ g̃D

C
defined in Proposition 3.10

to an anti-linear automorphism of the Poisson algebra S(g̃D
C
). Since it preserves each

subspace Fn
(
S(g̃D

C
)
)
, n ∈ Z≥0 of the descending Z≥0-filtration on S(g̃D

C
) introduced in

(39), by construction of the latter, it follows that the map c is continuous with respect
to the associated topology. It therefore extends to an anti-linear automorphism of the
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completion Ŝ(g̃D
C
) which we still denote c. Hence we can consider the real subalgebra

Ŝ(g̃D
C
)c of fixed points under c which we refer to as the algebra of formal observables.

In §4.1.1 below we use the levels (35) to define another Poisson algebra Ŝℓ(ĝ
D
C
) and

in §4.1.2 we construct a homomorphism of Poisson algebras πℓ : Ŝ(g̃
D
C
)→ Ŝℓ(ĝ

D
C
).

4.1.1. Algebra of local observables. Recall the Lie subalgebra ĝ of g̃ from §2.2. Let
ĝD be the real Lie subalgebra of g̃D defined in the same way as g̃D in §3.4.1 with ĝ

replacing g̃. Its complexification ĝD
C
:= ĝD ⊗R C is a subalgebra of g̃D

C
. In particular,

the Poisson bracket (38) restricts to the symmetric algebra S(ĝD
C
) on ĝD

C
which is thus

a Poisson subalgebra of S(g̃D
C
).

Let Jℓ denote the ideal of S(ĝD
C
) generated by the elements

K
(x)
[p] − iℓ

x
p1, K

(y)
[q] + iℓyq1, K

(0)
[r] − iℓ

0
r1, K

(∞)
[s+1] − iℓ

∞
s+11

for every x ∈ zc ∪ z
′
r with p = 0, . . . , nx − 1, every y ∈ z̄c with q = 0, . . . , ny − 1 and

r, s + 1 ≡ 0 modT . Since these elements all lie in the centre of the Poisson bracket
(38), Jℓ is also a Poisson ideal of S(ĝD

C
). The quotient Sℓ(ĝ

D
C
) := S(ĝD

C
)/Jℓ is therefore

a Poisson algebra whose induced Poisson bracket we denote

{·, ·} : Sℓ(ĝDC )× Sℓ(ĝDC ) −→ Sℓ(ĝ
D
C ). (41)

Let ĝD
C,ℓ be the image of the Lie subalgebra ĝD

C
⊂ S(ĝD

C
) under the quotient map

S(ĝD
C
) ։ Sℓ(ĝ

D
C
). By a slight abuse of notation we will denote the image in ĝD

C,ℓ of an

element X
(x)
[p] ∈ ĝD

C
with X ∈ Lg by the same symbol.

The descending Z≥0-filtration on the subalgebra ĝD
C

inherited from g̃D
C

is simply

given by Fn(ĝ
D
C
) = ĝD

C
∩ Fn(g̃

D
C
) = Fn(g̃

D
C
) for each n ∈ Z≥0. Let Fn(ĝ

D
C,ℓ) denote the

subspaces of the induced descending Z≥0-filtration on ĝD
C,ℓ. The ideals Fn

(
Sℓ(ĝ

D
C
)
)
:=

Fn(ĝ
D
C,ℓ)Sℓ(ĝ

D
C
) ∩ c

(
Fn(ĝ

D
C,ℓ)
)
Sℓ(ĝ

D
C
), for n ∈ Z≥0, define a descending Z≥0-filtration

on the Poisson algebra Sℓ(ĝ
D
C
). As in the above discussion for Ŝ(g̃D

C
), since the Poisson

bracket (41) is uniformly continuous with respect to the associated topology, it follows

that the corresponding completion Ŝℓ(ĝ
D
C
) := lim←−Sℓ(ĝ

D
C
)
/
Fn
(
Sℓ(ĝ

D
C
)
)
, the complexified

algebra of local observables, is also a Poisson algebra over C, whose Poisson bracket
we denote

{·, ·} : Ŝℓ(ĝDC )× Ŝℓ(ĝDC ) −→ Ŝℓ(ĝ
D
C ). (42)

The restriction of c : g̃D
C
→ g̃D

C
to ĝD

C
⊂ g̃D

C
extends as an anti-linear automorphism

to the Poisson algebra S(ĝD
C
). Using the reality conditions (37) on the tuple of levels ℓ

and the properties of the isomorphism ψ with regards to complex conjugation c given
in Proposition 3.10, it follows that the ideal Jℓ is invariant under c. Hence c acts on
the quotient Sℓ(ĝ

D
C
). And since it preserves each of the subspaces Fn

(
Sℓ(ĝ

D
C
)
)
, it is

continuous with respect to the associated topology and so extends to the completion
Ŝℓ(ĝ

D
C
). We then define the algebra of local observables of the classical dihedral affine

Gaudin model as the real subalgebra Ŝℓ(ĝ
D
C
)c of fixed points.
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4.1.2. Fixing the levels. Let C(n) denote the set of compositions of n if n ∈ Z≥0 or the
empty set if n ∈ Z<0. By convention the empty composition is the only composition
of 0, i.e. C(0) = {∅}. Given a composition c ∈ C(n) for some n ∈ Z≥0 we denote by
|c| its length and by cj 6= 0, j = 1, . . . , |c| its parts so that c1 + . . .+ c|c| = n.

Lemma 4.1. Let n ∈ Z≥1 and ℓp ∈ C, p ∈ Z≥0 be such that ℓn−1 6= 0 and ℓp = 0 for

all p ≥ n. Consider the system of linear equations for κp, p = 0, . . . , 2n− 2 given by∑
p≥0 κp+qℓp+s = δq,s with q, s = 0, . . . , n− 1. It has the unique solution

κp = κp(ℓ0, . . . , ℓn−1) :=
∑

c∈C(p−n+1)

(−1)|c|
∏|c|
j=1 ℓn−1−cj
(ℓn−1)|c|+1

. (43)

Moreover, if n ≡ 1 modT and ℓp = 0 for p 6≡ 0 modT then κp = 0 for p 6≡ 0 modT .

We define a linear map

πℓ : g̃
D
C −→ Ŝℓ(ĝ

D
C ) (44a)

as follows. For any x ∈ zc ∪ z
′
r and r = 0, . . . , nx − 1 we let

πℓ
(
D
(x)
[r]

)
:=

i

2

∑

p,q≥0

∑

n∈Z
κxp+q−rI

(x)
a,−n,[p]I

a(x)
n,[q] ,

πℓ
(
K
(x)
[r]

)
:= iℓxr1, πℓ

(
I
a(x)
n,[r]

)
:= I

a(x)
n,[r] , (44b)

where κxp := κp(ℓ
x
0 , . . . , ℓ

x
nx−1) for p = 0, . . . , 2nx−2 is given by Lemma 4.1. Note that

the assumption (36) is used here for satisfying the conditions of the lemma. For any
y ∈ z̄c and r = 0, . . . , ny − 1 we let

πℓ
(
D
(y)
[r]

)
:= − i

2

∑

p,q≥0

∑

n∈Z
κyp+q−rI

(y)
a,−n,[p]I

a(y)
n,[q],

πℓ
(
K
(y)
[r]

)
:= −iℓyr1, πℓ

(
I
a(y)
n,[r]

)
:= I

a(y)
n,[r], (44c)

where κyp := κp(ℓ
y
0, . . . , ℓ

y
ny−1) for p = 0, . . . , 2ny − 2 is given again by Lemma 4.1.

In particular, it follows from the reality conditions (37a) and the definition (43) that
κxp = κx̄p for any x ∈ zc∪ z̄c. At the origin, for any r = 0, . . . , n0−1 with r ≡ 0 modT
and any s = 0, . . . , n0 − 1 we let

πℓ
(
D
(0)
[r]

)
:=

i

2

∑

p,q≥0

∑

n∈Z
κ0p+q−rI

(0)
α,−n,[p]I

α(0)
n,[q] ,

πℓ
(
K
(0)
[r]

)
:= iℓ0r1, πℓ

(
I
α(0)
n,[s]

)
:= I

α(0)
n,[s] , (44d)

where κ0p := κp(ℓ
0
0, . . . , ℓ

0
n0−1) for p = 0, . . . , 2n0 − 2 is determined by Lemma 4.1.

Here we used again the assumption that ℓ0n0−1 6= 0 from (36). We note that κ0p = 0
whenever p 6≡ 0 modT , using the last part of Lemma 4.1, so that the double sum
over p, q ≥ 0 restricts to p and q satisfying p + q ≡ 0 modT and hence the implicit
summation over the repeated index α = 1, . . . , dim g(p),C = dim g(q),C in (44d) makes
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sense. Finally, at infinity we set, for r = 0, . . . , n∞ − 2 with r+1 ≡ 0 modT and any
s = 0, . . . , n∞ − 2,

πℓ
(
D
(∞)
[r+1]

)
:=

i

2

∑

p,q≥0

∑

n∈Z
κ∞p+q−r+1I

(∞)
α,−n,[p+1]I

α(∞)
n,[q+1],

πℓ
(
K
(∞)
[r+1]

)
:= iℓ∞r+11, πℓ

(
I
α(∞)
n,[s+1]

)
:= I

α(∞)
n,[s+1], (44e)

where κ∞p+1 := κp+1(0, ℓ
∞
1 , . . . , ℓ

∞
n∞−1) for each p = 0, . . . , 2n∞−4. Note that κp+1(ℓ, ℓ

∞
1 , . . . , ℓ

∞
n∞−1)

does not depend on ℓ whenever p ≤ 2n∞− 4, as can be seen directly from the explicit
formula (43). Now from Lemma 4.1 we have κ∞p+q−r+1 = 0 unless p + q − r + 1 ≡
0 modT , or in other words p + q + 2 ≡ 0 modT , so that the implicit sum over
α = 1, . . . , dim g(−p−1),C = dim g(−q−1),C in (44e) makes sense.

Example 4.2. Let D =
∑

x∈P1 nxx ∈ Div≥1(z). If x ∈ z \ {0,∞} is such that nx = 1
then

πℓ
(
D
(x)
[0]

)
=

i

2ℓx0

∑

n∈Z
I
(x)
a,−n,[0]I

a(x)
n,[0]. (45)

This coincides with the standard expression for the classical Segal-Sugawara operator

L0 in terms of the Kac-Moody algebra generators I
a(x)
n,[0]. If x ∈ z \ {0,∞} is such that

nx = 2 then instead we have

πℓ
(
D
(x)
[0]

)
=

i

ℓx1

∑

n∈Z
I
(x)
a,−n,[0]I

a(x)
n,[1] −

iℓx0
2(ℓx1)

2

∑

n∈Z
I
(x)
a,−n,[1]I

a(x)
n,[1],

πℓ
(
D
(x)
[1]

)
=

i

2ℓx1

∑

n∈Z
I
(x)
a,−n,[1]I

a(x)
n,[1].

(46)

Expression (46) is the classical analogue of the generalised Segal-Sugawara operator

L0 constructed using the generators I
a(x)
n,[0] and I

a(x)
n,[1] of the generalised Takiff algebra

for ĝ, whose quantum counterpart can be found in [3, Theorem 1]. ⊳

Recall the definition of the anti-linear automorphisms c of g̃D
C

and Ŝℓ(ĝ
D
C
) defined

in Proposition 3.10 and §4.1.1 respectively. The proof of the next proposition is a
lengthy but straightforward case by case check from the definition of the map (44),
so we omit it.

Proposition 4.3. The map (44) is a homomorphism of Lie algebras which commutes

with c.

We extend the map (44) to a homomorphism πℓ : S(g̃
D
C
)→ Ŝℓ(ĝ

D
C
) of commutative

algebras. It follows from Proposition 4.3 that the latter is in fact a homomorphism of
Poisson algebras. For each n ∈ Z≥0, the image of Fn

(
S(g̃D

C
)
)
, defined in (39), under

this homomorphism lies in Fn
(
Ŝℓ(ĝ

D
C
)
)
:= ker

(
Ŝℓ(ĝ

D
C
) ։ Sℓ(ĝ

D
C
)/Fn

(
Sℓ(ĝ

D
C
)
))

so that
it extends by continuity to a homomorphism

πℓ : Ŝ(g̃
D
C ) −→ Ŝℓ(ĝ

D
C ). (47)

4.2. Fields.
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4.2.1. Formal fields. Let F denote the completion of the tensor product of complex
vector spaces g̃⊗ g̃D

C
with respect to the descending Z≥0-filtration given by

Fn(g̃⊗ g̃DC ) := Fng̃⊗ c
(
Fng̃

D
C

)
+ Fng̃⊗ Fn(g̃

D
C ) (48)

for all n ∈ Z≥0. We refer to the first tensor factor in F as the auxiliary factor and the
second tensor factor as the operator factor.

We gather the basis (34) of g̃D
C

together into a finite collection of elements of F,
which we will call the formal fields of the dihedral affine Gaudin model, defined as

Ax
[p] := Iã ⊗ I ã(x)[p] , Ax̄

[p] := τIã ⊗ I ã(x̄)[p] , for x ∈ zc (49a)

Ax
[p] := Iã;k,−p ⊗ I ã(x)k[p] , for x ∈ z

k
r , k ∈ ZT , (49b)

where in each case p = 0, . . . , nx − 1, and

A0
[p] := I(−p,α̃) ⊗ I α̃(0)[p] , A∞

[q+1] := I(q+1,α̃) ⊗ I α̃(∞)
[q+1] . (49c)

with p = 0, . . . , n0 − 1 and q = 0, . . . , n∞ − 2. Note in particular that for each x ∈ Z

we have Ax
[p] = 0 whenever p ≥ nx. In order to see that the formal field (49b) indeed

defines an element of F it is enough to note that by a C-linear change of basis, recalling

the definition (13), we may rewrite it equivalently as Ax
[p] = Iã ⊗ I ã(x)[p] making use

of the notation introduced in (33b). Similar considerations apply to the formal fields
(49c) at 0 and ∞.

We equip g̃D
C
= g̃D⊗RC with an action of Π by letting s act trivially and letting t act

by complex conjugation on the second tensor factor, cf. Proposition 3.10. Combining
this with the action (10) of Π on g̃ we obtain an action on the tensor product g̃⊗ g̃D

C
,

cf. (11). Now each subspace Fn(g̃ ⊗ g̃D
C
) given by (48) is preserved by this action of

Π. In other words, Π acts on g̃ ⊗ g̃D
C

by continuous (anti-)linear maps. We extend
this by continuity to an action of Π on F, which we denote by

r : Π −→ AutF, α 7−→ rα. (50)

In order to reflect the fact that the original action of Π on g̃, as given in (10), was
defined in terms of the pair of automorphisms σ, τ ∈ Aut g̃, we will sometimes also
write rs and rt simply as σ and τ , respectively.

Let g̃ ⊗̂ g̃ ⊗̂ g̃D
C

denote the completion of the tensor product g̃⊗ g̃⊗ g̃D
C

with respect

to the descending Z≥0-filtration whose subspace Fn
(
g̃ ⊗̂ g̃ ⊗̂ g̃D

C

)
, n ∈ Z≥0 is defined

as in §A.2. The following proposition describes identities in g̃ ⊗̂ g̃ ⊗̂ g̃D
C

so that in the

notation of §A.2 we have a = b = g̃, c = g̃D
C

and A = C (hence we do not include the
superfluous tensor factor in A). Note that although the elements in the third tensor

factor all belong to the Lie algebra g̃D
C
⊂ Ŝ(g̃D

C
), we prefer to use the Poisson bracket

notation (40) for their Lie bracket to emphasise that they ought be regarded as ‘linear’

functions in the complexified algebra of formal observables Ŝ(g̃D
C
). Moreover, in order

to conform to the standard notation, cf. Corollary 4.5 below, we shall also drop the
tensor index 3 corresponding to the operator factor, in the terminology introduced in
§4.2.1. For instance, instead of Ax

[p]13 we shall simply write Ax
[p]1.
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Proposition 4.4. The collection of non-zero Poisson brackets between the elements

of F defined in (49) reads
{
Ax

[p]1,A
x
[q]2

}
= −

[
C̃12,A

x
[p+q]2

]
, (51a)

for each x ∈ Z
′ with p, q = 0, . . . , nx − 1, and

{
A0

[p]1,A
0
[q]2

}
= −

[
C̃

(p)
12 ,A

0
[p+q]2

]
,

{
A∞

[r+1]1,A
∞
[s+1]2

}
= −

[
C̃

(−r−1)
12 ,A∞

[r+s+2]2

]
,

(51b)
for p, q = 0, . . . , n0 − 1 and r, s = 0, . . . , n∞ − 2.

Proof. From its definition in Proposition 3.10, g̃D
C

is a direct sum of complexified Lie
algebras g̃nxx⊗R C attached to each point x ∈ z. It follows from the definition of the
formal fields (49) and using Proposition 3.10 that {Ax

[p]1,A
y
[q]2} = 0 for any distinct x

and y in Z. To show (51a) for x ∈ zc, note that for such x we have

Iã ⊗ Ib̃ ⊗
[
I
ã(x)
[p] , I

b̃(x)
[q]

]
= Iã ⊗ Ib̃ ⊗

[
I ã, I b̃

](x)
[p+q]

= −Iã ⊗
[
I ã, I

b̃

]
⊗ I b̃(x)[p+q], (52)

using first the fact that X ⊗ εpx 7→ X
(x)
[p] is a homomorphism of complex Lie algebras,

since it is a composition of the isomorphism (33a) with the natural embedding Tnx
x g̃ →֒

Tnx
x g̃⊕ T

nx
x g̃, followed by Lemma 2.3.

The relation (51a) for x ∈ z̄c simply follows from applying the anti-linear involution

τ ⊗ τ ⊗ c to the equality (51a) for x ∈ zc and noting that τIã ⊗ τI ã = C̃12, by the
τ -invariance (12) of the bilinear form on g̃.

In order to prove (51a) holds for x ∈ z
′
r, recall that the formal field at such a point

can be rewritten as Ax
[p] = Iã⊗ I ã(x)[p] . The result then follows by the same calculation

as above in (52), using the fact that (33b) is a homomorphism of complex Lie algebras
followed by Lemma 2.3.

The first relation in (51b) for the formal fields at the origin follow from a similar
calculation, namely

I(−p,α̃) ⊗ I(−q,β̃) ⊗
[
I
α̃(0)
[p] , I

β̃(0)
[q]

]
= I(−p,α̃) ⊗ I(−q,β̃) ⊗ [I(p,α̃), I(q,β̃)]

(0)
[p+q]

= −I(−p,α̃) ⊗ [I(p,α̃), I
(−p−q,β̃)]⊗ I

β̃(0)
[p+q]

where in the first step we used the fact that (33c) with x = 0 is a homomorphism of
complex Lie algebras and in the last line we used the second part of Lemma 2.3. The
proof of the second relation in (51b) is analogous. �

4.2.2. Classical fields. Recall the homomorphisms of Lie algebras ̺ and πℓ introduced
in §2.2.3 and §4.1, respectively. Consider their tensor product, namely the linear map
̺ ⊗ πℓ : g̃ ⊗ g̃D

C
→ Conng(S

1) ⊗ Ŝℓ(ĝDC ). Given the descending Z≥0-filtration on its
domain with the subspaces (48), we endow its codomain with the image descending
Z≥0-filtration whose subspaces are defined by (̺⊗ πℓ)

(
Fn(g̃⊗ g̃D

C
)
)

for each n ∈ Z≥0.

Let Conng(S
1) ⊗̂ Ŝℓ(ĝDC ) denote the corresponding completion. By construction, the

map ̺⊗πℓ is then continuous at the origin and hence uniformly continuous by linearity
so that it extends to the respective completions ̺⊗ πℓ : F→ Conng(S

1) ⊗̂ Ŝℓ(ĝDC ).
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To describe the image of the formal fields defined in (49) under the homomor-
phism ̺⊗ πℓ, it is convenient to introduce the following elements of the inverse limit
T (S1) ⊗̂ ĝD

C,ℓ := lim←−
(
T (S1) ⊗ ĝD

C,ℓ

)/
Fn
(
T (S1) ⊗ ĝD

C,ℓ

)
where Fn

(
T (S1) ⊗ ĝD

C,ℓ

)
:=

Fn
(
T (S1)

)
⊗ c
(
Fn(ĝ

D
C,ℓ)
)
+ Fn

(
T (S1)

)
⊗ Fn(ĝ

D
C,ℓ) for all n ∈ Z≥0. To every point

x ∈ zc ∪ z
′
r and y ∈ z̄c we associate the classical fields Aa,x[p]

:=
∑

n∈Z e−n ⊗ I
a(x)
n,[p]

and Aa,y[q]
:=
∑

n∈Z en ⊗ I
a(y)
n,[q], labelled by a = 1, . . . , dim g, p = 0, . . . , nx − 1 and

q = 0, . . . , ny − 1. Here we use the notation from §3.4.2. Likewise, to the ori-

gin and the point at infinity we associate the classical fields Aα,0[p]
:=
∑

n∈Z e−n ⊗
I
α(0)
n,[p] , and Aβ,∞[q+1]

:=
∑

n∈Z e−n ⊗ I
β(∞)
n,[q+1], labelled by α = 1, . . . , dim g(p),C, β =

1, . . . , dim g(−q−1),C, p = 0, . . . , n0 − 1 and q = 0, . . . , n∞ − 2. We then gather all
these classical fields at each point in Z into g-valued classical fields, belonging to
T (S1, g) ⊗̂ ĝD

C,ℓ := g⊗T (S1) ⊗̂ ĝD
C,ℓ and defined by

Ax[p] := Ia ⊗Aa,x[p] , A0
[q] := I(−q,α) ⊗Aα,0[q] , A∞

[r+1] := I(r+1,α) ⊗Aα,∞[r+1], (53)

for all x ∈ Z
′, p = 0, . . . , nx − 1, q = 0, . . . , n0 − 1 and r = 0, . . . , n∞ − 2. We may

now describe the image of the formal fields (49) under ̺⊗ πℓ as g-valued connections
on S1 with components given by the g-valued classical fields in (53), namely

(̺⊗πℓ)Ax
[p] = ℓxp∂+A

x
[p], (̺⊗πℓ)A0

[q] = ℓ0q∂+A
0
[q], (̺⊗πℓ)A∞

[r+1] = ℓ∞r+1∂+A
∞
[r+1],

(54)

where we suppressed the tensor product with 1 ∈ Ŝℓ(ĝ
D
C
) in the derivative terms.

We recall here that Ia is by definition a basis of the real form g0, cf. §2.1.1, so that
τIa = Ia.

Recall the Dirac δ-distribution δθθ′ introduced in §2.2.3. In what follows we shall
also need its derivative δ′ :=

∑
n∈Z e

′
n ⊗ e−n =

∑
n∈Z inen ⊗ e−n ∈ T (S1) ⊗̂T (S1),

with the property that for any θ ∈ S1, δ′(θ, ·) is a distribution on S1 sending a test
function f ∈ T (S1) to f ′(θ). We use the shorthand notation δ′θθ′ for δ′(θ, θ′).

Corollary 4.5. The non-trivial Poisson brackets between the g-valued classical fields

(53) read

{
Ax[p]1(θ), A

x
[q]2(θ

′)
}
= −

[
C12, A

x
[p+q]2(θ)

]
δθθ′ − ℓxp+qC12δ

′
θθ′ ,

for each x ∈ Z
′ with p, q = 0, . . . , nx − 1, and

{
A0

[p]1(θ), A
0
[q]2(θ

′)
}
= −

[
C

(p)
12 , A

0
[p+q]2(θ)

]
δθθ′ − ℓ0p+qC

(p)
12 δ

′
θθ′ ,

{
A∞

[r+1]1(θ), A
∞
[s+1]2(θ

′)
}
= −

[
C

(−r−1)
12 , A∞

[r+s+2]2(θ)
]
δθθ′ − ℓ∞r+s+2C

(−r−1)
12 δ′θθ′ ,

for p, q = 0, . . . , n0 − 1 and r, s = 0, . . . , n∞ − 2.

Proof. This follows from applying the tensor product of Lie algebra homomorphisms
̺⊗ ̺⊗ πℓ to the identities in Proposition 4.4, and using (54) together with (17) and

the analogous relation for C̃(j). We also make use of the fact that ∂θ′δθθ′ = −δ′θθ′ . �
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4.3. Canonical element. Recall the dual pair (ΩΠ
D
(g̃), g̃D, 〈〈·, ·〉〉) of Proposition 3.8.

Given the dual bases {IA} of g̃D and {IA} of ΩΠ
D
(g̃) introduced in (30) and (31)

respectively, we can consider the corresponding canonical element IA ⊗ IA living in
a suitable completion of the tensor product ΩΠ

D
(g̃) ⊗R g̃D over R defined below. It

can be naturally rewritten as a linear combination of formal fields from §4.2.1 with
coefficients given by meromorphic differentials on P

1. This expression, in Proposition
4.6, will be related to the (formal) Lax matrix of the dihedral affine Gaudin model.

By regarding g̃ ⊗R g̃D as a complex vector space with scalar multiplication acting
in the first tensor factor, we get an isomorphism of complex vector spaces g̃⊗R g̃D ∼=C

g̃⊗ g̃D
C
. In turn, taking the tensor product with ΩΠD induces a linear isomorphism

ζ : ΩΠD(g̃)⊗R g̃D
∼−→ ΩΠD

(
g̃⊗ g̃DC

)
, (55)

where we made use of the notation (27). Given any X ∈ g̃, ̟ ∈ ΩΠD and Y ∈ g̃D, the
linear map in (55) is given explicitly by ζ(X⊗̟⊗RY ) = X⊗(Y ⊗R1)⊗̟, where here
we denote the tensor products over R explicitly by a subscript. Recalling the action
of Π on the subspace ΩΠD(g̃) ⊂ ΩΠz(g̃) defined by (24), we extend it to an action on
ΩΠD(g̃) ⊗R g̃D by letting it act trivially on the second tensor factor. The map (55)
can then be made Π-equivariant if we define the action of Π on ΩΠD

(
g̃⊗ g̃D

C

)
through

the homomorphism Π →֒ AutΩΠD

(
g̃ ⊗ g̃D

C

)
, α 7→ α̂ given explicitly by α̂(X ⊗̟) :=

rαX⊗α.̟ for any α ∈ Π, X ∈ g̃⊗ g̃D
C

and ̟ ∈ ΩΠD, where the action of Π on g̃⊗ g̃D
C
,

denoted here α 7→ rα, was defined in §4.2.1.
The linear isomorphism (55) becomes continuous if we equip its codomain with the

descending Z≥0-filtration given by the subspaces ΩΠD(Fn(g̃ ⊗ g̃D
C
)), cf. (48), and its

domain with the induced descending Z≥0-filtration whose subspaces are

Fn
(
ΩΠD(g̃)⊗R g̃D

)
:= ζ−1

(
ΩΠD(Fn(g̃⊗ g̃DC ))

)
, (56)

for n ∈ Z≥0. Let ΩΠD(g̃) ⊗̂R g̃D be the completion of the tensor product ΩΠD(g̃)⊗R g̃
D

with respect to (56). We note that the action of Π on ΩΠD(g̃) ⊗R g̃D preserves the
subspaces (56) and therefore extends to the completion ΩΠD(g̃) ⊗̂R g̃D. We obtain a
Π-equivariant linear isomorphism

ζ : ΩΠD(g̃) ⊗̂R g̃D
∼−→ ΩΠD(F). (57)

Here we have used the fact that the completion of the codomain of the isomorphism
(55) with respect to the descending Z≥0-filtration with subspaces ΩΠD(Fn(g̃ ⊗ g̃D

C
))

is ΩΠD(F), where we use again the notation (27). Note that the action of Π on the
latter is given by the homomorphism Π →֒ AutΩΠD(F), α 7→ α̂ defined explicitly by
α̂(X ⊗̟) := rαX ⊗ α.̟ for any α ∈ Π, X ∈ F and ̟ ∈ ΩΠD, where the action of Π
on F is given in (50).

Now the Π-invariant subspace (ΩΠD(g̃) ⊗̂R g̃D)Π of the completion ΩΠD(g̃) ⊗̂R g̃D

coincides with the completion ΩΠ
D
(g̃) ⊗̂R g̃D of the tensor product ΩΠ

D
(g̃) ⊗R g̃D with

respect to the descending Z≥0-filtration defined by the subspaces Fn
(
ΩΠ
D
(g̃)⊗R g̃

D
)
:=

ζ−1
((
ΩΠD(Fn(g̃ ⊗ g̃D

C
))
)Π)

. If we define the subspace of Π-invariants ΩΠ
D
(F) :=

ΩΠD(F)
Π, then the restriction of (57) to the subspace ΩΠ

D
(g̃) ⊗̂R g̃D yields a linear
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isomorphism with ΩΠ
D
(F) which we denote by the same symbol, namely

ζ : ΩΠ
D(g̃) ⊗̂R g̃D

∼−→ ΩΠ
D(F). (58)

Proposition 4.6. The canonical element Φ := IA⊗IA of the dual pair (ΩΠ
D
(g̃), g̃D, 〈〈·, ·〉〉),

where the tensor product is over R and the infinite sum over the repeated multi-index

A is implicit, defines an element of the completion ΩΠ
D
(g̃) ⊗̂R g̃D. Its image under the

linear isomorphism (58) reads

ζ(Φ) =
1

T

T−1∑

k=0

ŝk


∑

x∈Z′

∑

p≥0

Ax
[p]

(z − x)p+1
dz


+

∑

p≥0

A0
[p]z

−p−1dz −
∑

q≥0

A∞
[q+1]z

qdz. (59)

Proof. The proof of both statements, namely that Φ lives in ΩΠ
D
(g̃) ⊗̂R g̃D and that

its image under (58) is of the form (59), rely on very similar computations. Since
our main focus is to prove (59), we choose to begin by proving the second statement
assuming that the infinite sum over A in Φ makes sense and then comment on the
proof of the first. We work separately on the dual basis elements of g̃D and ΩΠ

D
(g̃)

associated with points in zc, z
′
r and zf .

Consider first basis elements associated with a complex point x ∈ zc. We may write
the elements (31a) from the basis (31) of ΩΠ

D
(g̃) as

1

2T

∑

α∈Π
α̂

(
Iãdz

(z − x)p+1

)
=

1

2T

T−1∑

k=0

ω−kσkIãdz
(ω−kz − x)p+1

+
1

2T

T−1∑

k=0

ω−kσkτIãdz
(ω−kz − x̄)p+1

,

1

2T

∑

α∈Π
α̂

( −iIãdz
(z − x)p+1

)
= − 1

2T

T−1∑

k=0

iω−kσkIãdz
(ω−kz − x)p+1

+
1

2T

T−1∑

k=0

iω−kσkτIãdz
(ω−kz − x̄)p+1

.

Taking their tensor product over R with the corresponding dual basis elements of g̃D

given in (30a) we obtain
(

1

2T

T−1∑

k=0

ω−kσkIãdz
(ω−kz − x)p+1

+
1

2T

T−1∑

k=0

ω−kσkτIãdz
(ω−kz − x̄)p+1

)
⊗ (I ã ⊗ εpx)

+

(
− 1

2T

T−1∑

k=0

iω−kσkIãdz
(ω−kz − x)p+1

+
1

2T

T−1∑

k=0

iω−kσkτIãdz
(ω−kz − x̄)p+1

)
⊗ (iI ã ⊗ εpx), (60)

where the tensor product between the expressions in brackets is over R and as usual
the summation over repeated Lie algebra indices ã is implicit. Applying the linear
map (58) to the latter we may rewrite it as

1

T

T−1∑

k=0

ω−kσkIãdz
(ω−kz − x)p+1

⊗ I ã(x)[p] +
1

T

T−1∑

k=0

ω−kσkτIãdz
(ω−kz − x̄)p+1

⊗ I ã(x̄)[p]

=
1

T

T−1∑

k=0

ŝk

[(
Ax

[p]

(z − x)p+1
+

Ax̄
[p]

(z − x̄)p+1

)
dz

]
.

To show that the infinite sum in (60) indeed defines an element of the completion
ΩΠ
D
(g̃) ⊗̂R g̃D, consider the same expression but where instead of summing over the
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index ã we replace the dual basis elements Iã and I ã respectively by Ia,−n and Ian
for some fixed n ∈ Z. Then by applying the linear map in (55) to this we obtain an

element of
(
ΩΠD(F|n|(g̃ ⊗ g̃D

C
))
)Π

. We therefore deduce that the original element of

ΩΠ
D
(g̃) ⊗R g̃D we started with lives in F|n|

(
ΩΠ
D
(g̃) ⊗R g̃D

)
, by definition of the latter.

In particular, it follows that the infinite sum in (60) defines an element of the inverse
limit ΩΠ

D
(g̃) ⊗̂R g̃D.

Next, for a non-fixed real point x ∈ z
k
r , the elements (31b) from the basis (31) of

ΩΠ
D
(g̃) read

1

T

∑

α∈Γ
α̂

(
Iã;k,−pdz

(z − x)p+1

)
=

1

T

T−1∑

k=0

ω−kσkIã;k,−pdz

(ω−kz − x)p+1
.

Their tensor product with the elements I ãk,p ⊗ ε
p
x from the dual basis of g̃D can then

be rewritten, after formally applying the linear map (58) and recalling the notation
(34b), as

1

T

T−1∑

k=0

ω−kσkIã;k,−pdz

(ω−kz − x)p+1
⊗ I ã(x)k[p] =

1

T

T−1∑

k=0

ŝk

[
Ax

[p]

(z − x)p+1
dz

]
.

The same argument as above applies to show that the terms in Φ corresponding to a
non-fixed real point x ∈ z

k
r belong to the right completion. Specifically, we consider

the tensor product

1

T

T−1∑

k=0

ω−kσkIã;k,−pdz

(ω−kz − x)p+1
⊗ (I ãk,p ⊗ ǫpx)

over R, where there is no implicit sum over ã but instead I ãk,p is a particular basis

element from (13a) and Iã;k,−p is its dual basis element from (13b). Applying the

linear map (55) yields an element of
(
ΩΠD(Fn(g̃ ⊗ g̃D

C
))
)Π

for some n ∈ Z≥0, from

which it follows that the above belongs to Fn
(
ΩΠ
D
(g̃)⊗R g̃D

)
as required.

Finally, the tensor product over R of the basis elements (31c) of ΩΠ
D
(g̃) with the

basis elements (30c) of g̃D gives the last two terms in (59) after formally applying
the linear map (58). The proof that we have in this case as well an element of the
completion ΩΠ

D
(g̃) ⊗̂R g̃D is as above. �

4.4. Classical
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4.4.1. Lax matrix algebra. We define the formal Lax matrix L ∈ F⊗ RΠz by writing
ζ(Φ) = L(z)dz. Explicitly, from the expression (59) for ζ(Φ) we obtain

L(z) =
1

T

T−1∑

k=0

∑

x∈Z′

∑

p≥0

ω−kσkAx
[p]

(ω−kz − x)p+1
+
∑

p≥0

A0
[p]z

−p−1 −
∑

q≥0

A∞
[q+1]z

q. (62)

Since Φ ∈ ΩΠ
D
(g̃) ⊗̂R g̃D by Proposition 4.6, its image ζ(Φ) ∈ ΩΠ

D
(F) under the isomor-

phism (58) is Π-invariant by construction. Recalling the action of Π on ΩΠD(F)
in §4.3, it follows that the formal Lax matrix is Π-equivariant in the sense that
σL(z) = ωL(ωz) and τL(z) = L(z̄).

In the following proposition we make use of the tensor index notation from §A.2
with a = b = g̃, c = g̃D

C
and where A is the algebra of rational functions on C

2, with
coordinates z, z′. Moreover, as in Proposition 4.4 we drop the index 3 for the operator
factor and use the Poisson bracket (40) to denote its Lie bracket.

Proposition 4.7. The bracket of the formal Lax matrix takes the form

{L1(z),L2(z
′)} = [
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where A denotes here the algebra of rational functions on C
2, with coordinates z, z′.

Applying to it the linear map ̺⊗ ̺⊗ id we obtain, cf. (17),

(
(̺⊗ ̺⊗ id)
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We extend (68) in the obvious way to a bilinear map (·|·) : F ⊗ RΠz × F ⊗ RΠz →
Ŝ(g̃D

C
) ⊗ RΠz, by sending the pair (X ⊗ f,Y ⊗ g) for any X,Y ∈ F and f, g ∈ RΠz to

(X|Y)⊗ fg.
Recall the formal Lax matrix L ∈ F⊗RΠz from §4.4.1. The following proposition

is to be compared with [88, Proposition 2.5] corresponding to the case of a quantum
cyclotomic Gaudin model associated with a semisimple Lie algebra g.

Proposition 4.9. We have

1

2

(
L(z)

∣∣L(z)
)
=

1

T 2

T−1∑

k=0

∑

x∈Z′

∑

p≥0

ωk(p−1)Hx
p

(z − ωkx)p+1
+

∑

p≥0
p≡1modT

H0
pz

−p−1 +
∑

q≥0
q+2≡0modT

H∞
q z

q,

where the formal quadratic Gaudin Hamiltonians in Ŝ(g̃D
C
) are given by

Hx
p :=

T−1∑

ℓ=0

∑

y∈Z′∪{0}
(ℓ,y) 6=(0,x)

∑

q,s≥0

(
q + s

s

)
(−1)s

ωℓq
(
Ax

[p+s]

∣∣σℓAy
[q]

)

(x− ωℓy)q+s+1

− T
∑

q,s≥0

(
q

s

)
xq−s

(
Ax

[p+s]

∣∣A∞
[q+1]

)
+ 1

2

p−1∑

q=0

(
Ax

[q]

∣∣Ax
[p−q−1]

)
, (69a)

for all x ∈ Z
′ and p = 0, . . . , 2nx − 1,

H0
p =

1

T

∑

x∈Z′

∑

q,s≥0

(−1)q+1

(
q + s

s

)(
A0

[p+s]

∣∣Ax
[q]

)

xq+s+1
−
∑

q≥0

(
A0

[p+q]

∣∣A∞
[q+1]

)
+

p−1∑

q=0

1

2

(
A0

[p−q−1]

∣∣A0
[q]

)
,

(69b)

for p = 0, . . . , 2n0 − 1 such that p ≡ 1modT , and

H∞
q = −

∑

x∈Z′

∑

p,s≥0

(
s

p

)
xs−p

(
Ax

[p]

∣∣A∞
[q+s+2]

)
−
∑

p≥0

(
A0

[p]

∣∣A∞
[q+p+2]

)
+

q∑

p=0

1

2

(
A∞

[p+1]

∣∣A∞
[q−p+1]

)
,

(69c)

for all q = 0, . . . , 2n∞ − 4 such that q + 2 ≡ 0modT .

4.5.1. Lax equations.

Proposition 4.10. The formal quadratic Gaudin Hamiltonians from Proposition 4.9

Poisson commute, i.e. {Hx
p ,H

y
q} = 0, for any pair of points x, y ∈ Z and p, q ∈ Z≥0.

Moreover, we have the Lax equations {Hx
p ,L(z)} = [Mx

p(z),L(z)] for every x ∈ Z,

where

Mx
p(z) :=

T−1∑

ℓ=0

∑

s≥0

σℓAx
[p+s]

(ω−ℓz − x)s+1
, M0

q(z) :=
∑

s≥0

A0
[q+s]z

−s−1, M∞
r (z) :=

∑

s≥0

A∞
[r+s+2]z

s

for all x ∈ Z
′ and for p = 0, . . . , 2nx − 1, q = 0, . . . , 2n0 − 1 and r = 0, . . . , 2n∞ − 4

with q ≡ 1modT and r + 2 ≡ 0modT .
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We define the local quadratic Gaudin Hamiltonians in Ŝℓ(ĝ
D
C
) as Hx

p := πℓ(H
x
p) and

H∞
q := πℓ(H

∞
q ) for all x ∈ Z \ {∞} with p = 0, . . . , 2nx − 1 and q = 0, . . . , 2n∞ − 4.

Following the discussion in §4.4.2, we apply the linear map ̺⊗πℓ⊗id to the element
Mx
p ∈ F ⊗ RΠz from Proposition 4.10. It follows from the assumption (36) made at

the start of this section and the explicit form of Mx
p in Proposition 4.10 that the result

takes the form, cf. (64),

(̺⊗ πℓ ⊗ id)Mx
p(z) = ϕxp(z)

(
∂ + M

x
p (z)

)
∈ Conng(S

1) ⊗̂ ĝDC,ℓ ⊗RΠz,

where ϕxp(z) ∈ RΠz is not identically zero provided p ≤ nx − 1 when x ∈ Z \ {∞}
and p ≤ n∞ − 3 for the point at infinity. Here ϕxp(z)M

x
p (z) ∈ T (S1, g) ⊗̂ ĝD

C,ℓ ⊗ RΠz

is a linear combination of the g-valued classical fields (53) with coefficients given by
rational functions in z with poles in Πz. In §5.3.3 below we will consider also the case
where the assumption (36) fails in the context of affine Toda field theory.

Corollary 4.11. The local quadratic Gaudin Hamiltonians Poisson commute. More-

over, we have zero curvature equations {Hx
p ,L (z)} = ∂N x

p (z)+[L (z),N x
p (z)], where

N x
p (z) := ϕxp(z)

(
L (z)−M x

p (z)
)
.

4.5.2. Hamiltonian and momentum. In all the examples of integrable field theories
discussed in §5 below, the Hamiltonian of the model will be related to a specific linear
combination of the formal quadratic Gaudin Hamiltonians introduced in Proposition
4.9. Recall that the latter are associated with the set Πz of poles of the twist function
and appear as coefficients in the partial fraction decomposition of 1

2

(
L(z)

∣∣L(z)
)
. The

Hamiltonian of a specific model will instead be naturally associated with zeroes of the
twist function. Specifically, to each zero x ∈ P

1 of the twist function, i.e. such that
ϕ(x) = 0, we associate a formal quadratic Hamiltonian

Hx := resx
1

2

(
L(z)

∣∣L(z)
)
ϕ(z)−1dz. (70)

It is given by a linear combination of the formal quadratic Gaudin Hamiltonians from
Proposition 4.9. We can then associate with (70) a local Hamiltonian by applying to

it the homomorphism πℓ from §4.1.2, namely Hx := πℓ(Hx) ∈ Ŝℓ(ĝDC ).
We shall also need the local momentum of the integrable field theory, which is

an element P ∈ Ŝℓ(ĝ
D
C
) whose Poisson bracket with any classical field, cf. §4.2.2,

is equal to its derivative, i.e. {P,Ax[p]} = ∂Ax[p] and {P,A∞
[q+1]} = ∂A∞

[q+1] for all

x ∈ Z \ {∞} with p = 0, . . . , nx − 1 and q = 0, . . . , n∞ − 2. For every example of
dihedral affine Gaudin model considered in §5 we always have n∞ ≤ 2, cf. §3.4. If
n∞ = 1 then there is no classical field attached to infinity, as will be the case in §5.2.
When n∞ = 2 the only g-valued classical field at infinity is A∞

[1] which turns out to be

a Casimir of the Poisson bracket (42), see Corollary 4.5. By a suitable modification of
the homomorphism πℓ from §4.1.2 we will set this Casimir to a constant in both §5.1
and §5.3. In each of these cases the local momentum can be defined as P := πℓ(P)
with the formal momentum given by

P := −i
∑

x∈z\{∞}
D
(x)
[0] + i

∑

x∈zc
D
(x̄)
[0] . (71)
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By inspection, cf. also the proof of Proposition 4.13 in §4.5.3 below, we see it Poisson
commutes with the formal quadratic Gaudin Hamiltonians defined in Proposition 4.9,
i.e. we have {P,Hx

p} = 0 for all x ∈ Z and p ≥ 0.

4.5.3. Constraints and Hamiltonian reduction. The integrable field theories discussed
in §5.2 below all possess Hamiltonian constraints. To account for such constraints, in
this section we introduce a set of first class constraints in the dihedral affine Gaudin
model and describe the associated Hamiltonian reduction of the complexified Poisson
algebra of formal observables Ŝ(ĝD

C
). The reduction remains non-trivial when passing

to the complexified Poisson algebra of local observables Ŝℓ(ĝ
D
C
) provided the tuple of

levels ℓ satisfies an extra condition.
We introduce the formal constraint C := res∞ ζ(Φ) =

∑
x∈Z\{∞} π(0)A

x
[0] ∈ F,

where the second equality follows from the explicit form of the formal Lax matrix in
(62). This can be rewritten explicitly as

C = D⊗ iK+ K⊗ iP+
∑

n∈Z
I(0,α),−n ⊗ Cαn (72)

where P is the formal momentum given by (71), we introduced K := −i∑x∈z\{∞} K
(x)
[0] +

i
∑

x∈zc K
(x̄)
[0] and the modes Cαn :=

∑
x∈z\{∞}

(
I
(0,α)
n

)(x)
[0]

+
∑

x∈zc
(
I
(0,α)
−n

)(x̄)
[0]

with α =

1, . . . , dim g(0),C and n ∈ Z of the formal constraint C. Note that K lies in the

Poisson centre of Ŝ(g̃D
C
) and that Cαn ∈ Fn(g̃

D
C
) and Cα−n ∈ c

(
Fn(g̃

D
C
)
)

for all α =
1, . . . , dim g(0),C and n ∈ Z≥0, recalling the definition of the pair of conjugate de-

scending Z≥0-filtrations on g̃D
C

introduced in §4.1.

Let JC denote the ideal of the commutative algebra S(g̃D
C
) generated by K and Cαn

for all α = 1, . . . , dim g(0),C and every n ∈ Z. Let ĴC := lim←− JC
/(
JC ∩ Fn

(
S(g̃D

C
)
))

be

the corresponding ideal of the completion Ŝ(g̃D
C
). We would like to set K and every

Cαn for α = 1, . . . , dim g(0),C and n ∈ Z to zero. In other words, we want to impose
the set of constraints

K ≈ 0, Cαn ≈ 0 (73)

for α = 1, . . . , dim g(0),C and n ∈ Z. However, simply working in the quotient algebra

Ŝ(g̃D
C
)
/
ĴC is not enough since the latter is not a Poisson algebra. Indeed, although ĴC

is an ideal of Ŝ(g̃D
C
) it is not a Poisson ideal, i.e. we do not have {Ŝ(g̃D

C
), ĴC} ⊂ ĴC.

Proposition 4.12. The ideal ĴC ⊂ Ŝ(g̃DC ) is a Poisson subalgebra, i.e. {ĴC, ĴC} ⊂ ĴC.
In other words, the set of constraints in (73) is first class.

Consider the normaliser of ĴC in Ŝ(g̃D
C
) defined byN(ĴC) :=

{
X ∈ Ŝ(g̃D

C
)
∣∣ {X , ĴC} ⊂

ĴC
}
. This is the subalgebra of first class elements in Ŝ(g̃D

C
). By Proposition 4.12 we

have that ĴC is contained in N(ĴC), but then by definition of N(ĴC) it is in fact a

Poisson ideal. The subquotient Ŝ(g̃D
C
)red := N(ĴC)

/
ĴC is therefore a Poisson alge-

bra, called the Hamiltonian reduction of Ŝ(g̃D
C
) with respect to the set of first class

constraints given in (73). It consists of equivalence classes of first class observables



ON INTEGRABLE FIELD THEORIES AS DIHEDRAL AFFINE GAUDIN MODELS 41

in Ŝ(g̃D
C
), where two such observables are considered equivalent if they differ by an

element of ĴC, i.e. a term proportional to the constraints.

Proposition 4.13. Let n∞ = 1 in the notation of §3.4. Then the formal momentum

P and the collection of formal quadratic Gaudin Hamiltonians Hx
p for every x ∈ Z and

p ≥ 0 all belong to N(ĴC). Hence they descend to the Hamiltonian reduction Ŝ(g̃D
C
)red.

The set of elements K and Cαn, α = 1, . . . , dim g(0),C, n ∈ Z is seen to be invariant

under the anti-linear automorphism c : g̃D
C
→ g̃D

C
using Proposition 3.10. Specifically,

c(K) = K and c(Cαn) = Cα−n for all α = 1, . . . , dim g(0),C and n ∈ Z. It follows that the

ideal ĴC is stable under the action of the extension of the anti-linear automorphism
c to the completion Ŝ(g̃D

C
) defined in §4.1. In particular, its normaliser N(ĴC) is also

stable since the anti-linear map c is an automorphism of the Poisson algebra Ŝ(g̃D
C
).

We may therefore consider the real subalgebra Ŝ(g̃D
C
)cred of fixed points under c in the

Hamiltonian reduction Ŝ(g̃D
C
)red.

Since the linear map πℓ in (47) is a homomorphism of Poisson algebras, it sends

the ideal and Poisson subalgebra ĴC of Ŝ(g̃D
C
) from Proposition 4.12 to an ideal and

Poisson subalgebra πℓ(ĴC) of Ŝℓ(ĝ
D
C
). Let us describe the latter more explicitly.

Recall from §4.1.1 that, given any element X
(x)
[p] ∈ ĝD

C
with x ∈ Z \ {∞}, X ∈ Lg

and p = 0, . . . , nx − 1, we denote its image in ĝD
C,ℓ by the same symbol. In particular,

we will also keep the same notation for the image in ĝD
C,ℓ of the modes Cαn of the

formal constraint, so that πℓ(C
α
n) = Cαn for every α = 1, . . . , dim g(0),C and n ∈ Z,

cf. the definition (44). On the other hand, the central element K is sent to πℓ(K) =(∑
x∈Z\{∞} ℓ

x
0

)
1 ∈ Ŝℓ(ĝDC ). In other words, πℓ(ĴC) is a proper ideal of Ŝℓ(ĝ

D
C
) if and

only if the tuple of levels ℓ satisfies the condition

res∞ ϕ(z)dz =
∑

x∈Z\{∞}
ℓx0 = 0. (74)

In the remainder of this section we will assume this condition to hold. Then applying
the homomorphism ̺ ⊗ πℓ to the formal constraint (72) we obtain the g(0)-valued

classical field (̺⊗ πℓ)C =
∑

n∈Z(I(0,α) ⊗ e−n)⊗ Cαn in T (S1, g) ⊗̂ ĝD
C,ℓ, where we note

that the derivative term disappeared by virtue of the conditions (74).
Since the linear map πℓ in (47) is a homomorphism of Poisson algebras it maps ele-

ments of N(ĴC) into the normaliser of πℓ(ĴC) in Ŝℓ(ĝ
D
C
), namely N

(
πℓ(ĴC)

)
:=
{
X ∈

Ŝℓ(ĝ
D
C
)
∣∣ {X , πℓ(ĴC)} ⊂ πℓ(ĴC)

}
. In other words, by restricting (47) to the normaliser

N(ĴC) ⊂ Ŝ(g̃D
C
) we obtain a homomorphism of Poisson algebras πℓ : N(ĴC) −→

N
(
πℓ
(
ĴC)
)
, which sends the subalgebra of first class formal observables in Ŝ(g̃D

C
) to

the subalgebra of first class local observables in Ŝℓ(ĝ
D
C
).

As in the formal setting, the ideal πℓ(ĴC) of Ŝℓ(ĝ
D
C
) is contained in N

(
πℓ(ĴC)

)
, and

by definition of the latter it follows that πℓ(ĴC) is in fact a Poisson ideal of N
(
πℓ(ĴC)

)
.

The corresponding subquotient

Ŝℓ(ĝ
D
C )red := N

(
πℓ(ĴC)

)/
πℓ(ĴC)



42 BENOÎT VICEDO

is therefore a Poisson algebra. It is the Hamiltonian reduction of Ŝℓ(ĝ
D
C
) with respect

to the set of first class constraints Cαn ≈ 0 for α = 1, . . . , dim g(0),C and n ∈ Z, i.e.

(̺⊗ πℓ)C ≈ 0. Finally, the c-equivariance of πℓ, cf. Proposition 4.3, ensures that the

ideal πℓ(ĴC) of Ŝℓ(ĝ
D
C
) and its normaliser N

(
πℓ(ĴC)

)
are both stable under the action

of c so that we can consider the real subalgebra Ŝℓ(ĝ
D
C
)cred of fixed points under c in

Ŝℓ(ĝ
D
C
)red.

5. Examples of non-ultralocal field theories

In this section we explicitly show how all the classical integrable field theories listed
in Table 1 of the introduction can be formulated as dihedral affine Gaudin models.

In the case of the principal chiral model and its various multi-parameter integrable
deformations, discussed in §5.1, the affine Gaudin model formulation exactly matches
the conventional description of these models for an arbitrary real finite-dimensional
Lie group. We relate the standard notation for the Lie algebra valued fields and Lax
matrix of these models to the notation introduced in §4.2.2 and §4.4.2, respectively,
in the context of a general classical dihedral affine Gaudin model.

In §5.2 we turn to the description of ZT -graded coset σ-models and their integrable
deformations. Here as well, the affine Gaudin model formulation of these models
exactly matches the standard one. More precisely, for the symmetric space σ-model,
corresponding to the case T = 2, two different formulations exist in the literature. We
show that only one of these formulations admits an affine Gaudin model description
and argue, at the end of §5.2.1, that the other one does not. The bi-Yang-Baxter
σ-model is also formulated as an affine Gaudin model in §5.2.3. More precisely, we
match its description as a two-parameter deformation of a symmetric space σ-model
established in [14] within the Hamiltonian formalism. Its more standard description
as a deformation of the principal chiral model, originally given in [58], was only shown
to be integrable within the Lagrangian formalism [59]. This alternative formulation
therefore does not lend itself to an affine Gaudin model interpretation.

We give a general treatment of affine Toda field theory in §5.3. Whereas the Lie
algebra homomorphism πℓ constructed in §4.1.2 could be used in all previous examples,
here this is no longer possible because the basic assumption (36) on the levels does
not hold in the present case. We thus introduce an alternative homomorphism π̃ℓ
which can be seen as realising the formal fields of the affine Gaudin model in terms
of classical Toda fields. In the case of affine Toda field theories there is another
substantial difference to the previous cases. The standard formulation of affine Toda
field theory is ultralocal, whereas the affine Gaudin model formulation is inherently
non-ultralocal, cf. Corollary 4.8. We show that the Lax matrices in both formulations
are related by a gauge transformation. We illustrate the general discussion of affine
Toda field theories in detail on the example of the sinh-Gordon model, corresponding
to the sl2 case, in §5.3.4.

5.1. Principal chiral model and deformations. Throughout this subsection we
set T = 1 so that Π = D2 = 〈t | t2 = 1〉 ≃ Z2. In particular, the automorphism σ of g
is the identity. We pick and fix an anti-linear automorphism τ ∈ Aut− g and denote
by g0 the corresponding real form.
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5.1.1. Principal chiral model. Consider the divisor

D = 2 · 0 + 2 · ∞. (75)

In the notation of §4 we have Z = {0,∞} and Z
′ = ∅. There are three formal

fields A0
[0], A

0
[1] and A∞

[1]. Since 0 and ∞ are both real points and we are in the non-

cyclotomic setting, these fields are defined by (49b). In terms of them, the formal Lax
matrix is given by L(z) = A0

[1]z
−2 +A0

[0]z
−1 −A∞

[1], cf. Proposition 4.6.

We fix the levels ℓ00 = 0, ℓ01 = 1 and ℓ∞1 = 1. Consider the g0-valued classical fields
jp := A0

[p] for p = 0, 1 associated with the origin and ξ := A∞
[1] associated with infinity,

defined by (54). By Corollary 4.5 these satisfy the Poisson brackets
{
j01(θ), j02(θ

′)
}
= −

[
C12, j02(θ)

]
δθθ′ , (76a)

{
j01(θ), j12(θ

′)
}
= −

[
C12, j12(θ)

]
δθθ′ − C12δ

′
θθ′ , (76b)

{
j11(θ), j12(θ

′)
}
= 0, (76c)

and {ξ1(θ), ξ2(θ′)} = 0, with all other brackets being zero. In particular, the g0-valued
classical field ξ is a Casimir of the Poisson bracket. We therefore choose to set it to
zero from now on. This is formally achieved by altering slightly the definition of the
homomorphism πℓ in (44). Specifically, we replace the definitions (44e) of πℓ on the
elements of g̃n∞∞ ⊗R C attached to infinity by

πℓ
(
D
(∞)
[1]

)
:= 0, πℓ

(
K
(∞)
[1]

)
:= i, πℓ

(
I
α(∞)
n,[1]

)
:= 0. (77)

The resulting linear map πℓ : g̃
D
C
→ Ŝℓ(ĝ

D
C
) is still seen to be a homomorphism of Lie

algebras, cf. Proposition 4.3, using the fact that n∞ = 2. In what follows we use this
altered definition of πℓ. We recognise (76) as the Poisson brackets of the principal
chiral model written in terms of the components of the current 1-form j = −dgg−1,
where g denotes the principal chiral field, see for instance [34, §I.5 of Part 2].

Applying the representation ̺⊗πℓ⊗ id to the formal Lax matrix L(z), as in §4.4.2,
and comparing with the general expression (64) we read off the Lax matrix and twist
function to be

L (z) =
1

1− z2 (j1 + zj0), ϕ(z) =
1

z2
− 1, (78)

which coincide with those of the principal chiral model. See e.g. [34, §I.3 of Part 2]
for the Lax matrix and [79, 15] for the twist function.

It remains to be checked that the Hamiltonian of the principal chiral model can
be obtained from the formal quadratic Gaudin Hamiltonians of Proposition 4.9. The
twist function defined in (78) has a pair of simple zeroes located at ±1. We then find
that the associated formal quadratic Hamiltonians (70) read H±1 = ∓ 1

4

(
A0

[0]±A0
[1]∓

A∞
[1]

∣∣A0
[0] ±A0

[1] ∓A∞
[1]

)
. The terms involving D and K on the right hand side take the

form ∓ 1

2

(
D
(0)
[0] ± D

(0)
[1] ∓ D

(∞)
[1]

)(
K
(0)
[0] ± K

(0)
[1] ∓ K

(∞)
[1]

)
. However, these disappear upon

applying the homomorphism πℓ since ℓ01 ± ℓ00 − ℓ∞1 = 0, which is related to the fact
that ±1 are both simple zeroes of the twist function ϕ(z) in (78). Recalling that we
have set ξ to zero, cf. (77), we therefore find H±1 = πℓ

(
H±1

)
= ∓ 1

4
(j0 ± j1|j0 ± j1)
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where in the last equality we used Lemma 2.4. The difference of these local quadratic
Hamiltonians is

H := H−1 −H1 =
1

4π

∫

S1

dθ
(
〈j0(θ), j0(θ)〉+ 〈j1(θ), j1(θ)〉

)
, (79)

which coincides, up to an overall factor, with the Hamiltonian of the principal chiral
model, see [34, §I.5 of Part 2]. Using (46) from example 4.2 we find the momentum
P = πℓ(P) to be P = 1

2π

∫
S1 dθ〈j0(θ), j1(θ)〉. Note that H−1 −H1 = H0

1 +H0
3 +H∞

0

in the notation of Proposition 4.9. Moreover, in the present case we have πℓ(H
0
3) =

πℓ(H
∞
0 ) = 0 so that the local quadratic Hamiltonian can also be obtained as H =

πℓ(H
0
1). In particular, applying Corollary 4.11 we obtain the zero curvature equation

{H,L (z)} = ∂M (z) + [L (z),M (z)], where, noting that ϕ0
1(z) = z−1 and M 0

1 (z) =
j1, we have

M (z) := N
0
1 (z) =

1

1− z2 (j0 + zj1).

We deduce from the above analysis that the classical dihedral affine Gaudin model
associated with the divisor (75) and the corresponding choice of levels as above co-
incides with the principal chiral model described in terms of the current 1-form
j = −dgg−1. Recall, however, that the actual phase space of the principal chiral
model is given by the cotangent bundle T ∗LG0 of the loop group LG0 of the real
Lie group G0 with Lie algebra g0. The above formulation in terms of the 1-form
current j therefore only describes the principal chiral model dynamics on the quotient
(T ∗LG0)/G0 of the cotangent bundle by the right action of the subgroup of constant
loops. Obtaining a complete description of the principal chiral model requires intro-
ducing a G0-valued field g satisfying j1 = −∂gg−1 so that together with the g-valued
field X := −g−1j0g they parametrise the global (left) trivialisation of T ∗LG0. We
shall not discuss this issue further here, and refer to [85] for further details.

5.1.2. Two-parameter deformations. Integrable deformations of the principal chiral
model may be constructed by altering the data of the affine Gaudin model of §5.1.1
in various ways. In what follows we will only be concerned with deformations which
alter the divisor (75) itself. More precisely, we shall deform the divisor ΠD, cf. §3.4,
while preserving its Π-invariance. One possible way of doing so is to split the double
pole at the origin into a pair of simple poles, either both real or complex conjugate of
one another. We refer to these as the real and complex branches respectively [85].

To describe the deformation in the complex branch we use the divisor D = x++2·∞.
for arbtirary x+ ∈ C such that ℑx+ > 0. Writing x+ = k + iA we can regard k ∈ R

and A ∈ R>0 as two real deformation parameters. We shall treat the limiting case
when A → 0 with k 6= 0 in §5.1.3 below. Similarly, to construct the deformation in
the real branch we would start from the divisor

D = x+ + x− + 2 · ∞, (80)

with distinct x± ∈ R being the two real deformation parameters. To treat the two
branches in a unified way we note that in both cases the divisor ΠD takes the form

ΠD = x+ + x− + 2 · ∞,
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with x+ 6= x−, where x± ∈ R in the real branch and x− = x̄+ in the complex branch.
In particular, we then have Z = {x+, x−,∞} in the notation of §4.

There are three formal fields A
x+
[0] , A

x−
[0] and A∞

[1], which are respectively attached to

the points x+, x− and infinity. By Proposition 4.6, the formal Lax matrix is expressed
in terms of these as

L(z) =
A
x+
[0]

z − x+
+

A
x−
[0]

z − x−
−A∞

[1]. (81)

To fix the levels, recall that the twist function (78) of the principal chiral model has
a double pole at the origin. The requirement that this double pole is recovered in the
limit x± → 0 uniquely fixes the singular behaviour of the levels associated with the
points x+ and x−. We shall also require that the zeroes of the twist function remain
fixed at ±1 under the deformation, which leads us to set

ℓ
x±
0 = ± 1− x2±

x+ − x−
, ℓ∞1 = 1. (82)

We introduce the g-valued classical fields J± := A
x±
[0] and ξ := A∞

[1], which according

to Corollary 4.5 satisfy the Poisson brackets {J±1(θ), J±2(θ
′)} = −[C12, J±2(θ)]δθθ′ −

ℓ
x±
0 C12δ

′
θθ′ , with all other brackets being zero. As in §5.1.1 we observe that ξ is a

Casimir so in what follows we will set it to zero by suitably modifying the definition
of πℓ on the elements of g̃n∞∞ ⊗R C given in (44e), replacing it by (77).

To obtain the Lax matrix and twist function we apply the linear map ̺ ⊗ πℓ ⊗ id
to the formal Lax matrix in (81). We find

(̺⊗ πℓ ⊗ id)L(z) =
ℓ
x+
0 ∂ + J+

z − x+
+
ℓ
x−
0 ∂ + J−
z − x−

− ∂

=
1− z2

(z − x+)(z − x−)

(
∂ +

1

1− z2
(
j1 + zj0

))
,

where in the second line we introduced the linear combinations j1 := −x−J+ − x+J−
and j0 := J+ + J− of the g-valued classical fields. In terms of these, the Lax matrix
takes the same form as for the principal chiral model in (78). However, these fields
satisfy a two parameter deformation of the Poisson bracket (76) which reads
{
j01(θ), j02(θ

′)
}
= −

[
C12, j02(θ)

]
δθθ′ + (x+ + x−)C12δ

′
θθ′ , (83a)

{
j01(θ), j12(θ

′)
}
= −

[
C12, j12(θ)

]
δθθ′ − (1 + x+x−)C12δ

′
θθ′ , (83b)

{
j11(θ), j12(θ

′)
}
=
[
C12, (x+ + x−)j12 + x+x−j02(θ)

]
δθθ′ + (x+ + x−)C12δ

′
θθ′ . (83c)

Such a deformation of the Poisson brackets of the principal chiral model was considered
in [4] for g = su2, but the same brackets immediately extend to any Lie algebra (see
e.g. [55, 20]). By construction, the Poisson brackets (83) for the g-valued classical
fields j0 and j1 are equivalent to the Lax matrix (78) satisfying the Poisson bracket
from Corollary 4.8 with the twist function

ϕ(z) =
1− z2

(z − x+)(z − x−)
. (84)
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Consider now the collection of formal quadratic Gaudin Hamiltonians introduced
in Proposition 4.9. Since the twist function (84) still has simple zeroes at the points
±1, the specific linear combinations (70) of the above quadratic Gaudin Hamiltonians
read H±1 = ∓ 1

4
(1∓ x+)(1∓ x−)

(
L(±1)

∣∣L(±1)
)
. Just as in §5.1.1, the terms on the

right hand side involving D and K disappear once we apply the homomorphism πℓ
using the fact that ϕ(±1) = 0. We then find

H := H−1−H1 =

∫

S1

dθ
(1 + x+x−)

(
〈j0(θ), j0(θ)〉+ 〈j1(θ), j1(θ)〉

)
+ 2(x+ + x−)〈j0(θ), j1(θ)〉

4π(1− x2+)(1− x2−)
,

which coincides, in the complex branch, with the Hamiltonian for the two-parameter
integrable deformation of the principal chiral model constructed in [17]. The latter
model has two interesting limits. Writing x+ = k + iA, the limit k → 0 corresponds
to the Yang-Baxter σ-model first introduced by Klimcik in [57]. Alternatively, taking
the limit A→ 0 yields the principal chiral model with a Wess-Zumino term which we
describe in more detail in §5.1.3 below. Note also that the momentum P = πℓ(P) is
found, using (45) from example 4.2, to be

P =

∫

S1

dθ
(x+ + x−)

(
〈j0(θ), j0(θ)〉+ 〈j1(θ), j1(θ)〉

)
+ 2(1 + x+x−)〈j0(θ), j1(θ)〉

4π(1− x2+)(1− x2−)
.

The classical integrable structure of the real branch was studied in [55] but the
action of the corresponding model has not yet been identified. The above analysis
shows that at the Hamiltonian level this model is described by a dihedral affine Gaudin
model associated with the divisor (80), where x± ∈ R, together with the choice of
levels (82). When x+ = −x− we obtain a one-parameter deformation described by an
integrable gauged WZW-type theory introduced by Sfetsos [80], which interpolates
between the WZW model and the non-abelian T -dual of the principal chiral model.

The remark made about the principal chiral field at the end of §5.1.1 also applies to
its two-parameter deformation. Consider for simplicity the one-parameter deformation
where x+ = −x−. In this case, defining a pair of fields parametrising the global (left)
trivialisation of the cotangent bundle T ∗LG0 of the loop group of the real Lie group
G0 requires the introduction of a solution R ∈ End g0 of the modified classical Yang-
Baxter equation on g0. We refer to [85] for more details.

5.1.3. Principal chiral model with WZ-term. Another way to deform the divisor ΠD,
where D is given by (75), besides splitting its double pole at the origin into a pair of
simple poles as in §5.1.2, is to simply shift this double pole along the real axis. That
is, we define the divisor

D = 2 · k + 2 · ∞, (85)

where k ∈ R \ {0} plays the role of the deformation parameter. For a suitable choice
of levels, see below, this can also be seen as a limit of the setup in §5.1.2 where the
pair of simple poles x± collide at k.

As in the principal chiral model case we have three formal fields Ak
[0], Ak

[1] and

A∞
[1]. By Proposition 4.6, the corresponding formal Lax matrix reads L(z) = Ak

[1](z −
k)−2 + Ak

[0](z − k)−1 − A∞
[1]. We require the deformation not to alter the position of

the zeroes of the twist function at ±1, as in §5.1.2. This will ensure that the Lax
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matrix takes the same form as in the principal chiral model (78) for suitably defined
linear combinations j0 and j1 of the classical fields. We therefore fix the levels to be
ℓk0 = −2k, ℓk1 = 1− k2 and ℓ∞1 = 1.

If we define the g-valued classical fields ̃p := Ak[p] for p = 0, 1 and ξ := A∞
[1], then

according to Corollary 4.5 their Poisson brackets read
{
̃01(θ), ̃02(θ

′)
}
= −

[
C12, ̃01(θ)

]
δθθ′ + 2kC12δ

′
θθ′ , (86a)

{
̃01(θ), ̃12(θ

′)
}
= −

[
C12, ̃12(θ)

]
δθθ′ − (1− k2)C12δ

′
θθ′ , (86b)

{
̃11(θ), ̃12(θ

′)
}
= 0, (86c)

and {ξ1(θ), ξ2(θ′)} = 0, the remaining brackets all being zero. As usual we shall set ξ
to zero since it is a Casimir, cf. §5.1.1 and §5.1.2.

The Lax matrix and twist function are then constructed by applying the linear map
̺⊗ πℓ ⊗ id to the formal Lax matrix L(z). We have

(̺⊗πℓ⊗id)L(z) =
(1− k2)∂ + ̃1

(z − k)2 +
−2k∂ + ̃0
z − k −∂ =

1− z2
(z − k)2

(
∂ +

1

1− z2
(
j1 + zj0

))
,

where we introduced the linear combinations j1 := ̃1 − k̃0 and j0 := ̃0. In terms of
these, the expression for the Lax matrix is exactly the same as in the principal chiral
model (78). However, the Poisson brackets between the classical fields j0 and j1 are
a deformation of (76). They follow from (86) and take the form

{
j01(θ), j02(θ

′)
}
= −

[
C12, j01(θ)

]
δθθ′ + 2kC12δ

′
θθ′ , (87a)

{
j01(θ), j12(θ

′)
}
= −

[
C12, j12(θ)

]
δθθ′ − (1 + k2)C12δ

′
θθ′ , (87b)

{
j11(θ), j12(θ

′)
}
=
[
C12, 2k j12(θ) + k2j02(θ)

]
δθθ′ + 2kC12δ

′
θθ′ . (87c)

This corresponds precisely to the coinciding point limit x± → k of the Poisson brackets
(83) of §5.1.2. We note that the twist function

ϕ(z) =
1− z2
(z − k)2 (88)

can also be obtained from the two-parameter twist function (84) by taking the same
coinciding point limit.

Since the twist function (88) still has a pair of simple zeroes at ±1 by construction,
we may associate to these formal quadratic Hamiltonians (70) which read H±1 =
∓ 1

4
(1 ∓ k)2

(
L(±1)

∣∣L(±1)
)
. Applying the homomorphism πℓ we find that the terms

involving D and K drop out because ϕ(±1) = 0. We therefore obtain

H := H−1 −H1 =

∫

S1

dθ
(1 + k2)

(
〈j0(θ), j0(θ)〉+ 〈j1(θ), j1(θ)〉

)
+ 4k〈j0(θ), j1(θ)〉

4π(1− k2)2 .

This Hamiltonian and the Poisson brackets (87) agree with those resulting from a
Hamiltonian analysis of the principal chiral model action with a Wess-Zumino term
added, see e.g. [20] and setting η = 0 in the notation used there.
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5.2. ZT -graded coset σ-model and deformations. Let g be a finite-dimensional
complex Lie algebra and σ ∈ Aut g an automorphism of order T ∈ Z≥2. We also fix
an anti-linear involution τ ∈ Aut− g and denote by g0 the corresponding real form of
g. In the present case we have Π = D2T ≃ ZT ⋊ Z2. Throughout this section we will
impose the set of first class constraints (73) as described in §4.5.3.

5.2.1. ZT -graded coset σ-model. Consider the divisor

D = 2 · 1 +∞. (89)

In the notation of §4 we have Z = {1,∞} and Z
′ = {1}. There are two formal fields

A1
[p], p = 0, 1 associated with the point 1. However, since n∞ = 1 there is no formal

field associated with the point at infinity. It follows from Proposition 4.6 that the
formal Lax matrix is given by

L(z) =
1

T

T−1∑

k=0

(
ωkσkA1

[1]

(z − ωk)2 +
σkA1

[0]

z − ωk

)
, (90)

where ω is a primitive T th-root of unity. We shall fix the levels to be ℓ10 = 0 and
ℓ11 = 1, and define the g-valued classical fields A := A1

[1], Π := A1
[0]. Using Corollary

4.5 we find their Poisson brackets to be

{
A1(θ), A2(θ

′)
}
= 0, (91a)

{
A1(θ),Π2(θ

′)
}
= −

[
C12, A2(θ)

]
δθθ′ − C12δ

′
θθ′ , (91b)

{
Π1(θ),Π2(θ

′)
}
= −

[
C12,Π2(θ)

]
δθθ′ . (91c)

These coincide with the Poisson brackets of the Z2-graded coset σ-model (for which
T = 2), also known as the symmetric space σ-model, see e.g. [15]. If g is the
Grassmann envelope of a Lie superalgebra then these Poisson brackets are also those
of the Z4-graded supercoset σ-model, i.e. semi-symmetric space σ-model, for which
σ ∈ Aut g is of order T = 4 [67, 83], or more generally those of the Z2n-graded
supercoset σ-model for which σ ∈ Aut g is of order T = 2n with n ∈ Z≥2 [56].

To compute the Lax matrix and twist function we apply the linear map ̺⊗πℓ⊗ id
to the formal Lax matrix (90) which gives

(̺⊗ πℓ ⊗ id)L(z) =
1

T

T−1∑

k=0

(
ωk∂ + ωkσkA

(z − ωk)2 +
σkΠ

z − ωk
)

=
TzT−1

(1− zT )2


∂ +

T∑

j=1

T − j + j z−T

T
zjA(j) +

T∑

j=1

1− z−T
T

zjΠ(j)


 . (92)

Here we have introduced the projections of the g0-valued classical fields A and Π onto
the graded subspaces g(j) for j ∈ ZT relative to the direct sum decomposition of g0
given in §2.1. Specifically, we set A(j) := π(j)A, Π(j) := π(j)Π. Comparing the above
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expression with the general form in (64) we read off the Lax matrix to be

L (z) =
T∑

j=1

T − j + j z−T

T
zjA(j) +

T∑

j=1

1− z−T
T

zjΠ(j), (93)

and the corresponding twist function

ϕ(z) =
TzT−1

(1− zT )2 . (94)

When T = 2 these are precisely the expressions for the Lax matrix and corresponding
twist function of the Z2-graded coset σ-model, see e.g. [15]. If g is taken to be the
Grassmann envelope of a Lie superalgebra and T = 4 then (93) is the Hamiltonian
Lax matrix of a semi-symmetric space σ-model, i.e. a Z4-graded supercoset σ-model
[67, 84], the Green-Schwarz superstring on AdS5×S5 being a particular example of the
latter. More generally, when g is the Grassmann envelope of a Lie superalgebra and
T = 2n with n ∈ Z≥2, the expressions for the Lax matrix (93) and the twist function
(94) agree up to differences in conventions with those obtained from the Hamiltonian
analysis of the Z2n-graded supercoset σ-model [89] performed in [56]. Moreover, for
a semisimple Lie algebra g and general T ∈ Z≥2, the above expressions (93) and (94)
reproduce, again up to conventions, those of the bosonic truncation of the Z2T -graded
supercoset σ-model from [56].

The formal constraint defined in §4.5.3 is given by C = π(0)A
1
[0]. We note that the

above choice of levels trivially satisfy the condition (74) of §4.5.3. Applying to it the

linear map ̺ ⊗ πℓ and using the Π-equivariance of ̺ we find (̺ ⊗ πℓ)C = Π(0). This
coincides with the constraint of the Z2-graded coset σ-model, see e.g. [15], or more
generally with that of the ZT -graded coset σ-model for T ∈ Z≥2 [56].

Finally, we turn to the definition of the Hamiltonian. The twist function (94) has
zeroes at the origin and infinity. Consider the associated quadratic Hamiltonians
defined as in (70) for x ∈ {0,∞}.

Lemma 5.1. The quadratic Hamiltonians (70) are given by

H0 =
1

2T

T−1∑

j=1

(
jA

(j)
[1] −A

(j)
[0]

∣∣∣(T − j)A(−j)
[1] −A

(−j)
[0]

)
,

H∞ = − 1

2T

T−1∑

j=1

(
(T − j)A(j)

[1] +A
(j)
[0]

∣∣∣jA(−j)
[1] +A

(−j)
[0]

)
−
(
A

(0)
[1]

∣∣∣A(0)
[0]

)
,

where A
(j)
[p]

:= π(j)A
1
[p] for p = 0, 1.

Note that the expression for H0 in Lemma 5.1 does not involve D and K since
these are in the grade 0 component g̃(0) of g̃, cf. §2.2.1. Thus H0 := πℓ(H0) =
1
2T

∑T−1
j=1

(
j A(j) − Π(j)

∣∣(T − j)A(−j) − Π(−j)). On the other hand, we also have

P := πℓ(P) = −iπℓ
(
D
(1)
[0]

)
= (A|Π) =

∑T−1
j=0

(
A(j)

∣∣Π(−j)), cf. example 4.2. We define
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the Hamiltonian as H := 2H0 + P , which reads

H =
1

2πT

∫

S1

dθ

(
T−1∑

j=0

(
j(T − j)

〈
A(j)(θ), A(−j)(θ)

〉
+ (T − 2j)

〈
A(j)(θ),Π(−j)(θ)

〉)

+

T−1∑

j=1

〈
Π(j)(θ),Π(−j)(θ)

〉
)
.

As discussed in §4.5.3, in the reduced theory the Hamiltonian is given by this same
expression but up to the addition of a term proportional to the constraint Π(0). In the
simplest case when T = 2 the above expression forH coincides with the Hamiltonian of
the symmetric space σ-model, see e.g. [85]. If, however, we take g to be the Grassmann
envelope of a Lie superalgebra and T = 2n then H coincides, up to conventions, with
the Hamiltonian of the Z2n-graded supercoset σ-model [56]. Moreover, for semisimple
g and T ∈ Z≥2 arbitrary, the HamiltonianH reproduces that of the bosonic truncation
of the Z2T -graded supercoset σ-model [56].

The twist function (94) in the case T = 2, namely

ϕ(z) =
2z

(1− z2)2 , (95)

coincides with the twist function of the symmetric space σ-model in both the formalism
of [79] and [85]. More precisely, due to a difference in conventions, the twist function
in [79] which is denoted as φ(z2) there, is related to the twist function (95) as φ(z2) =
−2zϕ(z). However, it is worth pointing out here that the Lax matrix (93), which
coincides with that given in [85, (3.12)] for the case T = 2, namely

L (z) = A(0) + 1

2
(1− z−2)Π(0) + 1

2
(z + z−1)A(1) + 1

2
(z − z−1)Π(1),

differs from the expression in [79, (61)] for the same model, which in the present
notation reads

L̃ (z) = −A(0) − 1

2
(z + z−1)A(1) − 1

2
(z − z−1)Π(1).

Aside from a trivial overall sign, we see that the difference between these two Lax
matrices is a term proportional to the Hamiltonian constraint Π(0). However, the
presence of the latter is crucial. Indeed, whereas the Lax matrix of [85, (3.12)] admits
an affine Gaudin model description, as shown above, the Lax matrix of [79, (61)]
does not. This can be seen explicitly from the form of the r- and s-matrices in [79,
Theorem 3.1]. Indeed, the r- and s-matrices of [79] which we denote here by r̃12(z, z

′)
and s̃12(z, z

′) respectively, take the form

r̃12(z, z
′) = r12(z, z

′) +
z2 − z′2

4
C

(0)
12 , s̃12(z, z

′) = s12(z, z
′)− 2− z2 − z′2

4
C

(0)
12 ,

(96)
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in terms of the r- and s-matrices in (66) which in the present case with T = 2 explicitly
read

r12(z, z
′) =

2− 2z2 − 2z′2 + z4 + z′4

4(z2 − z′2) C
(0)
12 +

z2 + z′2 − 4z2z′2 + z4z′2 + z2z′4

4zz′(z2 − z′2) C
(1)
12 ,

s12(z, z
′) =

2− z2 − z′2
4

C
(0)
12 +

(1− z2z′2)
4zz′

C
(1)
12 .

We refer the reader to [83, §3] for a more detailed discussion of such a difference in

the r- and s-matrices coming from the omission of the Hamiltonian constraint Π(0)

in the Lax matrix, in the context of semi-symmetric space σ-models, i.e. the case
T = 4. Since the r- and s-matrices (96) of [79] differ from those of a general affine
Gaudin model derived in Corollary 4.8, it is therefore clear that the formulation of the
symmetric space σ-model given in [79] cannot admit a Gaudin model interpretation.

5.2.2. One-parameter deformations. To construct integrable deformations of the ZT -
graded coset σ-model we proceed as we did in §5.1.2 for deforming the principal chiral
model. Namely we will deform the divisor 〈t〉D, with D the divisor (89) underlying
the affine Gaudin model from §5.2.1, while preserving its 〈t〉-invariance. There are
two ways of splitting the double pole at 1, either into two real points or into a pair of
complex conjugate points, which we will also refer to as the real and complex branches
respectively. We note, however, that moving the double pole in the divisor (89) from
1 to r > 0 amounts to a trivial rescaling z 7→ z′ := r−1z of the coordinate on P

1 along
with a rescaling of the formal field A1

[1] appearing in (90) by r, namely Ar
[1] = rA1

[1],

cf. [19]. It follows that the Poisson brackets (91) of the g-valued classical fields
remain undeformed except for a possible change in the level in front of the δ′θθ′-term
in (91b). We shall therefore only consider one-parameter deformations. To build the
deformation in the complex branch we start from the divisor

D = eiϑ +∞ (97a)

where ϑ ∈ ]0, πT [ plays the role of the real deformation parameter. Similarly, in the
real branch the deformation is constructed using the divisor

D = λ1/2 + λ−1/2 +∞ (97b)

where λ ∈ R>0 is the deformation parameter. In order to treat both branches at
once we note that in both cases the divisor 〈t〉D is of the form 〈t〉D = x+ + x− +∞
where x− := x−1

+ . When x+ ∈ R this corresponds to the real branch whereas |x+| = 1
corresponds to the complex branch. In the notation of §4 we have Z = {x+, x−,∞}
and Z

′ = {x+, x−}.
By virtue of Proposition 4.6, the formal Lax matrix can be written in terms of the

pair of formal fields A
x±
[0] associated with the pair of points x± as

L(z) =
1

T

T−1∑

k=0

(
σkA

x+
[0]

z − ωkx+
+

σkA
x−
[0]

z − ωkx−

)
. (98)
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We fix the levels to be

ℓ
x±
0 = ± T

xT+ − xT−
. (99)

Define the pair of g-valued classical fields J± := A
x±
[0] . If the deformation is in the real

branch then these are in fact both g0-valued and moreover ℓx± ∈ R. By contrast, in
the complex branch we have τJ+ = J−, recalling the action of Π on F from §4.2.1, cf.
also (54). Moreover, the levels (99) satisfy ℓx+ = ℓx− . It follows from Corollary 4.5
that the non-trivial Poisson brackets of the classical fields are given by

{
J±1(θ), J±2(θ

′)
}
= −

[
C12, J±2(θ)

]
δθθ′ − ℓx±0 C12δ

′
θθ′ . (100)

The Lax matrix and twist function are then obtained from the formal Lax matrix
(98) by the procedure described in §4.4.2. We find

(̺⊗ πℓ ⊗ id)L(z) =
1

T

T−1∑

k=0

(
ℓ
x+
0 ∂ + σkJ+
z − ωkx+

+
ℓ
x−
0 ∂ + σkJ−
z − ωkx−

)
(101)

=
TzT−1

(zT − xT+)(zT − xT−)


∂ +

T∑

j=1

T − j + j z−T

T
zjA(j) +

T∑

j=1

1− z−T
T

zjΠ(j)


 .

Here we defined the following linear combination of the g-valued classical fields,

A(j) :=
1− xT−
T

xT−j+ J
(j)
+ +

1− xT+
T

xT−j− J
(j)
− , (102a)

Π(j) :=
j + (T − j)xT−

T
xT−j+ J

(j)
+ +

j + (T − j)xT+
T

xT−j− J
(j)
− , (102b)

for j = 1, . . . , T , and where J
(j)
± := π(j) J±. By comparing (101) with the general form

in (64) we deduce that, when written in terms of the classical fields (102), the Lax
matrix is of exactly the same form as it was in §5.2.1 for the undeformed case, cf.
(93). On the other hand, the twist function (94) gets deformed to

ϕ(z) =
TzT−1

(zT − xT+)(zT − xT−)
. (103)

As expected, we recover the original twist function (94) in the limit x± → 1. Now
by Corollary 4.8, the twist function being deformed corresponds to the fact that the
fields (102) satisfy a deformation of the Poisson brackets (91). These can be derived
using the expressions (102) and the Poisson brackets (100). However, since they are
equivalent to (100) we will not give their explicit form. See [17, Appendix D] for
explicit expressions in the case T = 2.

In the present case, the formal constraint defined in §4.5.3 reads C = π(0)A
x+
[0] +

π(0)A
x−
[0] . We note that the levels (99) still satisfy the condition (74) of §4.5.3. Upon

applying the linear map ̺⊗ πℓ we find

(̺⊗ πℓ)C = J
(0)
+ + J

(0)
− = Π(0), (104)
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where the first equality uses the Π-equivariance of ̺ and the second equality follows
from the definition (102b) with j = T . When T = 2 this corresponds to the constraint
of the deformed Z2-graded coset σ-model [17].

Consider, finally, the quadratic Hamiltonians defined as in (70), namely Ĥx :=
resx

1

2

(
L(z)

∣∣L(z)
)
ϕ(z)−1dz, for x ∈ {0,∞}, where ϕ(z) is the twist function given in

(103) whose zeroes are at the origin and infinity. By comparing the expression for the
formal Lax matrix (98) to the right hand side of the first line in (101), it follows by
the same reasoning leading to the second line in (101) that we can write, cf. (93) in
the undeformed case,

L̃(z) := ϕ(z)−1L(z) =
T∑

j=1

T − j + jz−T

T
zjA

(j)
[1] +

T∑

j=1

1− z−T
T

zjA
(j)
[0] , (105)

where here we defined the formal fields A
(j)
[p] for j ∈ ZT and p = 0, 1, by analogy with

the definition of the g-valued classical fields (102), as

A
(j)
[1]

:=
1− xT−
T

xT−j+ π(j)A
x+
[0] +

1− xT+
T

xT−j− π(j)A
x−
[0] , (106a)

A
(j)
[0]

:=
j + (T − j)xT−

T
xT−j+ π(j)A

x+
[0] +

j + (T − j)xT+
T

xT−j− π(j)A
x−
[0] , (106b)

for j = 1, . . . , T .

Lemma 5.2. The expression for the quadratic Hamiltonians in terms of (106) are

related to those of the quadratic Hamiltonians from Lemma 5.1 as

Ĥ0 = H0, Ĥ∞ = H∞ +
2− xT+ − xT−

2T

(
A

(0)
[0]

∣∣∣A(0)
[0]

)
.

Applying πℓ to Ĥ0 we obtain Ĥ0 := πℓ(Ĥ0) = πℓ(H0) = H0 using Lemma 5.2,

where the latter was defined in §5.2.1. Likewise, the momentum reads P̂ := πℓ(P) =

P − 2−xT+−xT−
2T

(
Π(0)

∣∣Π(0)
)
. We define the Hamiltonian of the deformed ZT -graded coset

σ-model as

Ĥ := 2Ĥ0 + P̂ = H − 2− xT+ − xT−
4πT

∫

S1

dθ
〈
Π(0)(θ),Π(0)(θ)

〉
. (107)

Note that since H and Ĥ differ by a term proportional to the constraint (104), they
define equivalent Hamiltonians in the reduced theory, cf. §4.5.3. When T = 2 the
expression (107) coincides with the Hamiltonian of the deformed symmetric space
σ-model in [85, §4.3] for the complex branch and [50, (5.5)] for the real branch. For
T = 4 and g the Grassmann envelope of a Lie superalgebra, the expression (107)
corresponds, in the complex branch, to the Hamiltonian of the so called η-deformed
semi-symmetric space σ-model [18, 19] where η = tanϑ with x+ = eiϑ. Likewise, in

the real branch with x+ = λ1/2 ∈ R it corresponds to the Hamiltonian of the so called
λ-deformation [51]. More precisely, the η- and λ-deformations can both be defined
as certain ‘lifts’ to the cotangent bundle T ∗LG0 of the dihedral affine Gaudin model
with divisor (97a) and (97b) respectively, and levels (99), cf. discussions at the end
of §5.1.1 and §5.1.2.
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The maximal deformation limit in the complex branch is ϑ→ π
T . It corresponds to

the point x+ coinciding with ωx−. In this limit the divisor becomes D = 2 · x+ +∞
with x+ = ω1/2 ∈ z

1
r in the notation of §3. In particular, the g-valued fields ω−p/2Ax+[p]

for p = 0, 1, associated with the double point at x+, take value in the real form g1.
This is by contrast with the g-valued classical fields A1

[p] associated with 1 in the

undeformed model of §5.2.1 which take value in the real form g0.

5.2.3. bi-Yang-Baxter σ-model. The bi-Yang-Baxter σ-model [58] is yet another two-
parameter deformation of the principal chiral model different from the one presented in
§5.1.2. Its integrability within the Hamiltonian formalism was studied in [14]. It was
found to correspond to a non-cyclotomic one-parameter deformation of the deformed
Z2-graded coset σ-model discussed in §5.2.2. In other words, the Π = D4 dihedral
symmetry of the latter is broken down to a 〈t〉 = D2 = Z2 symmetry. This is achieved

by deforming the divisor ΠD = eiϑ + e−iϑ + ei(ϑ+π) + e−i(ϑ+π) +∞, with D given in
(97a), to the new divisor 〈t〉D′ where D′ := eiϑ + ei(ψ+π) +∞ and ϑ, ψ ∈ ]0, π2 [. In

the notation of §4 we have Z = {x+, x−, y+, y−,∞}, where we defined x± := e±iϑ and

y± := e±i(ψ+π), and Z
′ = {x+, x−, y+, y−}.

There are four formal fields A
x±
[0] and A

y±
[0] associated to the points of Z \ {∞}. The

levels are chosen as

ℓ
x±
0 = ± 2

(x+ + x− − y+ − y−)(x+ − x−)
, ℓ

y±
0 = ∓ 2

(x+ + x− − y+ − y−)(y+ − y−)
.

They satisfy the condition (74) from §4.5.3. Letting J± := A
x±
[0] and J̃± := A

y±
[0] denote

the four g-valued classical fields, their non-trivial Poisson brackets read
{
J±1(θ), J±2(θ

′)
}
= −

[
C12, J±2(θ)

]
δθθ′ − ℓx±0 C12δ

′
θθ′ , (108a)

{
J̃±1(θ), J̃±2(θ

′)
}
= −

[
C12, J̃±2(θ)

]
δθθ′ − ℓy±0 C12δ

′
θθ′ , (108b)

from Corollary 4.5. These coincide with the Poisson brackets from [14, §5.1].
As usual, the Lax matrix and twist function of the model are obtained by applying

the linear map ̺ ⊗ πℓ ⊗ id to the formal Lax matrix given by Proposition 4.6, as in
§4.4.2. Up to an overall normalisation, we find the Lax matrix and twist function of
the bi-Yang-Baxter σ-model in the Hamiltonian formalism obtained in [14]. We also
note that in the limit when ψ = ϑ, i.e. x± = −y±, we recover the twist function of
the deformed Z2-graded coset σ-model, namely (103) with T = 2.

The formal constraint defined in §4.5.3 is given by the sum of all formal fields
C = A

x+
[0] + A

x−
[0] + A

y+
[0] + A

y−
[0] . Note that π(0) = id since in the present case T = 1.

Applying the linear map ̺ ⊗ πℓ we find that the g-valued classical fields attached to
the four points in Z \ {∞} satisfy the constraint (̺⊗ πℓ)C = J+ + J− + J̃+ + J̃− ≈ 0.

The latter is equivalent to the Hamiltonian constraint X + X̃ ≈ 0 of [14], if in the

notation of that paper, cf. equations (5.1) there, we replace X in (5.1b) by X̃ to get

the expressions for J̃± before imposing the constraint.

5.3. Affine Toda field theory. Let g be a finite-dimensional simple Lie algebra over
C of rank ℓ := rk g. Let h be a Cartan subalgebra and denote by ∆ ⊂ h∗ the root
system of (g, h). We have the root space decomposition g = h ⊕⊕α∈∆CEα. Fix a



ON INTEGRABLE FIELD THEORIES AS DIHEDRAL AFFINE GAUDIN MODELS 55

basis of simple roots {αi}ℓi=1 and let θ ∈ ∆ be the corresponding maximal root. The
Coxeter number of g is defined as h := ht θ + 1, where htα denotes the height of a
root α ∈ ∆ relative to the system of simple roots {αi}ℓi=1. The extended system of
simple roots is defined by adjoining α0 := −θ to {αi}ℓi=1. We will make use of the
shorthands Ei := Eαi

and Fi := E−αi
for i = 0, . . . , ℓ.

We fix a non-degenerate invariant bilinear form 〈·, ·〉 : g × g → C. To any α ∈ ∆
we associate the Cartan element Hα ∈ h defined by 〈Hα, H〉 = α(H) for all H ∈ h.
We will use the shorthand Hi := Hαi

for i = 0, . . . , ℓ. Restricting 〈·, ·〉 to the Cartan
subalgebra h, the bijection h∗ ∼−→ h, α 7→ Hα induces a bilinear form on h∗ which we
also denote 〈·, ·〉. We normalise the bilinear form on g such that 〈θ, θ〉 = 2. Introduce
the coroot α̌ := 2

〈α,α〉Hα ∈ h for each α ∈ ∆. Letting ǫi :=
2

〈αi,αi〉 for all i = 0, . . . , ℓ we

then have α̌i = ǫiHi. Note that ǫ0 = 1 from the choice of normalisation of the bilinear
form 〈·, ·〉. The root vectors E−α, α ∈ ∆+ can be normalised such that [Eα, E−α] = α̌.
We then have

[α̌i, Ej ] = aijEj , [α̌i, Fj ] = −aijFj , [Ei, Fj ] = δijα̌i,

for i, j = 0, . . . , ℓ, where aij := αj(α̌i) are the components of the Cartan matrix of the
untwisted affine Kac-Moody algebra g̃ associated with g. Writing the maximal root θ

in the basis of simple roots as θ =
∑ℓ

i=1 aiαi ∈ ∆ with ai ∈ Z>0 and defining a0 := 1,

we have
∑ℓ

j=1 aijaj = 0. It then also follows that θ̌ =
∑ℓ

i=1 ǎiα̌i where ǎi := aiǫ
−1
i .

And since ǎ0 = 1 we deduce that
∑ℓ

j=1 aij ǎi = 0. We note that aijǫj = 〈α̌j , α̌i〉 =: cij
and aijǫ

−1
i = 〈αj , αi〉 =: bij are both symmetric. Since 〈Ei, Fi〉 = ǫi, it is convenient

to define Ei := ǫ−1
i Ei and F i := ǫ−1

i Fi for all i = 0, . . . , ℓ. We also let {H i}ℓi=1 be a

dual basis of {Hi}ℓi=1 in h, i.e. 〈H i, Hj〉 = δij for every i, j = 1, . . . , ℓ. Note that for

any j = 0, . . . , ℓ we have the relation
∑ℓ

k=1 αj(Hk)H
k = Hj .

Let ω := e2πi/h and define an automorphism σ ∈ Aut g by σ(Ei) = ωEi, σ(α̌i) = α̌i
and σ(Fi) = ω−1Fi, for i = 1, . . . , ℓ. This is a Coxeter automorphism in the outer
automorphism class of the identity, i.e. [σ] = [id] ∈ Aut g/Inn g. That is, the invariant
subalgebra g(0),C = h is abelian and σ has minimum order among all automorphisms
υ ∈ Aut g such that [υ] = [id] ∈ Aut g/Inn g and gυ is abelian, see e.g. [13]. Because
σ lies in the outer automorphism class of the identity, its action on any root vector
Eα, α ∈ ∆ reads

σ(Eα) = ωhtαEα. (109)

We consider the anti-linear automorphism τ ∈ Aut g defined by

τ(α̌i) = α̌i, τ(Eα) = Eα, (110)

for all i = 1, . . . , ℓ and α ∈ ∆. The corresponding real Lie algebra g0 is the split
real form of g. Recall the subspaces g(j) ⊂ g0 for j ∈ Zh defined in §2.1. We have

g(0) = h0 := spanR{Hi}ℓi=1. Moreover, it follows from (109) that a basis of the
subspace g(1) (resp. g(−1)) is given by Ei (resp. Fi) for i = 0, . . . , ℓ. In other words,

g(1) = spanR{Ei}ℓi=0 and g(−1) = spanR{Fi}ℓi=0.
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5.3.1. Divisor and levels. Consider the divisor

D = 2 · 0 + 2 · ∞. (111)

We have Z = {0,∞} so Z
′ = ∅. By Proposition 4.6 the formal Lax matrix is L(z) =

A0
[0]z

−1 + A0
[1]z

−2 − A∞
[1]. The formal fields A0

[p] for p = 0, 1 and A∞
[1] are defined in

(49c). Recalling the notation (34c), they read

A0
[0] = D⊗ K

(0)
[0] + K⊗ D

(0)
[0] +

∑

n∈Z

ℓ∑

j=1

Hj,−n ⊗Hj(0)
n,[0], (112a)

A0
[1] =

∑

n∈Z

ℓ∑

j=0

Fj,−n ⊗ Ej(0)n,[1], A∞
[1] =

∑

n∈Z

ℓ∑

j=0

Ej,−n ⊗ F j(∞)
n,[1] . (112b)

It follows from the definition of the action (50) of t ∈ Π on formal fields in g̃D
C
, the

reality conditions (110) and those on the generators K, D defined in §2.2.1 that the
formal fields in (112) are all real in the sense that rtA

0
[p] = A0

[p] for p = 0, 1 and

rtA
∞
[1] = A∞

[1], cf. (114) below. The Poisson brackets among the formal fields (112) are

determined from Proposition 4.4 to be

{
A0

[0]1,A
0
[0]2

}
= −

[
C̃

(0)
12 ,A

0
[0]2

]
,

{
A0

[0]1,A
0
[1]2

}
= −

[
C̃

(0)
12 ,A

0
[1]2

]
,

with all other brackets vanishing. Recall from the proof of Proposition 4.4 that these
Poisson brackets are equivalent to the Lie brackets on g̃D

C
. The latter is spanned by

D
(0)
[0] , K

(0)
[0] together with H

j(0)
n,[0] for j = 1, . . . , ℓ, n ∈ Z and E

j(0)
n,[1], F

j(∞)
n,[1] for j = 0, . . . , ℓ,

n ∈ Z, in terms of which its non-trivial Lie brackets read

[
H
i(0)
m,[0], H

j(0)
n,[0]

]
= mδm+n,0〈H i, Hj〉K(0)

[0] ,
[
D
(0)
[0] , H

j(0)
n,[0]

]
= nH

j(0)
n,[0], (113a)

[
H
i(0)
m,[0], E

j(0)
n,[1]

]
= αj(H

i)E
j(0)
m+n,[1],

[
D
(0)
[0] , E

j(0)
n,[1]

]
= nE

j(0)
n,[1]. (113b)

It follows from Proposition 3.10(iii) that under the anti-linear map c : g̃D
C
→ g̃D

C
we

have

c
(
H
i(0)
n,[0]

)
= H

i(0)
−n,[0], c

(
E
j(0)
n,[1]

)
= E

j(0)
−n,[1], c

(
F
j(∞)
n,[1]

)
= F

j(∞)
−n,[1], (114a)

c
(
K
(0)
[0]

)
= −K(0)

[0] , c
(
D
(0)
[0]

)
= −D(0)

[0] (114b)

for any i = 1, . . . , ℓ, j = 0, . . . , ℓ and n ∈ Z.
We fix the levels to be ℓ00 = 1, ℓ01 = 0 and ℓ∞1 = 0. Note that by contrast with the

examples discussed in §5.1 and §5.2, since ℓ01 = ℓ∞1 = 0 the assumption (36) made
throughout §4 fails to hold. In particular, we cannot use the homomorphism πℓ as
defined in (44). Instead we will define a homomorphism π̃ℓ from the complex Lie
algebra g̃D

C
of Proposition 3.10 to a completion of the symmetric algebra on a certain

Heisenberg-type algebra.
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5.3.2. Toda fields. Let Lh := h⊗C[t, t−1] and Lg(1),C := g(1),C⊗C[t, t−1]. We consider

the subspaces H (+) := Lh∔Lg(1),C and H (−) := Lh of the loop algebra Lg, cf. §2.2.

Let (·|·) : H (+) ×H (−) → C denote the restriction of the bilinear form on Lg to

this pair of subspaces. We endow H (−) with its natural abelian Lie algebra structure
coming from Lg. The Lie algebra structure on H (+) is defined by letting Lh and
Lg(1),C be abelian subalgebras and letting [·, ·] : Lh × Lg(1),C → Lg(1),C be given
by the restriction of the Lie bracket on Lg. Consider the direct sum of complex
vector spaces H := H (+) ⊕H (−) ⊕ C1. For any X ∈ H (+) we use the notation
X(+) := (X, 0, 0) ∈ H to represent X regarded as an element of H , and similarly

Y(−) := (0,Y, 0) ∈H for any Y ∈H (−). We define a Lie bracket on H by setting
[
X(+) + X′(−) + α1,Y(+) + Y′(−) + β1

]
:= [X,Y](+) +

(
(X|Y′)− (Y|X′)

)
1.

for any X,Y ∈ H (+), X′,Y′ ∈ H (−) and α, β ∈ C. A basis of H is given by E
i(+)
n

and H
j(±)
n for i = 0, . . . , ℓ, j = 1, . . . , ℓ and n ∈ Z, together with 1. In terms of these

the non-trivial Lie brackets on H read
[
H i(+)
m , Hj(−)

n

]
= δm+n,0〈H i, Hj〉1,

[
H i(+)
m , Ej(+)

n

]
= αj(H

i)E
j(+)
m+n. (115)

We introduce an anti-linear automorphism c : H →H simply by letting

c
(
H i(±)
n

)
= H

i(±)
−n , c

(
Ej(+)
n

)
= E

j(+)
−n , c(1) = 1, (116)

for all i = 1, . . . , ℓ, j = 0, . . . , ℓ and n ∈ Z.
The Lie bracket on H extends by the Leibniz rule and linearity to a Poisson bracket

on the symmetric algebra S(H ), cf. §4.1, which we denote {·, ·} : S(H )× S(H )→
S(H ). Recall the descending Z≥0-filtrations Fng̃ and Fng̃ on g̃, or equivalently on Lg,
defined in §2.2.2. We similarly define a pair of descending Z≥0-filtrations (FnH )n∈Z≥0

and (FnH )n∈Z≥0
on the vector space H as

FnH := (h∔ g(1),C)⊗ tnC[t]⊕ h⊗ tnC[t], (117a)

FnH := (h∔ g(1),C)⊗ t−nC[t−1]⊕ h⊗ t−nC[t−1], (117b)

for n ∈ Z≥0. In turn, we use this to define a descending Z≥0-filtration on the commu-

tative algebra S(H ) by ideals Fn
(
S(H )

)
:= (FnH )S(H ) ∩ (FnH )S(H ), cf. (39).

The corresponding completion is a commutative algebra over C which we denote by
Ŝ(H ) := lim←−S(H )

/
Fn
(
S(H )

)
. In the same way as in §4.1, the Poisson bracket on

S(H ) extends to one on the completion which we also denote

{·, ·} : Ŝ(H )× Ŝ(H ) −→ Ŝ(H ).

Lemma 5.3. The set of elements Ê
j(+)
n :=

∑
p∈Z pE

j(+)
n−pH

(−)
j,p −nE

j(+)
n for all n ∈ Z,

j = 0, . . . , ℓ and 1−1, generate a Poisson ideal of Ŝ(H ). We denote the corresponding

quotient by Ŝℓ(H ).

The map c : H →H extends as an anti-linear automorphism to S(H ). And since
it preserves the subspaces Fn

(
S(H )

)
for each n ∈ Z≥0 by sending the pair of subspaces

in (117) to one another, it extends by continuity to an anti-linear automorphism of

the completion Ŝ(H ). Moreover, since c(Ê
j(+)
n ) = −Êj(+)

−n and c(1− 1) = 1− 1, the
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corresponding Poisson ideal of Ŝ(H ) from Lemma 5.3 is invariant under it. Thus we
obtain an anti-linear automorphism

c : Ŝℓ(H ) −→ Ŝℓ(H ) (118)

of the quotient defined in Lemma 5.3.
We are now in a position to define an analogue of the homomorphism πℓ in the

present case, replacing the definition (44). Pick real parameters µi, νi ∈ R for each
i = 0, . . . , ℓ such that µiνi ≥ 0. Consider the linear map

π̃ℓ : g̃
D
C −→ Ŝℓ(H ), (119a)

defined on the basis elements of g̃D
C

as

π̃ℓ
(
E
i(0)
n,[1]

)
:=

µi√
2
Ei(+)
n , π̃ℓ

(
F
i(∞)
n,[1]

)
:= − νi√

2
δn,0, π̃ℓ

(
K
(0)
[0]

)
:= i, (119b)

π̃ℓ
(
H
j(0)
n,[0]

)
:= Hj(+)

n − in

2
Hj(−)
n , π̃ℓ

(
D
(0)
[0]

)
:=
∑

n∈Z

ℓ∑

k=1

nH
(+)
k,−nH

k(−)
n , (119c)

for i = 0, . . . , ℓ, j = 1, . . . , ℓ and n ∈ Z. This map is seen to be equivariant with respect
to the pair of anti-linear automorphisms c on g̃D

C
and Ŝℓ(H ) defined respectively in

Proposition 3.10 and (118), using (114) and (116).

Lemma 5.4. The map (119) is a homomorphism of Lie algebras.

We define the formal Toda fields as

A(±) :=
∑

n∈Z

ℓ∑

j=1

Hj,−n ⊗Hj(±)
n , E =

∑

n∈Z

ℓ∑

j=0

Fj,−n ⊗ Ej(+)
n .

These are elements of the completed tensor product L(h∔g(−1),C) ⊗̂ Ŝℓ(H ), and both
are real in the sense that they are invariant under the action of τ ⊗ c.
Lemma 5.5. The collection of non-trivial Poisson brackets between the formal Toda

fields read {
A

(+)
1 ,A

(−)
2

}
= Ĉ

(0)
12 ,

{
A

(+)
1 ,E2

}
= −

[
Ĉ

(0)
12 ,E2

]
,

where Ĉ
(0)
12 :=

∑
n∈Z

∑ℓ
j=1Hj,−n ⊗Hj

n.

The Toda field Φ and its conjugate momentum Π are the h0-valued classical fields
defined as

Φ := (̺⊗ id)A(−) =

ℓ∑

j=1

Hj ⊗
∑

n∈Z
e−n ⊗Hj(−)

n , (120a)

Π := (̺⊗ id)A(+) =

ℓ∑

j=1

Hj ⊗
∑

n∈Z
e−n ⊗Hj(+)

n . (120b)

To see that Π is the conjugate momentum we apply ̺⊗ ̺⊗ id to the first relation in

Lemma 5.5. This yields the canonical Poisson brackets
{
Π1(θ),Φ2(θ

′)
}
= C

(0)
12 δθθ′ .
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Applying the root αj to the Toda field Φ we obtain the classical field

αj(Φ) =
∑

n∈Z
e−n ⊗

ℓ∑

k=1

αj(Hk)H
k(−)
n =

∑

n∈Z
e−n ⊗

ℓ∑

k=1

H
(−)
j,n . (121)

We also define the exponential of αj(Φ) as the classical field

eαj(Φ) :=
∑

n∈Z
e−n ⊗ Ej(+)

n . (122)

The justification for this definition comes from Lemma 5.6 below. First we note that

it is related to the formal field E defined above as (̺⊗ id)E =
∑ℓ

j=0 Fj ⊗ eαj(Φ). Then
applying the linear map ̺⊗ ̺⊗ id to the second relation in Lemma 5.5 gives

ℓ∑

j=0

{
Π1(θ),

(
Fj ⊗ eαj(Φ)

)
2
(θ′)
}
= −

ℓ∑

j=0

ℓ∑

i=1

Hi ⊗ [H i, Fj ]⊗ eαj(Φ(θ))δθθ′

=
ℓ∑

j=0

ℓ∑

i=1

αj(H
i)Hi ⊗ Fj ⊗ eαj(Φ(θ))δθθ′ =

ℓ∑

j=0

Hj ⊗ Fj ⊗ eαj(Φ(θ))δθθ′ ,

where we introduced the notation eαj(Φ(θ)) := eαj(Φ)(θ) for j = 0, . . . , ℓ. Equivalently,

by writing the conjugate momentum Π in components as Π =
∑ℓ

i=1Hi ⊗ Πi, that

is Πi :=
∑

n∈Z e−n ⊗ H
i(+)
n , we can express the above relation in components as{

Πi(θ), eαj(Φ(θ′))
}
= eαj(Φ(θ))δθθ′δij and

{
Πi(θ), eα0(Φ(θ′))

}
= −aieα0(Φ(θ))δθθ′ for all

i, j = 1, . . . , ℓ. Here we have used the fact that H0 = −
∑ℓ

i=1 aiHi.

Lemma 5.6. For all j = 0, . . . , ℓ, we have ∂
(
eαj(Φ)

)
= αj(∂Φ)e

αj(Φ).

Proof. Taking the derivative of the field (122) we find ∂
(
eαj(Φ)

)
= −i∑n∈Z e−n ⊗

nE
j(+)
n . On the other hand, the derivative ∂αj(Φ) = αj(∂Φ) of the classical field

(121) takes the form αj(∂Φ) = −i∑p∈Z e−p ⊗ pH
(−)
j,p . Multiplying it by (122) we

obtain

αj(∂Φ)e
αj(Φ) = −i

∑

m,p∈Z
e−m−p ⊗ pEj(+)

m H
(−)
j,p = −i

∑

n∈Z
e−n ⊗

∑

p∈Z
pE

j(+)
n−pH

(−)
j,p ,

where in the first equality we used the relation e−me−p = e−m−p, cf. §2.2.3, and in
the last step we performed the change of variables m→ n−p. The result now follows
from Lemma 5.3. �

5.3.3. Lax matrix and Hamiltonian. We define the Lax matrix and twist function as
in §4.4.2, namely (̺⊗ π̃ℓ⊗ id)L(z) = ϕ(z)

(
∂+L (z)

)
, cf. (64). To compute these we

begin by applying the linear map ̺⊗ π̃ℓ to the expressions (112) for the formal fields,
with ̺ defined as in §2.2.3 and π̃ℓ in (119). We find

(
̺ ⊗ π̃ℓ

)
A0

[0] = ∂ + Π + 1

2
∂Φ,

(
̺⊗ π̃ℓ

)
A0

[1] =
1√
2

∑ℓ
j=0 µjFj ⊗ eαj(Φ) and

(
̺⊗ π̃ℓ

)
A∞

[1] = − 1√
2

∑ℓ
j=0 νjEj . Applying
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the linear map ̺⊗ π̃ℓ ⊗ id to the formal Lax matrix and using the above we find the
twist function ϕ(z) = z−1 and the Lax matrix

L (z) = Π + 1

2
∂Φ+

1√
2

ℓ∑

j=0

(
eαj(Φ)z−1µjFj + z νjEj

)
, (123)

where we drop some tensor products to conform to standard notations. By Corollary
4.8 it satisfies the non-ultralocal Poisson algebra (65) with r- and s-matrices given by

r12(z, w) = − 1

2
C

(0)
12 +

1

wh − zh
h−1∑

r=0

zrwh−rC(−r)
12 , s12(z, w) =

1

2
C

(0)
12 . (124)

The above expression (123) coincides with the Lax matrix of affine Toda field theory
in its non-ultralocal formulation. In order to see this, note that if we formally apply

a gauge transformation by e
1
2
Φ to (123) then we obtain

L
′(z) := − 1

2
∂Φ+ e

1
2
adΦ

L (z) = Π +
1√
2

ℓ∑

j=0

e
1
2
αj(Φ)

(
z−1µjFj + z νjEj

)
. (125)

This is the usual Lax matrix used in the standard treatment of affine Toda field theory,
see e.g. [2, ch. 12]. It satisfies the ultralocal Poisson bracket {L ′

1(z),L
′
2(w)} =

[r12(z, w),L
′
1(z) + L ′

2(w)]δθθ′ .
Finally, we show that the Hamiltonian of affine Toda field theory can be obtained

from the local quadratic Gaudin Hamiltonians. It follows from Proposition 4.9 that
the only non-trivial formal quadratic Gaudin Hamiltonian is H0

1 = −
(
A0

[1]

∣∣A∞
[1]

)
+

1

2

(
A0

[0]

∣∣A0
[0]

)
. Note that this can also be obtained from the formal quadratic Hamil-

tonian (70) associated with infinity, the only zero of the twist function ϕ(z) = z−1,
since this reads H∞ = res∞ 1

2

(
L(z)

∣∣L(z)
)
ϕ(z)−1dz = −H0

1. When applying the ho-
momorphism π̃ℓ defined in §5.3.2, the terms not involving D and K give

ℓ∑

i=0

m2
i

4π
ǫi

∫

S1

dθ eαi(Φ(θ)) + 1

2
(Π|Π) + 1

8
(∂Φ|∂Φ) + 1

2
(Π|∂Φ). (126)

Here we introduced the Toda masses mi ∈ R≥0 by m2
i := µiνi and used the relation

〈Ei, Fj〉 = δijǫi for all i, j = 0, . . . , ℓ. The first three terms on the right hand side of
(126) are exactly (half) the Hamiltonian of affine Toda field theory

H := (Π|Π) + 1

4
(∂Φ|∂Φ) +

ℓ∑

i=0

m2
i

2π
ǫi

∫

S1

dθ eαi(Φ(θ)). (127)

Moreover, the last term on the right hand side of (126) is (half) the momentum since

P := π̃ℓ(P) = −iπ̃ℓ(D(0)
[0] ) = −i

∑

n∈Z

ℓ∑

k=1

nH
(+)
k,−nH

k(−)
n = (Π|∂Φ)

where the second equality is from the definition (71) of the formal momentum, the
third equality from (119c) and the last equality uses the definition (120) of the Toda
field and its conjugate momentum.
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Consider now the terms in 1

2

(
A0

[0]|A0
[0]

)
containing D and K. They are of the form

1

2

(
D
(0)
[0] K

(0)
[0] + K

(0)
[0] D

(0)
[0]

)
= D

(0)
[0] K

(0)
[0] . (128)

We have π̃ℓ
(
K
(0)
[0]

)
= i and π̃ℓ

(
D
(0)
[0]

)
= i(Π|∂Φ), hence combining the above we find

H0 := π̃ℓ(H
0
1) =

1

2
H − 1

2
(Π|∂Φ) = 1

2
(H − P ).

In particular, as was the case for the ZT -graded coset σ-model and its deformation in
§5.2, the Hamiltonian (127) of affine Toda field theory is given by H = 2H0 + P .

Applying the homomorphism ̺⊗π̃ℓ to the Lax equation {H0
1,L(z)} = [M0

1(z),L(z)]
from Proposition 4.10 and dividing through by ϕ(z) we find {H0,L (z)} = z−1

[
(̺⊗

π̃ℓ)A
0
[1], ∂ + L (z)

]
. Combining this with the fact that {P,L (z)} = ∂L (z) and

using the definition of H we find the zero curvature equation {H,L (z)} = ∂M (z) +[
L (z),M (z)

]
, where we defined M (z) := L (z) − 2(̺ ⊗ π̃ℓ)A0

[1]. The explicit form

of the latter reads M (z) = Π + 1

2
∂Φ + 1√

2

∑ℓ
j=0

(
− eαj(Φ)z−1µjFj + z νjEj

)
. In

terms of the gauge transformed Lax matrix (125) we have {H,L ′(z)} = ∂M ′(z) +[
L ′(z),M ′(z)

]
, where M ′(z) := −Π+ e

1
2
adΦ

M (z) is given explicitly by

M
′(z) = 1

2
∂Φ+

1√
2

ℓ∑

j=0

e
1
2
αj(Φ)

(
− z−1µjFj + z νjEj

)
.

Up to differences in conventions, this agrees with the temporal component of the Lax
connection in the standard treatment of affine Toda field theory [2, ch. 12].

5.3.4. The g = sl2 case: sinh-Gordon model. It is helpful to illustrate the above
general procedure for obtaining the Lax matrix (123) of affine Toda field theory from
the formal Lax matrix

L(z) = A0
[0]z

−1 +A0
[1]z

−2 −A∞
[1] (129)

of the dihedral affine Gaudin model explicitly in the case g = sl2, which corresponds
to the sinh-Gordon model.

Let {E,H, F} be the standard basis of g = sl2. A basis of the corresponding

untwisted affine Kac-Moody algebra g̃ = s̃l2 = sl2[t, t
−1]⊕ CK⊕ CD then consists of

En = E ⊗ tn, Hn = H ⊗ tn and Fn = F ⊗ tn for all n ∈ Z as well as K and D. Its

dual basis, with respect to the standard bilinear form on s̃l2, cf. (9), induced from the
non-degenerate invariant bilinear form 〈·, ·〉 on sl2 normalised such that 〈H,H〉 = 2,
then consists of the elements F−n, 1

2
H−n and E−n for all n ∈ Z as well as D and K.

In the notation introduced at the start of §5.3 we have E1 = E1 = F0 = F 0 = E,
F1 = F 1 = E0 = E0 = F , H1 = H and H1 = 1

2
H. As we shall not use this notation

here it should not lead to confusion with the above notation En, Fn and Hn for n ∈ Z.
We extend the Coxeter automorphism σ ∈ Aut sl2 defined by σ(E) = −E, σ(H) =

H and σ(F ) = −F to the affine Kac-Moody algebra, cf. §2.2.1, by letting σ(En) =
−En, σ(Hn) = Hn and σ(Fn) = −Fn for any n ∈ Z as well as σ(K) = K and σ(D) = D.

A basis for the 1-eigenspace g̃(0),C ⊂ g̃ of σ ∈ Aut s̃l2 consists of Hn, n ∈ Z together
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with K and D, while the (−1)-eigenspace g̃(1),C ⊂ g̃ has basis elements En and Fn for
n ∈ Z.

The affine Gaudin model we are considering has divisor D = 2 · 0 + 2 · ∞. This
means that to the sites at the origin and infinity we attach certain copies of the basis

elements of the affine Kac-Moody algebra s̃l2, namely

origin : H
(0)
n,[0], E

(0)
n,[1] and F

(0)
n,[1] for each n ∈ Z, and K

(0)
[0] ,D

(0)
[0] ,

infinity : E
(∞)
n,[1] and F

(∞)
n,[1] for each n ∈ Z.

In order to avoid overburdening the present section with technicalities, we shall not
discuss the precise definitions of these objects further here. We refer to §3.4.1 for the
definition of the Lie algebra g̃D

C
to which they belong. We shall simply note that their

Lie brackets read, cf. (113),
[
H

(0)
n,[0], H

(0)
−n,[0]

]
= 2nK

(0)
[0] ,

[
D
(0)
[0] , H

(0)
n,[0]

]
= nH

(0)
n,[0], (130a)

[
H

(0)
m,[0], E

(0)
n,[1]

]
= E

(0)
m+n,[1],

[
D
(0)
[0] , E

(0)
n,[1]

]
= nE

(0)
n,[1], (130b)

for all m,n ∈ Z, with all other Lie brackets being trivial.
The three formal fields A0

[0], A
0
[1] and A∞

[1] of the dihedral affine Gaudin model under

consideration may now be written in the present sl2 case as, cf. (112),

A0
[0] = D⊗ K

(0)
[0] + K⊗ D

(0)
[0] +

∑

n∈Z

1

2
H−n ⊗H(0)

n,[0], (131a)

A0
[1] =

∑

n∈Z

(
E−n ⊗ F (0)

n,[1] + F−n ⊗ E(0)
n,[1]

)
, A∞

[1] =
∑

n∈Z

(
E−n ⊗ F (∞)

n,[1] + F−n ⊗ E(∞)
n,[1]

)
.

(131b)

Following the nomenclature introduced at the start of §4.2.1, we refer to the first
tensor factor in each of these expressions as the auxiliary factor. In order to obtain
more familiar looking sl2-valued fields on the circle S1 from the above formal fields,
we should represent the affine Kac-Moody algebra elements in the auxiliary factor in
terms of sl2-valued connections on S1 with trigonometric polynomial coefficients, cf.
§4.2.2. Specifically, we apply the representation ̺ defined in Lemma 2.4, which in the
present case explicitly reads

̺(D) = −i∂θ, ̺(K) = 0, ̺(En) = Eeinθ, ̺(Hn) = Heinθ, ̺(Fn) = Feinθ,

in terms of the coordinate θ ∈ R/2πZ = S1 on the circle. To be even more concrete,
we shall modify the above representation so that the basis elements of sl2 are further
represented by 2 × 2 matrices. That is, instead of applying ̺ to the auxiliary factor
of the formal fields and the formal Lax matrix, we shall use a representation ˜̺ of g̃
into 2× 2 matrix connections on the circle S1, defined by

˜̺(D) = −i∂θ, ˜̺(K) = 0, ˜̺(En) =
(
0 einθ

0 0

)
,

˜̺(Hn) =

(
einθ 0
0 −einθ

)
, ˜̺(Fn) =

(
0 0
einθ 0

)
.
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For instance, in the case of the formal field A0
[1] defined in (131b) we obtain

(˜̺⊗ id)A0
[1] =

(
0

∑
n∈Z e

−inθF (0)
n,[1]∑

n∈Z e
−inθE(0)

n,[1] 0

)
.

The two off-diagonal components of the matrix on the right hand side are formal

distributions on S1 with Fourier coefficients F
(0)
n,[1] and E

(0)
n,[1], respectively. That is,

their integral pairing with any trigonometric polynomial yields an element of the Lie
algebra g̃D

C
.

To formulate the sinh-Gordon model as an affine Gaudin model we should realise
all the fields of the latter in terms of sinh-Gordon fields. This is the purpose of the
homomorphism (119) defined in §5.3.2, expressing the Fourier modes of the affine
Gaudin model fields in terms of those of the classical Toda fields. Let us spell out its
definition in the present sl2 case. Let H denote the Lie algebra spanned by elements

E
(+)
n , F

(+)
n and H

(±)
n for all n ∈ Z subject to the relations, cf. (115),

[
H(+)
n , H

(−)
−n
]
= 2,

[
H(+)
m , E(+)

n

]
= E

(+)
m+n,

[
H(+)
m , F (+)

n

]
= F

(+)
m+n, (132)

with all other Lie brackets being trivial. In terms of these, let us introduce the sinh-
Gordon field and its conjugate momentum as

φ(θ) := 1

2

∑

n∈Z
e−inθH(−)

n , π(θ) := 1

2

∑

n∈Z
e−inθH(+)

n .

Note that their Poisson bracket is normalised as {π(θ), φ(θ′)} = 1

2
δθθ′ . This can be

seen directly from the first relation in (132) or, alternatively, from the Poisson bracket{
Π1(θ),Φ2(θ

′)
}
= C

(0)
12 δθθ′ by noting that we have C(0) = 1

2
H⊗H and observing that

the scalar fields φ and π are related to the h0-valued fields Φ and Π defined in (120)
simply as Φ = φH and Π = πH. Moreover, in the notation (122), which was
motivated by Lemma 5.6, the exponential of (twice) the sinh-Gordon field φ is then

given by e2φ(θ) =
∑

n∈Z e
−inθE(+)

n where we used the fact that α1(H) = 2 and also

e−2φ(θ) =
∑

n∈Z e
−inθF (+)

n since we have α0(H) = −α1(H) = −2.
The desired homomorphism (119) in the present case takes the form

π̃ℓ
(
E

(0)
n,[1]

)
=

m√
2
E(+)
n , π̃ℓ

(
F

(0)
n,[1]

)
=

m√
2
F (+)
n , π̃ℓ

(
E

(∞)
n,[1]

)
= π̃ℓ

(
F

(∞)
n,[1]

)
= − m√

2
δn,0,

(133a)

π̃ℓ
(
K
(0)
[0]

)
= i, π̃ℓ

(
H

(0)
n,[0]

)
= H(+)

n − in

2
H(−)
n , π̃ℓ

(
D
(0)
[0]

)
=
∑

n∈Z

ℓ∑

k=1

nH
(+)
−n H

(−)
n ,

(133b)

for all n ∈ Z. Here we have fixed all the parameters µ0 = µ1 = ν0 = ν1 = m in
terms of a single real parameter m ∈ R≥0 which will turn out to be the mass of the
sinh-Gordon field. Note that to make sense of the infinite sum on the right hand side
of the last expression in (133b), the map π̃ℓ takes value in a suitable completion of
the symmetric algebra S(H ), see §5.3.2 for details. More precisely, we work in its

quotient by the relation
∑

p∈Z pE
(+)
n−pH

(−)
p = nE

(+)
n , cf. Lemma 5.3. According to
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Lemma 5.4, the map π̃ℓ defined by (133) then provides a realisation of the Lie algebra
g̃D
C

with relations (130).
We may now proceed to construct the Lax matrix of the sinh-Gordon model from

the formal Lax matrix (129) of the affine Gaudin model. Substituting the expressions
(131) for the formal fields of the affine Gaudin model into L(z), it explicitly reads

L(z) =

(
D⊗ K

(0)
[0] + K⊗ D

(0)
[0] +

∑

n∈Z

1

2
H−n ⊗H(0)

n,[0]

)
z−1

+
∑

n∈Z

(
E−n ⊗ F (0)

n,[1] + F−n ⊗ E(0)
n,[1]

)
z−2 −

∑

n∈Z

(
E−n ⊗ F (∞)

n,[1] + F−n ⊗ E(∞)
n,[1]

)
.

To begin with, applying to it just the representation ˜̺⊗id⊗ id, i.e. applying ˜̺defined
above to the auxiliary factor, we find

(˜̺⊗ id⊗ id)L(z) = −K(0)
[0] z

−1i∂θ +
∑

n∈Z

(
1

2
e−inθH(0)

n,[0] 0

0 − 1

2
e−inθH(0)

n,[0]

)
z−1

+
∑

n∈Z

(
0 e−inθF (0)

n,[1]

e−inθE(0)
n,[1] 0

)
z−2 −

∑

n∈Z

(
0 e−inθF (∞)

n,[1]

e−inθE(∞)
n,[1] 0

)
.

Next, applying the further representation id⊗ π̃ℓ ⊗ id, with π̃ℓ given in (133), to the
above expression we find

(˜̺⊗ π̃ℓ ⊗ id)L(z) =
∂θ
z

+
1

z

(
π(θ) + 1

2
φ′(θ) 0

0 −π(θ)− 1

2
φ′(θ)

)

+
m√
2z2

(
0 e−2φ(θ)

e2φ(θ) 0

)
+

m√
2

(
0 1
1 0

)
.

Comparing this with the general expression (64), we read off the twist function as the
coefficient of the ∂θ-term to be ϕ(z) = z−1 and then the Lax matrix is

L (z) =

(
π(θ) + 1

2
φ′(θ) m√

2

(
z−1e−2φ(θ) + z

)

m√
2

(
z−1e2φ(θ) + z

)
−π(θ)− 1

2
φ′(θ)

)
. (134)

This expression can equally be obtained directly from the general result (123), spe-
cialised to the case g = sl2, after representing the auxiliary factor of this sl2-valued
Lax matrix in terms of 2× 2 matrices.

The Lax matrix (134) is a non-ultralocal version of the Lax matrix of the sinh-
Gordon model. But it is gauge equivalent to the standard ultralocal Lax matrix.

Indeed, if we perform a gauge transformation by diag(e
1
2
φ(θ), e−

1
2
φ(θ)) on it, or even

more directly if we represent the auxiliary factor of the Lax matrix (125) in the present
case by 2× 2 matrices, then we arrive at

L
′(z) =

(
π(θ) m√

2

(
z−1e−φ(θ) + zeφ(θ)

)

m√
2

(
z−1eφ(θ) + ze−φ(θ)

)
−π(θ)

)
. (135)
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This is the standard ultralocal Lax matrix of the sinh-Gordon model in the Hamilton-
ian formalism, see for instance [2, §12.7] where the momentum is written as π = 1

2
∂tφ

so that the canonical Poisson bracket reads {∂tφ(θ), φ(θ′)} = δθθ′ .
Unlike its non-ultralocal counterpart (134), however, and this is the crucial point,

the Lax matrix (135) cannot be obtained as a representation of the formal Lax matrix
of an affine Gaudin model in any natural way. One can see this directly from the form
of the Hamiltonian (127) of the affine Gaudin model obtained in §5.3.3. Indeed, in
the present case with g = sl2, the Hamiltonian and momentum take on the simple
form

H =
1

2π

∫

S1

dθ
(
2π(θ)2+ 1

2
φ′(θ)2+m2e2φ(θ)+m2e−2φ(θ)

)
, P =

1

π

∫

S1

dθ π(θ)φ′(θ).

Here we have used the identification Φ = φH and Π = πH made above, together
with the fact that 〈H,H〉 = 2. Recall here also the definition (16) which according
to Lemma 2.4 is identified with the bilinear form (·|·) on Lg defined in (2.2). Since
the ultralocal Lax matrix (135) does not explicitly depend on the derivative φ′(θ) of
the sinh-Gordon field, the term φ′(θ)2 in the density of the Hamiltonian cannot arise
from a bilinear expression in the Lax matrix L ′(z), as it should do if the ultralocal
formulation of sinh-Gordon could be given an affine Gaudin model interpretation. One
of the effects of the gauge transformation from (135) to (134) is precisely to introduce
such a dependence on φ′(θ) in the Lax matrix.

Appendix A. Notations and some useful lemmas

A.1. Dual pairs. Let V and W be a pair of real vector spaces and 〈·, ·〉 : V ×W → R

be a bilinear form. For any two vectors x ∈ V and y ∈W satisfying 〈x, y〉 = 0 we will
write x ⊥ y. More generally, for any subspace E ⊂ V and y ∈ W we write E ⊥ y if
〈x, y〉 = 0 for all x ∈ E. Similarly, we write x ⊥ F if 〈x, y〉 = 0 for any y ∈ F . Also,
for any two subspaces E ⊂ V and F ⊂W , we write E ⊥ F if 〈x, y〉 = 0 for all x ∈ E
and y ∈ F . We define the orthogonal complement in W of a subspace E ⊂ V by
E⊥ := {y ∈ W |E ⊥ y}. Likewise, for any subspace F ⊂ W we define its orthogonal
complement in V by F⊥ := {x ∈ V |x ⊥ F}. We will call the triple (V,W, 〈·, ·〉) a
dual pair if the bilinear form 〈·, ·〉 is non-degenerate both on the left, i.e. W⊥ = {0},
and on the right, i.e. V ⊥ = {0}. In other words, we say (V,W, 〈·, ·〉) is a dual pair if
x ⊥W implies x = 0 and V ⊥ y implies y = 0.

Lemma A.1. Let (V,W, 〈·, ·〉) be a dual pair of real vector spaces. Let V = V+ ∔ V−
and W =W+∔W− be direct sum decompositions such that V± ⊥W±. Then V ⊥

± =W±
and W⊥

± = V±. In particular, (V±,W∓, 〈·, ·〉|V±×W∓) are dual pairs.

Given a dual pair (V,W, 〈·, ·〉), we endow any pair of subspaces E ⊂ V and F ⊂W
with the restricted bilinear form 〈·, ·〉|E×F : E × F → R. In general this will be
degenerate, with left kernel E ∩ F⊥ = {x ∈ E |x ⊥ F} and right kernel F ∩ E⊥ =
{y ∈ F |E ⊥ y}.
Lemma A.2. The triple

(
E/(E∩F⊥), F/(F ∩E⊥), 〈·, ·〉

)
, where 〈·, ·〉 : E/(E∩F⊥)×

F/(F ∩ E⊥) → R is induced from the restriction 〈·, ·〉|E×F : E × F → R, is a dual

pair.
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A.2. Tensor index notation. Let a, b and c be complex Lie algebras, each equipped
with an anti-linear involutive automorphism which we commonly denote by τ . Let us
suppose further that these are equipped with descending Z≥0-filtrations (Fna)n∈Z≥0

,
(Fnb)n∈Z≥0

and (Fnc)n∈Z≥0
as complex Lie algebras, respectively. So in particular, for

every m,n ∈ Z≥0 we have [Fma,Fna] ⊂ Fm+na and similarly for b and c. Let A be a
commutative algebra over C. Consider elements

x =
∑

i

x1i ⊗ x2i ⊗ fi ∈ a ⊗̂ b⊗ A, y =
∑

i

y1i ⊗ y2i ⊗ gi ∈ a ⊗̂ c⊗ A,

z =
∑

i

z1i ⊗ z2i ⊗ hi ∈ b ⊗̂ c⊗ A,

where a ⊗̂ b is the completion of the tensor product a⊗b with respect to the descending
Z≥0-filtration with subspaces Fn(a⊗b) = Fna⊗τ(Fnb)+τ(Fna)⊗Fnb for each n ∈ Z≥0

and likewise for a ⊗̂ c and b ⊗̂ c. So in particular, the sums over i in the elements x,
y and z above may be infinite. Given any u ∈ a and v ∈ b we use the tensor index
notation

[u1, x12] :=
∑

i

[u, x1i ]⊗ x2i ⊗ fi, [v2, x12] :=
∑

i

x1i ⊗ [v, x2i ]⊗ fi.

Similarly, following standard conventions we define the elements

[x12, y13] :=
∑

i,j

[x1i , y
1
j ]⊗ x2i ⊗ y2j ⊗ figj , [y13, z23] :=

∑

i,j

y1i ⊗ z1j ⊗ [y2i , z
2
j ]⊗ gihj ,

[x12, z23] :=
∑

i,j

x1i ⊗ [x2i , z
1
j ]⊗ z2j ⊗ fihj ,

of a ⊗̂ b ⊗̂ c ⊗ A where a ⊗̂ b ⊗̂ c denotes the completion of a ⊗ b ⊗ c with respect to
the descending Z≥0-filtration defined by

Fn(a⊗ b⊗ c) = Fna⊗ τ(Fnb)⊗ c+ Fna⊗ b⊗ τ(Fnc) + a⊗ Fnb⊗ τ(Fnc)
+ τ(Fna)⊗ Fnb⊗ c+ τ(Fna)⊗ b⊗ Fnc+ a⊗ τ(Fnb)⊗ Fnc

for all n ∈ Z≥0. If tensor indices appear in decreasing order then one should permute
the tensor factors. For instance, if w =

∑
i w

1
i ⊗ w2

i ⊗ ki ∈ b ⊗̂ a⊗ A then we let

[w21, y13] :=
∑

i,j

[w2
i , y

1
j ]⊗ w1

i ⊗ y2j ⊗ kigj ,

and similarly for other possible permutations of the tensor indices.
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