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ON DIOPHANTINE TRANSFERENCE PRINCIPLES

ANISH GHOSH AND ANTOINE MARNAT

Abstract. We provide an extension of the transference results
of Beresnevich and Velani connecting homogeneous and inhomoge-
neous Diophantine approximation on manifolds and provide bounds
for inhomogeneous Diophantine exponents of affine subspaces and
their nondegenerate submanifolds.

1. Introduction

In [3], V. Beresnevich and S. Velani proved beautiful transference
principles which allow one to move between homogeneous and inhomo-
geneous Diophantine approximation on manifolds, and more generally,
a class of measures introduced in their work, called contracting mea-
sures. In a companion paper [4], they give a simplified version of their
proof for the case of simultaneous Diophantine approximation on man-
ifolds. We begin with this setup and then move on to a more general
setting. For a vector x ∈ R

n, let

w0(x) := sup{w : ‖qx‖ < |q|−w for infinitely many q ∈ N} (1.1)

and

wn−1(x) := sup{w : ‖q·x‖ < ‖q‖−w for infinitely many q ∈ Z
n\{0}}.

(1.2)
The exponent w0(x) is referred to as the simultaneous Diophantine

exponent and wn−1(x) as the dual Diophantine exponent. Here and
henceforth, we will use ‖x‖ to denote the fractional part of a real
number x, and ‖q‖ to denote the supremum norm of a vector q ∈ R

n,
i.e. vectors and matrices will be denoted in boldface and for q =
(q1, . . . , qn),

‖q‖ = max
1≤i≤n

|qi|
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ON DIOPHANTINE TRANSFERENCE PRINCIPLES 2

It is a consequence of Dirichlet’s pigeon hole principle that w0(x) ≥
1/n and that wn−1(x) ≥ n for all x ∈ R

n. On the other hand, it
is a consequence of the Borel-Cantelli lemma, that w0(x) = 1/n and
wn−1(x) = n for Lebesgue almost every x ∈ R

n. Similarly, in the
context of inhomogeneous Diophantine approximation, one has two
analogous exponents. Since we will primarily be concerned with the
simultaneous exponent, we only define its inhomogeneous counterpart.
For θ ∈ R

n,

w0(x,θ) := sup{w : ‖qx+ θ‖ < |q|−w for infinitely many q ∈ N}.
(1.3)

Diophantine approximation on manifolds is concerned with the ques-
tion of whether typical Diophantine properties in R

n, i.e. those which
are generic for Lebesgue measure, are inherited by proper submanifolds.
A manifold M is called extremal if almost every point on M is not very
well approximable, or equivalently, if w0(x) = 1/n and wn−1(x) = n
for almost every x ∈ M. If M = {f(x) | x ∈ U} is a d dimensional sub
manifold of Rn, where U is an open subset of Rd and f := (f1, . . . , fn)
is a Cm imbedding of U into R

n and l ≤ m, we say that y = f(x) is
an l-nondegenerate point of M if the space R

n is spanned by partial
derivatives of f at x of order up to l. The manifold M will be called
nondegenerate if f(x) is nondegenerate for almost every x ∈ U . It was
a long standing conjecture of Sprindžuk, that smooth nodegenerate
manifolds are extremal. This was proved by Kleinbock and Margulis
[12] in a landmark paper. Sprindžuk’s formulation of his conjecture
was slightly less general, the above notion of nondegeneracy is due to
Kleinbock and Margulis. We refer the reader to [12] for all the details.
It is natural to enquire about inhomogeneous versions of Sprindžuk’s
conjecture and other homogeneous results in Diophantine approxima-
tion. A manifold M is called simultaneously inhomogeneously extremal
if for every θ ∈ R

n,

w0(x,θ) =
1

n
for almost every x ∈ M.

In [3], Beresnevich and Velani proved the following striking theorem
using a transference principle.

Theorem 1.1. A smooth manifold M is extremal if and only if it is
simultaneously inhomogeneously extremal.

One direction of the above Theorem is clear of course, the other,
namely extremal implies simultaneously inhomogeneously extremal is
the main surprise. In fact their results are much more general, and this
framework is developed in the next section. The main content of [3, 4]
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is to provide an upper bound on the Diophantine exponent, namely the
corresponding lower bound is provided using a transference inequality
of Bugeaud and Laurent [5].

Theorem 1.2 (Beresnevich, Velani, 2010). Let M be a differentiable
submanifold of Rn. If M is extremal, then for every θ ∈ R

n we have
that

w0(x,θ) ≤
1

n
for almost all x ∈ M. (1.4)

For a Borel measure µ define its Diophantine exponent by

w0(µ) := sup{v | µ{x | w0(x) > v} > 0}. (1.5)

The definition only depends on the measure class of µ. We can similarly
define the inhomogeneous exponent of a measure as follows: for θ ∈ R

n

w0(µ,θ) := sup{v | µ{x | w0(x,θ) > v} > 0}. (1.6)

If M is a smooth submanifold of Rn parametrised by a smooth map
f , then set the Diophantine exponent w0(M) to be equal to w0(f∗λ)
where f∗λ is the push forward of Lebesgue measure λ by f . Then a
manifold M is extremal when w0(M) = 1/n and simultaneously inho-
mogeneously extremal when w0(µ,θ) = 1/n for all θ ∈ R

n. The pur-
pose of this note is to demonstrate that the method of Beresnevich and
Velani can in fact be used to relate homogeneous and inhomogeneous
Diophantine approximation on manifolds even when the exponent is
v 6= n. Examples of non-extremal manifolds are given by affine sub-
spaces and their nondegenerate manifolds. The study of Diophantine
approximation of affine subspaces goes back to Schmidt and Sprindžuk
and has seen significant developments recently, we refer the reader to
the survey [9] for details. A systematic study of extremality and Dio-
phantine exponents for affine subspaces was initiated by Kleinbock in
two beautiful papers [10, 11]. In particular, in [11], the following result
about Diophantine exponents of affine subspaces and their nondegen-
erate submanifolds was proved.

Theorem 1.3 (Kleinbock [11]). If L is an affine subspace of Rn and
M is a nondegenerate submanifold in L, then

ωn−1(M) = ωn−1(L) = inf{ωn−1(x) | x ∈ L} = inf{ωn−1(x) | x ∈ M}
(1.7)

Furthermore, if L ⊂ R
n is a hyperplane parametrized by

(x1, x2, · · · , xn−1) → (a1x1 + · · ·+ an−1xn−1, x1, . . . , xn−1), (1.8)

then a formula for the exponent was obtained by Kleinbock [11].
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Theorem 1.4. Let L be a hyperplane defined by a := (a1, . . . , an−1) ∈
R

n−1 as in (1.8). Then we have

ωn−1(L) = max (n, ω0(a)) . (1.9)

Here, the notion of nondegeneracy in an affine subspace is a natural
extension of the definition above. Namely if L is an affine subspace of
R

n, U is an open subset of Rd and f : U → R
n is a differentiable map,

then f is said to be nondegenerate in L at x0 ∈ U if f(U) ⊂ L and the
span of all the partial derivatives of f up to some order is the linear
part of L. if In [15], Y. Zhang provided the simultaneous analogue of
Kleinbock’s result.

Theorem 1.5 (Zhang, 2009). If L is an affine subspace of Rn and M

is a nondegenerate submanifold in L, then

ω0(M) = ω0(L) = inf{ω0(x) | x ∈ L} = inf{ω0(x) | x ∈ M} (1.10)

Further if L is a hyperplane defined by a := (a1, . . . , an−1) ∈ R
n−1 as

in (1.8), then

ω0(L) = max

{

1/n,
ωn−1(a)

n+ (n− 1)ωn−1(a)

}

. (1.11)

We should mention that some other cases of explicit computations
of Diophantine exponents of subspaces have been calculated in [11] but
that this problem is largely open and seems difficult. On the other
hand, as far as we are aware, the corresponding inhomogeneous prob-
lem has not been studied so far and does not seem approachable directly
using the techniques of Kleinbock and Zhang which are based on sharp
nondivergence estimates for polynomial-like flows on the space of lat-
tices developed by Kleinbock-Margulis and Kleinbock. In this paper,
we extend Theorem 1.1 from extremal transfer to transfer for arbitrary
exponents and as a consequence, obtain the first known bounds for
the inhomogeneous Diophantine exponent of affine subspaces and their
nondegenerate submanifolds.

Theorem 1.6. Let M be a differentiable submanifold of Rn. For every
θ ∈ R

n we have that

ω0(x,θ) ≤ ω0(M) for almost all x ∈ M. (1.12)

and

ωn−1(x,θ) ≤ ωn−1(M) for almost all x ∈ M. (1.13)

In this case, a lower bound is still given by the transfer inequality of
Bugeaud and Laurent [5]. It reads as follow.
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Theorem 1.7. In the setting of Theorem 1.6 we also have

ω0(x,θ) ≥ max(0, 1− (n− 1)ω0(M)) for all x ∈ M. (1.14)

ωn−1(x,θ) ≥
ωn−1(M)

ωn−1(M)− n+ 1
for all x ∈ M. (1.15)

We postpone the proof and discussion about these lower bounds to
section 3. Here and later, we provide a lower bound for inhomogeneous
exponents in term of their corresponding homogeneous exponent. This
is not the case in the transfer results of Bugeaud and Laurent, so we
combine their result with other transfer results due to German [7, 8].
We might lose optimality, but less information is required to apply our
result. Remember that computing Diophantine exponents on an ex-
plicit example is a difficult problem.

Combining Theorems 1.5, 1.4, 1.6 and 1.7, we get the following corol-
lary.

Corollary 1.1. Let a = (a1, . . . , an−1) be a point in R
n−1. Let L be

an hyperplane of Rn parametrized by a as in ( (1.8)). Then, for any
nondegenerate submanifold M ⊂ L, for every θ ∈ R

n and almost every
x ∈ M we have

min

{

1/n,
n

n+ (n− 1)ωn−1(a)

}

≤ ω0(x,θ) ≤ max

{

1/n,
ωn−1(a)

n+ (n− 1)ωn−1(a)

}

,

min

{

n,
ns

nω0(a)− s(n− 1)

}

≤ ωn−1(x,θ) ≤ max

{

n,
ω0(a)

ω0(a)− n+ 1

}

.

In the next section, we present a more general, in particular, mul-
tiplicative setting, and provide in this context an extended version of
our Theorem 1.6.

Acknowledgements

We thank Y. Bugeaud, D. Kleinbock and S. Velani for helpful com-
ments.

2. A more general setting

First, we need to define more general exponents of inhomogeneous
Diophantine approximation.
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Let m,n ∈ N and R
m×n be the set of all m× n real matrices. Given

X ∈ R
m×n and θ ∈ R

m, let ω(X,θ) be the supremum of w ≥ 0 such
that for arbitrarily large Q > 1 there exists a nonzero q = (q1, . . . , qn) ∈
Z

n satisfying

‖Xq+ θ‖ < Q−w and |q| ≤ Q, (2.1)

where |q| := max{|q1|, . . . , |qn|} is the supremum norm and ‖ · ‖ is
the distance to a nearest integer point. We denote by ω̂(X,θ) the
corresponding uniform exponent, that is the supremum of w ≥ 0 such
that (2.1) has a solution for all Q sufficiently large. Here and elsewhere,
q ∈ Z

n and θ ∈ R
m are treated as columns. Note that we recover

the exponents ω0 and ωn−1 when m = 1 or n = 1. Further, let us
define the multiplicative exponents ω×(X,θ) (resp. ω̂×(X,θ) ) to be
the supremum of w ≥ 0 such that for arbitrarily large Q > 1 (resp.
every sufficiently large Q) there exists a nonzero q := (q1, . . . , qn) ∈ Z

n

satisfying

Π〈Xq+ θ〉 < Q−mw and Π+(q) ≤ Qn, (2.2)

where

Πy := Π(y) =
m
∏

j=1

|yj| and Π+(q) :=
n
∏

i=1

max{1, |qi|}

for y = (y1, . . . , ym). Also, 〈y〉 denotes the unique point in [−1/2, 1/2)m

congruent to y ∈ R
m modulo Z

m. Thus ‖ · ‖ = |〈·〉|.

If θ = 0 we are in the homogeneous setting. In this case, Dirich-
let’s pigeonhole principle provides that ω×(X) ≥ ω(X) ≥ m

n
for all

X ∈ R
m×n. For Lebesgue almost all X ∈ R

m×n, the Borel-Cantelli
lemma ensure that ω(X) = m

n
and that ω×(X) = m

n
.

Note that Beresnevich and Velani use a different normalization, so
that the ’extremal’ value of each exponent is 1. We chosed the nor-
malization used in the transference principles from Bugeaud & Laurent
and German.

Subsequent to the work of Kleinbock and Margulis, a significant ad-
vance was made by Kleinbock, Lindenstrauss and Weiss [14] where they
defined the notion of “friendly” measure and proved that almost every
point in the support of such a measure is not very well multiplicatively
approximable. The transference principles of Beresnevich and Velani
are proved in the general context of (strongly) contracting measures, a
category which includes friendly measures.
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We follow the notation and terminology of Beresnevich and Velani
[3]. Let µ be a non-atomic, locally finite, Borel measure on R

m+n. If
B is a ball in a metric space Ω then cB denotes the ball with the same
centre as B and radius c times the radius of B. A measure µ on Ω is
non-atomic if the measure of any point in Ω is zero. The support of
µ is the smallest closed set S such µ(Ω\S) = 0. Also, recall that µ
is doubling if there is a constant λ > 1 such that for any ball B with
centre in S

µ(2B) ≤ λµ(B).

For a ∈ R
n with ‖a‖2 = 1 and b ∈ R

m consider the plane

La,b := {X ∈ R
m×n : Xa+ b = 0} (2.3)

Given ε = (ε1, . . . , εm) ∈ (0,∞)m, the ǫ-neighborhood of the plane
La,b is given by

L
ε

a,b := {X ∈ R
m×n : |Xja+ b| < εj for all 1 ≤ j ≤ m}, (2.4)

where Xj is the j-th row of X. A non-atomic, finite, doubling Borel
measure µ on R

m×n is strongly contracting if there exist positive con-
stants C, α and r0 such that for any plane La,b, any ε = (ε1, . . . , εm) ∈
(0,∞)m with min{εj : 1 ≤ j ≤ m} < r0 and any δ ∈ (0, 1) the
following property is satisfied: for all X ∈ L

δε
a,b ∩ S there is an open

ball B centered at X such that

B ∩ S ⊂ L
ε

a,b (2.5)

and

µ(5B ∩ L
δε
a,b) ≤ Cδαµ(5B). (2.6)

The measure µ is said to be contracting if the property holds with
ε1 = · · · = εm = ε. We say that µ is (strongly) contracting almost
everywhere if for µ-almost every point X0 ∈ R

m×n there is a neigh-
borhood U of X0 such that the restriction µ|U of µ to U is (strongly)
contracting. The following Theorem is proved in [3].

Theorem 2.1 (Beresnevich, Velani, 2010). Let µ be a measure on
R

m×n.

(A) If µ is contracting almost everywhere then

µ is extremal ⇐⇒ µ is inhomogeneously extremal.

(B) If µ is strongly contracting almost everywhere then

µ is strongly extremal ⇐⇒ µ is inhomogeneously strongly extremal.
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Similarly to the simpler case, the main content of [3, 4] is to provide
an upper bound on the Diophantine exponent, and the corresponding
lower bound is provided using a transference inequality of Bugeaud
and Laurent [5]. We extend Theorem 2.1 to the non-extremal case as
follows.

Theorem 2.2. Let µ be a measure on R
m×n.

(A) If µ is contracting almost everywhere and if for µ-almost every
X ∈ R

m×n we have ω(X) = v then for every θ ∈ R
m

ω(X,θ) ≤ v for µ-almost every X ∈ R
m×n

(B) If µ is strongly contracting almost everywhere and if for µ-
almost every X ∈ R

m×n we have ω×(X) = v× then for every
θ ∈ R

m

ω×(X,θ) ≤ v× for µ-almost every X ∈ R
m×n.

In these settings, the lower bound reads as follows.

Theorem 2.3. Let µ be a measure on R
m×n.

(A) If µ is contracting almost everywhere and if for µ-almost every
X ∈ R

m×n we have ω(X) = v then for every θ ∈ R
m and

µ-almost every X ∈ R
m×n

ω(X,θ) ≥











v

nv −m+ 1
if ω̂(tX) ≤ 1

m− (n− 1)v if ω̂(tX) ≥ 1 e.g. n ≥ m

(B) If µ is strongly contracting almost everywhere and if for µ-
almost every X ∈ R

m×n we have ω×(X) = v× then for every
θ ∈ R

m

ω×(X,θ) ≥ max

(

0,
n− (m− 1)v×

mv× − n+ 1

)

These lower bounds are interesting whenever v or v× belong to the
interval [n/m, n/(m− 1)].

Furthermore, Beresnevich and Velani show that any friendly mea-
sure on R

n is strongly contracting. Note that Riemannian measures
supported on non-degenerate manifolds are known to be friendly [14].

Then, using a slicing argument, Beresnevich and Velani prove the
following.

Theorem 2.4. Let M be a differentiable submanifold of Rn. Then
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(A) Let M be a differentiable submanifold of Rn. Then

M is extremal ⇐⇒ M is simultaneously inhomogeneously extremal.

(B) Furthermore, suppose that at almost every point on M the tan-
gent plane is not orthogonal to any of the coordinate axes. Then

M is strongly extremal ⇐⇒ M is simultaneously inhomogeneously strongly extremal.

Note that a measure supported on a differentiable manifold is not
necessarily friendly. Also, (A) is in fact Theorem 1.1, already extend
to Theorems 1.6 and 1.7. We extend the multiplicative result to the
non-extremal case.

Theorem 2.5. Let M be a differentiable submanifold of Rn. Suppose
that at almost every point on M the tangent plane is not orthogonal to
any of the coordinate axes. Then, for every θ ∈ R

m we have

ω×
0 (x,θ) ≤ ω×

0 (M) for almost every x ∈ R
n,

ω×
n−1(x,θ) ≤ ω×

n−1(M) for almost every x ∈ R
n. (2.7)

In this settings, the multiplicative lower bounds read as follow.

Theorem 2.6. With notation and conditions of Theorem 2.5, we also
have

ω×
0 (x,θ) ≥

1− (n− 1)ω×
0 (M)

nω×
0 (M)

for almost every x ∈ R
n,

ω×
n−1(x,θ) ≥

n

ω×
n−1(M)− (n− 1)

for almost every x ∈ R
n. (2.8)

In the multiplicative setting, Zhang [16] provides also an example of
non-extremal manifolds.

Theorem 2.7 (Zhang, 2010). If L is a hyperplane of Rn and M is a
nondegenerate submanifold in L, then

ω×
n−1(L) = ω×

n−1(M) = inf
{

ω×(x) | x ∈ L
}

= inf
{

ω×
n−1(x) | x ∈ M

}

(2.9)
Furthermore, suppose that L is defined by

(x1, x2, . . . , xn−1) 7→ (a1x1+a2x2+ · · ·+an−1xn−1+an, x1, x2, . . . , xn−1)
(2.10)

Denote a := (a1, . . . , an) and suppose that s−1 is the number of nonzero
elements in {a1, . . . , an−1}. Then we have

ω×
n−1(L) = max

(

n,
n

s
ω0(a)

)

(2.11)
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Note that the two different definitions of hyperplane (1.8) and (2.10)
are slightly different.

Combining Theorems 2.2, 2.3 and 2.7 we obtain the following mul-
tiplicative analogue of Corollary 1.1.

Corollary 2.1. If L is a hyperplane of Rn defined by a and (2.10) and
M is a nondegenerate submanifold in L. Suppose that at almost every
point on M the tangent plane is not orthogonal to any of the coordinate
axes. Then for all θ ∈ R

n and almost every x ∈ M we have

min

(

n,
ns

nω0(a)− (n− 1)s

)

≤ ω×
n−1(x,θ) ≤ max

(

n,
n

s
ω0(a)

)

.

(2.12)
where s − 1 is the number of nonzero numbers among the n − 1 first
coordinates of a.

Note that all the condition can be fulfilled only if dim(M) ≤ s.

3. Lower bounds

In this section, we use different transference inequalities to provide
the lower bounds of the Theorems 1.7, 2.3 and 2.6. These lower bounds
essentially follow from a transference inequality of Bugeaud and Lau-
rent [5]. We then use other transference inequality of German to express
the lower bounds of the inhomogeneous exponents in term of their ho-
mogeneous analogues.

Theorem 3.1 (Bugeaud, Laurent, 2005). Let x,θ ∈ R
n. Then

ω(X,θ) ≥
1

ω̂(tX)
and ω̂(X,θ) ≥

1

ω(X)
(3.1)

with equality in 3.2 for Lebesgue almost every θ ∈ R
n.

For multiplicative exponents, we have the following consequence.

Corollary 3.1. Let x,θ ∈ R
n. Then

ω×(X,θ) ≥
1

ω̂×(tX)
and ω̂×(X,θ) ≥

1

ω×(tX)
(3.2)

It comes from the fact that

ω×(X,θ) ≥ ω(X,θ) for all X ∈ R
m×n and all θ ∈ R

m. (3.3)

In the context of Theorem 1.7, we use the following transference
inequalities established by German [7]



ON DIOPHANTINE TRANSFERENCE PRINCIPLES 11

Theorem 3.2. For every x ∈ R
n, we have

ω̂n−1(x)− 1

(n− 1)ω̂n−1(x)
≤ ω̂0(x) ≤

ω̂n−1(x)− (n− 1)

ω̂n−1(x)
(3.4)

Combining it with Theorem 3.1, we get that for every x ∈ R
n and

every θ ∈ R
n we have

ωn−1(x,θ) ≥
1

ω̂0(x)
≥

ω̂n−1(x)

ω̂n−1(x)− n+ 1
≥

ωn−1(x)

ωn−1(x)− n+ 1
(3.5)

ω0(x,θ) ≥
1

ω̂n−1(x)
≥ max (0, 1− (n− 1)ω0(x)) . (3.6)

Note that the second inequality is non trivial if and only if 1/n ≤
ω0(x) ≤ 1/(n − 1). This comes from the fact that Theorem 3.2 pro-
vides an upper constraint on ω̂n−1(x) in terms of ω̂0(x) if and only if
ω̂0(x) ≤ 1/(n − 1). Fortunately, this fits well with our application to
Theorem 1.5, because for any hyperplan L, the exponent ω(L) belongs
to the range [1/n, 1/(n− 1)].

Now consider the more general context of Theorem 2.3, German’s
transference inequalities [7] read as follows.

Theorem 3.3 (German, 2011). For every X ∈ R
m×n, for every θ ∈

R
m, we have

ω̂(tX) ≥















n− 1

m− ω̂(X)
if ω̂(X) ≤ 1

n− (ω̂(X))−1

m− 1
if ω̂(X) ≥ 1

(3.7)

Combining it with Theorem 3.1, we get that for every x ∈ R
m×n and

every θ ∈ R
m we have

ω(X,θ) ≥
1

ω̂(tX)
≥











ω(X)

nω(X)−m+ 1
if ω̂(tX) ≤ 1

m− (n− 1)ω(X) if ω̂(tX) ≥ 1

(3.8)

It is more interesting than Theorem 3.1 if we can get rid of the
condition on ω̂(tX). Namely, we have an interesting non trivial lower
bound if n ≥ m and m/n ≤ ω(X) ≤ m/(n− 1). Then,

ω(X,θ) ≥ m− (n− 1)ω(X) ≥ 0 (3.9)

In the multiplicative setting, we use an other set of transference
inequalities stated by German [8]
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Theorem 3.4 (German, 2011). Let X ∈ R
m×n, we have

ω̂×(X) ≤
mω̂×(tX)− n+ 1

n− (m− 1)ω̂×(tX)
. (3.10)

Combining it with Theorem 3.1, we get for every X ∈ R
m×n and

every θ ∈ R
m:

ω×(X,θ) ≥
1

ω̂×(tX)
≥ max

(

0,
m− (n− 1)ω×(X)

nω×(X)−m+ 1

)

(3.11)

Again, this is non trivial if and only if m/n ≤ ω̂×(X) ≤ m/(n− 1).
In particular, we have

ω×
n−1(x,θ) ≥

n

ω×
n−1(x)− (n− 1)

, (3.12)

ω×
0 (x,θ) ≥

1− (n− 1)ω×
0 (x)

nω×
0 (x)

. (3.13)

4. Proof of Theorems 1.6 and 2.5

We refer the reader to the proof of Theorem 2.4 in [3, §2.3]. Here, we
just give a sketch and explain how to adapt it to the non-extremal case.

The idea is to apply Theorem 2.2. Given a differential submanifold
M of Rn, if we denote by m the Riemannian measure on M, we only
need to prove that m is strongly contracting almost everywhere. We
reduce the problem to the case of curves with a slicing argument. Once
the result proved for the curves, we use Fubini’s theorem to recover it
for the whole manifold M.

Every step of the proof are the same as in [3, §2.3], we refer the
reader to it. To adapt it to the non-extremal case, we just need to
replace the set of full measure E by either

E :=
{

x ∈ B0 : ω
×
0 (x) = ω×

0 (M)
}

or E :=
{

x ∈ B0 : ω
×
n−1(x) = ω×

n−1(M)
}

.

and at the end with Fubini’s theorem we prove that either

E
θ :=

{

x ∈ B0 : ω
×
0 (f(x),θ) = ω×

0 (M)
}

or Eθ :=
{

x ∈ B0 : ω
×
n−1(f(x),θ) = ω×

n−1(M)
}

has full dimension.

It is also possible to get a self-contained proof of Theorem 1.6 by
adapting the proof from [4] in a similar way.
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5. Proof of Theorem 2.2

5.1. A reformulation of Theorem 2.2. Following the steps of [3],
we introduce some notations adapted to the non-extremal setting and
reformulate Theorem 2.2. Then, we state the transference theorem of
Beresnevich and Velani in its full bright and use it for our proof.

Let µ be a strongly extremal measure on R
m×n and define the set

A
θ

m,n(v
×) :=

{

X ∈ R
m×n : ω×(X,θ) > v×

}

.

We prove Theorem 2.2 if we show that

µ(Aθ

m,n(v
×)) = 0 for all θ ∈ R

m (5.1)

Let T denote a countable subset of Rm+n such that for every t =
(t1, . . . , tm+n) ∈ T

m
∑

j=1

tj = λ
n
∑

i=1

tm+i . (5.2)

where λ := m
n
v×.

For t ∈ T, consider the diagonal transformation gt of R
m+n given by

gt := diag{2t1 , . . . , 2tm , 2−tm+1 , . . . , 2−tm+n} . (5.3)

For X ∈ R
m×n, define the matrix

MX :=

(

Im X

0 In

)

,

where In and Im are respectively the n×n andm×m identity matrices.
The matrix MX is a linear transformation of Rm+n. Given θ ∈ R

m, let

Mθ

X
: a 7→Mθ

X
a :=MXa+Θ ,

where Θ := t(θ1, . . . , θm, 0, . . . , 0) ∈ R
m+n. Thus, Mθ

X
is an affine

transformation of Rm+n.
Let

A = Z
m × (Zn \ {0}) . (5.4)

Then, for ε > 0, t ∈ T and α ∈ A define the sets

∆θ

t
(α, ε) := {X ∈ R

m×n : |gtM
θ

X
α| < ε} (5.5)

and

∆θ

t
(ε) :=

⋃

α∈A

∆θ

t
(α, ε) = {X ∈ R

m×n : inf
α∈A

|gtM
θ

X
α| < ε} .
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For η > 0, define the function

ψη : T 7→ R+ : t 7→ ψη
t
:= 2−ησ(t) (5.6)

where σ(t) := t1 + · · ·+ tm+n, and consider the lim sup set given by

Λθ

T
(ψη ) := lim sup

t∈T

∆θ

t
(ψη

t
) . (5.7)

In the case θ = 0, we write ΛT(ψ
η) for Λθ

T
(ψη). The following result

provides a reformulation of the set A
θ

m,n in terms of the lim sup sets
given by (5.7).

Proposition 5.1. There exists a countable subset T of Rm×n satisfying
(5.2) such that

∑

t∈T

2−ησ(t) <∞ ∀η > 0 (5.8)

and
A

θ

m,n(v
×) =

⋃

η>0

Λθ

T
(ψη) ∀θ ∈ R

m (5.9)

In fact, in the proof of Proposition 5.1 we show that we can construct
a set T that fits the non-extremal setting (5.2) but still has the proper-
ties (5.8) and (5.9). This is the key point in the extension of Theorem
2.4 to the non-extremal case. Thereafter, our limsup sets have the nec-
essary properties to apply the Inhomogeneous Transference Principle.
Namely, we are reduced to show that for a set T given by Proposition
5.1,

µ(ΛT(ψ
η)) = 0 ∀η > 0 =⇒ µ(Λθ

T
(ψη)) = 0 ∀η > 0 (5.10)

5.2. Proof of Proposition 5.1. Given s = (s1, . . . , sm) ∈ Z
m
+ and

l = (l1, . . . , ln) ∈ Z
n
+, let

σ(s) :=
m
∑

j=1

sj, σ(l) :=
n
∑

i=1

li and ζ := ζ(s, l) =
σ(s)− λσ(l)

m+ λn
,

where Z+ is the set of non-negative integers. Furthermore, define the
(m+ n)-tuple t = (t1, . . . , tm+n) by setting

t := (s1 − ζ, . . . , sm − ζ, l1 + ζ, . . . , ln + ζ) (5.11)

and let

T :=
{

t ∈ R
m×n defined by (5.11) : s ∈ Z

m
+ , l ∈ Z

n
+ with σ(s) ≥ λσ(l)

}

.
(5.12)

We aim at showing that this choice ofT is suitable within the context of
Proposition 5.1. The choice of ζ ensure that definition (5.11) satisfies



ON DIOPHANTINE TRANSFERENCE PRINCIPLES 15

condition (5.2). First, we check that this T satisfies (5.8). For any
t ∈ T,

λ
1+λ

σ(t) = σ(s)−mζ and 1
λ+1

σ(t) = σ(l) + nζ (5.13)

where σ(t) :=
∑m+n

k=1 tk. Since ζ is non-negative, we deduce that

(λ+ 1)σ(l) ≤ σ(t) ≤ λ+1
λ
σ(s). (5.14)

Furthermore, on summing the two expressions arising in (5.13) and
using the fact that σ(l) ≥ 0, we obtain that

σ(t) = σ(s) + σ(l) + (m− n)ζ ≥
λ+ 1

m+ nλ
(σ(s) + σ(l)) . (5.15)

This ensures that T satisfy condition (5.8). In turn, it follows that for
any v ∈ R+

#{t ∈ T : σ(t) < v} <∞ (5.16)

Now we check condition (5.9). Fix θ ∈ R
m. Note that X ∈ A

θ

m,n(v
×)

if and only if there exists ε > 0, such that for arbitrarily large Q > 1
there is an α = (p,q) ∈ A := Z

m× (Zn \{0}) satisfying |Xq+p+θ| ≤
1/2 such that

Π(Xq+ p+ θ) < Q(1+ε)mv× and Π+(q) ≤ Qn. (5.17)

Step 1. We show the inclusion

A
θ

m,n(v
×) ⊆

⋃

η>0

Λθ

T
(ψη). (5.18)

Suppose X ∈ A
θ

m,n(v
×). It follows that (5.17) is satisfied fo infinitely

many Q ∈ Z+. For each such Q, we consider the unique s ∈ Z
m
+ and

l ∈ Z
n
+ such that

2−sj ≤ max
{

|Xj q+ pj + θj| , Q
−(1+ε)

}

< 2−sj+1 for 1 ≤ j ≤ m

(5.19)
and

2 li ≤ max{1, |qi|} < 2 li+1 for 1 ≤ i ≤ n . (5.20)

Here and after, Xj := (xj,1, . . . , xj,n) denotes the j-th row ofX ∈ R
m×n.

If we multiply over the indexes we get

2σ(l) ≤ Π+(q) ≤ Qn, (5.21)

2−σ(s) < max
{

Π(Xq+ p+ θ), Q−(1+ε)mv×
}

= Q−(1+ε)mv×(5.22)

Combining both inequalities, we get 2−σ(s) < 2σ(l)(1+ε)mv× . Hence,

σ(s)− λσ(l) > ελσ(l) ≥ 0. (5.23)
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Thus, t given by (5.11) with s and l as defined above in (5.19) and
(5.20) belongs to T.

If σ(s) > 2λσ(l), then

ζ =
σ(s)− λσ(l)

m+ nλ
≥

σ(s)

2(m+ nλ)

(5.14)

≥
λσ(t)

2(λ+ 1)(m+ nλ)
.

If σ(s) ≤ 2λσ(l), then

ζ =
σ(s)− λσ(l)

m+ nλ
≥

ελσ(l)

m+ nλ
≥

εσ(s)

2(m+ nλ)

(5.14)

≥
ελσ(t)

2(λ+ 1)(m+ nλ)
.

On combining the two cases, we deduce that

ζ > η0σ(t) with η0 :=
λ

2(λ+ 1)(m+ nλ)
min (1, ε) (5.24)

The diagonal transformation gt satisfies

gt = 2−ζ diag{2s1 , . . . , 2sm , 2−l1 , . . . , 2−ln}

It follow from definition (5.19) and (5.20) that

inf
α∈A

|gtM
θ

X
α| < 2 · 2−ζ . (5.25)

For 0 < η ≤ η0, the lower bound (5.24) for ζ implies that

inf
α∈A

|gtM
θ

X
α| < 2−ησ(t) (5.26)

for all sufficiently large σ(t). Note that (5.17) and (5.19) ensure that
σ(s) → ∞ as Q → ∞. Since (5.17) is satisfied for arbitrarily large
Q ∈ Z+ and (5.15) ensures that σ(t) also goes to infinity with Q, we
have that (5.26) is satisfied for infinitely many t ∈ T. This proves that
X ∈ Λθ

T
(ψη) for any η ∈ (0, η0). This establishes the inclusion (5.18).

Step 2. We show the inclusion

A
θ

m,n(v
×) ⊇

⋃

η>0

Λθ

T
(ψη). (5.27)

Suppose that X ∈ Λθ

T
(ψη) for some η > 0. By definition, (5.26)

is satisfied for infinitely many t ∈ T. For each such t, there exists
α = (p,q) ∈ A such that

|gtM
θ

X
α| < 2−ησ(t) (5.28)
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If we take the product over the firstm coordinates of gtM
θ

X
α, we obtain

that
m
∏

j=1

2tj |Xjq+ pj + θj| < 2−mησ(t).

Similarily, the product of the last n non-zero coordinates of gtM
θ

X
α

gives that
∏

1≤i≤n
qi 6=0

2−tm+i |qi| < 2−nησ(t).

By definition, for every t ∈ T, we have tm+i ≥ 0 (1 ≤ i ≤ n). Also, the
minoration (5.15) ensure that σ(t) ≥ 0. We obtain

Π(Xq+p+θ) < 2−mησ(t)−
λσ(t)
1+λ and Π+(q) < 2−nησ(t)+

σ(t)
1+λ (5.29)

If we set

Q := 2
σ(t)

n(1+λ) and ε :=
λ+ 1

λ
mη,

it follows that (5.17) is satisfied for arbitrarily large Q and arbitrarily
small ε. Hence, X ∈ A

θ

m,n(v
×). This establishes (5.27).

Steps 1 and 2 establish (5.9) and complete the proof of Proposition
5.1. �

Remark: With A
θ

m,n(v) := {X ∈ R
m×n : ω(X,θ) > v}, which is the

setting for Theorem 1.6, the proof is essentially the same. We just
add the extra condition that s1 = · · · = sm and l1 = · · · = ln in the
definition of T. As a subset of the previous set, it satisfies conditions
(5.2) and (5.8). Replacing (5.17) by

‖Xq+ p+ θ‖ < Q−(1+ε)v and |q| < Q,

the arguments of Steps 1 and 2 can naturally be modified to obtain
(5.9).

5.3. An Inhomogeneous Transference Principle. We recall here
the general framework of the transference theorem of Beresnevich and
Velani as it appears in [3]. It allows to transfert zero mesure statement
for homogeneous limsup sets to inhomogeneous limsup sets.

Let (Ω, d) be a locally compact metric space. Given two countable
‘indexing’ sets A and T, let H and I be two maps from T × A × R

+

into the set of open subsets of Ω such that

H : (t, α, ε) ∈ T×A× R
+ 7→ Ht(α, ε)
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and

I : (t, α, ε) ∈ T×A× R
+ 7→ It(α, ε) .

Furthermore, let

Ht(ε) :=
⋃

α∈A

Ht(α, ε) and It(ε) :=
⋃

α∈A

It(α, ε) . (5.30)

Next, let Ψ denote a set of functions ψ : T → R
+ : t 7→ ψt . For

ψ ∈ Ψ, consider the lim sup sets

ΛH(ψ ) = lim sup
t∈T

Ht(ψt) and ΛI(ψ ) = lim sup
t∈T

It(ψt) .

(5.31)

For reasons that will soon become apparent, we refer to sets associ-
ated with the map H as homogeneous sets and those associated with
the map I as inhomogeneous sets. The following ‘intersection’ prop-
erty states that the intersection of two distinct inhomogeneous sets is
contained in a homogeneous set.

The intersection property. The triple (H, I,Ψ) is said to satisfy
the intersection property if for any ψ ∈ Ψ, there exists ψ∗ ∈ Ψ such
that for all but finitely many t ∈ T and all distinct α and α′ in A we
have that

It(α, ψt) ∩ It(α
′, ψt) ⊂ Ht(ψ

∗
t
) . (5.32)

The contracting property. Let µ be a non-atomic, finite, doubling
measure supported on a bounded subset S of Ω. We say that µ is
contracting with respect to ( I,Ψ) if for any ψ ∈ Ψ there exists ψ+ ∈ Ψ

and a sequence of positive numbers {kt}t∈T satisfying
∑

t∈T

kt <∞ , (5.33)

such that for all but finitely t ∈ T and all α ∈ A there exists a collection
Ct,α of balls B centred at S satisfying the following conditions :

S ∩ It(α, ψt) ⊂
⋃

B∈Ct,α

B (5.34)

S ∩
⋃

B∈Ct,α

B ⊂ It(α, ψ
+
t
) (5.35)

and

µ
(

5B ∩ It(α, ψt)
)

≤ kt µ(5B) . (5.36)
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The intersection and contracting properties enable us to transfer zero
µ-measure statements for the homogeneous lim sup sets ΛH(ψ ) to the
inhomogeneous lim sup sets ΛI(ψ ).

Theorem 5.1 (Inhomogeneous Transference Principle). Suppose that
(H, I,Ψ) satisfies the intersection property and that µ is contracting
with respect to (I,Ψ). Then

µ(ΛH(ψ)) = 0 ∀ψ ∈ Ψ ⇒ µ(ΛI(ψ)) = 0 ∀ψ ∈ Ψ (5.37)

5.4. Conclusion of the proof. Throughout θ ∈ R
m is fixed. Let µ

be a measure on R
m×n that is strongly contracting almost everywhere

and fix a set T arising from Proposition 5.1. In terms of establishing
(5.10), sets of µ-measure zero are irrelevant. Therefore we can simply
assume that µ is strongly contracting. We show that (5.10) falls within
the scope of the above general framework. Let Ω := R

m×n and let A
be given by (5.4). Given ε ∈ R

+, t ∈ T and α ∈ A let

Ht(α, ε) := ∆t(α, ε) = ∆0
t
(α, ε) and It(α, ε) := ∆θ

t
(α, ε),

where ∆θ

t
(α, ε) is defined by (5.5). This defines the maps H and I

associated with the general framework. It is readily seen that Ht(ε) =
∆0

t
(ε) and It(ε) = ∆θ

t
(ε). Next, let Ψ be the class of functions given

by (5.6). Then, it immediately follows that

ΛH(ψ) = ΛT(ψ) := Λ0
T
(ψ) and ΛI(ψ) = Λθ

T
(ψ) ,

where the set Λθ

T
(ψ) is defined by (5.7). In [3], it is shown that

these sets satisfy the intersection property and the contracting property.
Namely, only (5.2) changes in the non-extremal setting, and it is used
only used once to show that σ(t) ≥ 0 implies

∑m

j=1 tj =
λ

1+λ
σ(t) ≥ 0.

This remains true if λ > 1. Thus we can apply Theorem 5.1, which
proves Theorem 2.2. �

6. Open problems

The authors would like to point out that Beresnevich and Velani fin-
ish their paper [3, §8] with a long and interesting presentation of open
questions related to their Inhomogeneous Transference Principle, and
strongly encourage the reader to look at it.

Concerning the non-extremal case, it would be interesting to pro-
vide explicite examples of manifolds where homogeneous and inhomo-
geneous exponents can be computed in order to check wether the in-
equality in Theorems 1.6 and 1.7 and Theorems 2.5 and 2.6 are best
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possible, and if the whole intervals is reachable.

In another direction, the theory of Diophantine approximation on
manifolds discussed so far can be generalized to the context of smooth
submanifolds of matrices, i.e. one considers submanifolds of systems
of linear forms. The present theory corresponds to the special case of
n × 1 matrices. We refer the reader to [13, 2, 1, 6] for recent devel-
opments on this theme. One of the main difficulties in studying Dio-
phantine approximation on submanifolds of matrices is that it doesn’t
seem straightforward to define the correct notion of nondegeneracy for
submanifolds or indeed the right generalization of friendly measures.
Accordingly, in the papers mentioned above, several notions have been
developed to address this issue - for instance in [2], Beresnevich, Klein-
bock and Margulis develop a notion of “weakly non-planar” measures
and in addition to proving the analogue of the Baker-Sprindžuk con-
jectures for such measures, an inhomogeneous transference principle is
also proved, for the critical exponent, thereby generalising the work of
Beresnevich and Velani. The results in the present paper also extend
to this setting, however, we have chosen to restrict ourselves to the
setting of measures and submanifolds of Rn because our results are es-
pecially significant for affine subspaces and the corresponding theory
in the matrix setting is not yet sufficiently well developed even in the
homogeneous approximation case.

Finally, to properly use Theorems 2.2 and 2.3 , it would be good to
look for measures that are (strongly) contracting but not friendly.
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