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as potential 3D organic semiconductors 
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1Centre for Industrial Collaboration, School of Chemistry, University of Leeds, UK, LS2 9JT 

2Institute of Process Research and Development, School of Chemistry, University of Leeds, LS2 9JT 

Abstract 

Carbon nanomaterials such as polyaromatic hydrocarbons (PAHs), graphene, fullerenes and nanotubes 

are on the frontline of materials research due to their excellent physical properties, which in recent years, 

have started to compete with conventional inorganic materials in charge transfer based applications. 

Recently, a variety of new structures such as single-walled carbon nanobelts (SWCNBs) have been 

conceived, however, to date only one ͚Ăůů-ƉŚĞŶǇů͛ example has been synthesised, due to problems with 

their stability and the challenging synthetic methodologies required. This study introduces a new class of 

phenacene-based SWCNBs and their chalcogenide derivatives, forming the new sub-class of single-walled 

heterocyclic carbon nanobelts (SWHNBs) which are expected to be both more stable and easier to 

synthesis than the all carbon analogues. Subsequent theoretical examination of the structure-property 

relationships found that unlike the small-molecule acene homologues (tetracene, pentacene etc.) which 

become more reactive with addition of oxygen, an increase in the molecular size of the SWCNBs actually 

stabilises the HOMO energy level, in correlation with the increasingly negative nuclear independent 

chemical shift (NICS) calculations of their cylindrical aromaticities. Interestingly, the FMO energies of the 

phenacene SWCNBs are similar to that of the nanobelt reported by Itami and co-workers, but those of the 

SWHNBs are deeper and thus more stable. Moreover, the sulfur derivative of one SWHNB was found to 

give hole-charge transfer mobilities as high as 1.12 cm2 V-1 s-1, which is three orders of magnitude larger 

than the corresponding unsubstituted SWCNB (3 × 10-3 cm2 V-1 s-1). These findings suggest the candidates 

are air-stable and are high-performing organic semiconductors for organic thin film transistor (OTFT) 

devices, while the structure-property relationships uncovered here will aid the design and synthesis of 

future three-dimensional organic nanomaterials.  

Introduction 

The field of molecular carbon nanomaterials has 

been rekindled in light of the recent synthesis of 

an all-phenyl nanobelt by Itami and co-workers1 

in 2017. Nanobelts are aromatic hydrocarbon 

structures consisting primarily of fused benzene 

rings in a belt-like array (Figure 1). In essence, 

these are the smallest possible slice of a carbon 

nanotube yet pertain to have high 

semiconducting properties. Such nanomaterials 

are desirable in transistor technology, due to 

their varied properties such as low band gaps for 

transistor devices2ʹ4 and singly-occupied orbitals 

for spintronics5,6; their size also enables very high 

transistor density per unit area7ʹ10, which results 

in improved power control in electronic devices. 

Structures that have been synthesised include a 

cyclophenylene, a functionalised C60 and a mixed 

benzene and octacene belt have showed that a 

fused-ring phenyl belt should be possible11,12. 

Many attempts in the past have tried but 

ultimately failed to yield this desirable product, 

owing largely to the unstable intermediates and 

challenging reaction conditions required. Now 

ŚŽǁĞǀĞƌ͕ ƚŚĞ ǁŽƌŬ ďǇ IƚĂŵŝ͛Ɛ ŐƌŽƵƉ ƐŚŽǁ ƐƵĐŚ 
molecular structures are not only possible, but 

could lead to a new revolution in organic 

materials discovery13ʹ17. 
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Figure 1. (A) The first single-walled all-phenyl 

carbon nanobelt by Itami and co-workers in 

2017, a mixed zig-zag and chair structure; (B) a 

mixed phenyl and octyl belt; (C) a 

cycloparaphenylene; and (D) a phenyl belt from 

a derivatised C60. 

TŚĞ ƐƚƌƵĐƚƵƌĞ ŽĨ IƚĂŵŝ͛Ɛ ŶĂŶŽďĞůƚ ŝƐ ŶĞŝƚŚĞƌ ĐŚĂŝƌ 
nor zig-zag in nature, but a mixture of both due 

to the derivatised asymmetric para-xylene 

starting reagents and successive Wittig coupling 

reactions. This synthesis of this molecule will 

undoubtedly unlock new synthetic routes not yet 

foreseen, but what is not available with this 

structure is the ability to tune its physical 

properties through width and edge 

modification18, which would open up the 

potential applications in organic electronics. One 

way to induce atomically-precise structures with 

discrete properties, is the rational design of the 

nanomaterial structure with heteroatoms sitting 

along the terminus, akin to those of 

heteroacene19ʹ23 and heterocirculene24 

materials. However, it is currently difficult to 

ĐŽŶƐŝĚĞƌ ŚŽǁ IƚĂŵŝ͛Ɛ ĐĂƌďŽŶ ŶĂŶŽďĞůƚ ĐĂŶ ďĞ 
further derivatised in its current form, something 

which is essential as derivatisation will be 

important to enable the properties of nanobelts 

to be fully realised͘  IŶĚĞĞĚ͕ ͞“ƵůĨůŽǁĞƌ͟ ǁĂƐ 
synthesised in 2006 by Chernichenko25 and yet 

there has been no reports of non-planar 

analogues in a belt-like form to date. Knowledge 

of these structures are still limited and are 

largely acquired through computational 

chemistry calculations6.  

The development of a detailed 

understanding of structure-property 

relationships will help current and future 

synthetic efforts, particularly for the selection of 

the target and device combinations in organic 

transistors and photovoltaics. A comparison of 

the carbon backbones of the nanobelts and 

heterocirculenes gives the realisation that the 

chair form is key for two reasons: (1) the 

construction of a five-membered heterocyclic 

derivative needs four other members, normally 

carbon atoms arranged in a cis-diene array; (2) 

chair conformers lead to phenacene belts, which 

have the four-membered carbon backbone 

available for substitution. It is natural then, to 

consider the potential for heteroacene belts, or 

rather, single-walled heterocyclic carbon 

nanobelts (SWHNBs) as illustrated in Figure 2. 

Such structures would benefit from structural 

and atomic stabilising factors, while providing 

whole new sub-classes to explore and tune their 

physical-properties for high-performing 

molecular materials in organic electronics. 

Herein, we propose a new class of carbon 

oxygen, sulfur, and selenium SWHNBs. This work 

begins by exploring their aromaticities, probes 

their stabilities and then investigates their 

charge transfer properties for applications as 

organic semiconductors in organic thin-film 

transistors (OTFTs).  

 

Figure 2. General structures of chair-SWCNBs 

(left) and the SWHNBs in this work (right); the 

repeat unit is highlighted in blue (X = O, S, or Se). 
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Computational Methods 

Avogadro26 (version 1.1.1) and Chemcraft were 

used for both the construction of the molecules 

and the visualisation of their surfaces. All 

calculations were performed at the 

B3LYP/6-31+G(d)27ʹ29 level in Gaussian 0930 

(version D.01); larger basis sets were 

computationally intractable due to the size of 

the polyatomic structures. The ground states 

were first optimized in Avogadro with the 

molecular mechanics universal force field (UFF), 

then optimized with quantum mechanics at the 

given theoretical level using density functional 

theory (DFT) in Gaussian 09; all subsequent 

single-point and vertical calculations were 

performed from the optimized structures at the 

same level of theory. All optimized structures 

were confirmed to be ground state with 

frequency calculations, i.e. no negative 

frequencies were observed (vibrational spectra 

are ĂǀĂŝůĂďůĞ ŝŶ ƚŚĞ E“IΏͿ͘  

The nature of their aromaticities were 

investigated with nuclear independent chemical 

shifts (NICS)31, susceptibility exaltations and the 

aromatic C=C vibrational stretch. NICS(0) are a 

measure of the total ʍнʋ ĞůĞĐƚƌŽŶ ĚĞůŽĐĂůŝƐĂƚŝŽŶ 
effects. The global and local NICS were 

calculated at the centre of each molecule 

(NICSMC(0)) and at the centre of each benzene 

ring (NICSRC(0)) in the phenacene belts, 

respectively, at the GIAO approximation32ʹ34. The 

exaltation and NICS(0) result from the presence 

of cyclic delocalisation of ring currents. 

Significantly negative (i.e. magnetically shielded) 

NICS(0) and exaltation values observed at the 

centre of rings and/or at the centre of spherical 

molecules indicate the presence of diatropic ring 

currents or aromaticity, whereas the opposite is 

true for antiaromaticity. The NICS(0), exaltations 

and vibrations were calculate in Gaussian 09 with 

DFT. Although NICS uses virtual atoms, the 

shielding of He3 atoms in fullerene were found to 

compare well with experimental NMR values35ʹ

38. Other methods to deduce aromaticity include 

homodesic reactions, bond-length alterations 

and stabilisation energies, however the 

constituents have to be chosen with care as they 

can be easily biased to give a desired result. With 

belt-like architectures, it is difficult to select 

molecular components that are similar in nature 

in terms of bond lengths, angles and strengths 

and thus these methods are not appropriate31. 

Different theories were used to evaluate the 

vertical ionization energies and electron 

ĂĨĨŝŶŝƚŝĞƐ ĂŶĚ ŝŶĐůƵĚĞ DFT ;BϯLYPͿ͕ KŽŽƉŵĂŶƐ͛ 
Theorem (KT)39ʹ41 and a variant of the electron 

propagator theories such as the third-order pole 

(P3)42,43. The charge-transfer properties were 

determined from the semi-classical 

Marcus-Hush Theory, such as the internal 

reorganization energy, the transfer integral and 

the rate of charge transfer. Marcus-Hush 

Theory44 (Equation 1) describes the charge 

transfer as a self-exchange between a neutral 

and a charged (radical cation/anion) molecule. 

One key parameter, the internal reorganization 

energy45 (ʄh,e), is intrinsic only to the extent of 

relaxation and upon which, the electron 

delocalisation plays a key part.  Ideally, internal 

reorganization energies should be relatively 

small, ca. 100-200 meV46.  

݇௖௧ ൌ ቀ௧ మ˱ቁ ቀ గఒ௞ಳ்ቁଵ ଶΤ ݁ షഊరೖಳ೅  (1) 

The energy processes of electron exchange, 

excitation and relaxation are illustrated in Figure. 

3. The internal hole reorganization energy (h) is 

comprised of two relaxation terms, the energy of 

the cationic (1) and neutral (2) surfaces, as 

defined in Equation 2. The cationic 

reorganization energy 1 is determined from the 

difference between the vertical and adiabatic 

ionization energies calculated via the vertical, 

single-point geometry of the cation (M+
SP) and 

the optimized cation structure (M+
OPT), 

(Equation 3). 
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Figure 3. The ionization energy (IE) and electron 

affinity (EA) pathways between the anion, neutral and 

cation potential energy surfaces for the calculation of 

ƚŚĞ ŚŽůĞ ;ĞůĞĐƚƌŽŶͿ ƌĞŽƌŐĂŶŝǌĂƚŝŽŶ ĞŶĞƌŐǇ ʄh;ʄe). ߣ୦ ൌ ଵߣ ൅ ଵߣ ଶ  (2)ߣ ൌ ௌ௉ାܯሺܧ ሻ െ ை௉்ାܯሺܧ ሻ   (3) 

Addition of an electron to the minimised cationic 

structure returns the molecule back to its neutral 

geometry and is performed with a vertical 

electron affinity of the cation, EAv
+; the 

difference between this state and the minimum 

of the neutral molecule is 2 (Equation 4). ߣଶ ൌ ௌ௉ሻܯሺܧ െ  ை௉்ሻ   (4)ܯሺܧ

 

Similarly, the internal electron reorganization 

energy e, is calculated according to Equation 5, 

which is the difference of the constituent 

relaxations between the anionic (3) and the 

neutral surfaces (4), from Equations 6 and 7 

respectively. 

ୣߣ  ൌ ଷߣ ൅ ଷߣ ସ    (5)ߣ ൌ ௌ௉ିሻܯሺܧ െ ை௉்ିܯሺܧ ሻ  (6) ߣସ ൌ ை௉்ିܯሺܧ ሻ െ ௌ௉ᇱܯሺܧ ሻ   (7) 

 

The transfer integral th is another important 

component in Marcus Theory and the hole 

integral can be estimated from the 

͞ƐƉůŝƚƚŝŶŐ-in-ĚŝŵĞƌ͟ ŵĞƚŚŽĚ27,47ʹ49 (Equation 8), 

comprising of two cofacial molecules separated 

by a distance d (Å) and determined from 

calculating half the energy difference between 

the HOMO and HOMO-1 levels of the dimer. The 

electron transfer integral (te) is determined from 

the half difference between the energies of the 

LUMO+1 and LUMO states (Equation 9). ݐ௛ ൌ ଵଶ ሺȰு െȰுିଵሻ   (8) ݐ௘ ൌ ଵଶ ሺȰ௅ାଵ െȰ௅ሻ   (9) 

A range of dimer separations are appropriate to 

determine the extent of the electronic coupling 

interaction. A separation between d = 3.3-3.8 Å 

was experimentally found for planar OSCs27,49,50, 

although this cannot be assumed for the novel 

structures in this study, as some are non-planar 

and will not have an identical packing 

arrangement. Therefore, the integrals were 

calculated with 0.5 Å increments between 

3.0-5.0 Å inclusive. Substituting values for ʄ and 

t into Equation 1, enables the rates of hole and 

electron charge transfer (KCT,h,e) to be 

determined at any given separation d. 

Marcus-Hush theory has a number of limitations 

which include a lack of entropy and nuclear 

tunneling, which have been incorporated, inter 

alia, with the Marcus-Levich-Jortner 

equation51,52 ĂŶĚ ƚŚĂƚ ŽĨ MĐCŽŶŶĞůů͛Ɛ53. Although 

other charge transfer theories are available54, 

the more simplified approach (Equation 1) which 

is still used widely in the literature27,55,56 and 

deployed in the present study, is suitable for a 

priori investigations on novel polyatomic 

compounds. Hole and electron mobilities (µ) 

were evaluated via the 

Einstein-Smoluchowski49,57 equation (10), where 

d is the intermolecular distance, kCT is the rate of 

charge transfer, kB is Boltzmann constant and T 

is temperature.  ߤ ൌ ௗమ௞಴೅௞ಳ்   (10) 
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Results and Discussion 

The chair-SWCNBs and SWHNBs are illustrated in 

Figure 4, showing the top and side views for each 

derivative (n = 3-5). Naturally, as the repeat unit 

increases from 3 to 5, the molecular dimensions 

such as the diameter and volume also increase 

;ƐĞĞ E“IΏͿ͘ Molecules with a repeat unit of 2 

would result in a cubane-like structure, which 

would have large ring strain and in practical 

terms be very difficult to synthesise.  

The overall chemical formula for the SWCNBs is 

C2nHn and for the SWHNBs is C4nXn, (where X = O, 

S or Se). The SWCNBs are a tubular shape, while 

the SWHNBs are quasi-spherical. This may be 

due to the C-X-C bond angles, where those of 

oxygen 4-6, sulfur 7-10 and selenium 10-12 are 

105.5 °, 89.4 ° and 64.6 ° respectively for the n = 

5 species. To compensate for the large bonding 

angle of oxygen, the carbon atoms in 4-6 make 

use of the internal cavity space and lean inwards 

to satisfy the C=C bond lengths and angles 

around the phenyl rings.  

The nature of the nanobelts aromaticities were 

probed with magnetic susceptibility exaltations 

;ȿͿ͕ ŶƵĐůĞĂƌ ŝŶĚĞƉĞŶĚĞŶƚ ĐŚĞŵŝĐĂů ƐŚŝĨƚƐ 
(NICS(0)) and the aromatic C=C vibration 

(Table 1). The mass-centred NICSMC(0) values 

show correlation between aromaticity and 

molecular size. For example, the NICSMC(0) value 

of the underivatised SWCNB 1 is positive 

(2.36 ppm), suggesting this structure is either 

nonaromatic or antiaromatic. However, those of 

2 and 3 are increasingly negative at -4.43 ppm 

and -5.82 ppm respectively, which implies these 

two structures are indeed aromatic33 and the 

extent of the aromaticity for the SWCNBs 

increases with molecular size. The same trend in 

NICSMC(0) is observed with the sulfur (from -8.77 

to -10.11 ppm) and selenium (-7.10 

to -8.39 ppm) SWHNBs, except that their values 

are slightly more negative. 

Although the trend is reversed, the NICSMC(0) 

 
 

n = 3 n = 4 n = 5 
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C32H16 
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C40H20 

3 

O 

 

 
C24O6 
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Figure 4. Structures viewed along and parallel 
to the molecular axis, with selected bond 
lengths and angles; coloured black=C, red=O, 
yellow=S and orange=Se. 
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values for the oxygen derivatives are the most 

negative out of all the structures. The smallest 

oxygen derivative 4 is -12.97 ppm, while the 

largest 6 is -8.52 ppm, which implies that the first 

three in the oxygen series of SWHNBs are 

strongly aromatic, although larger derivatives 

ŵĂǇ ďĞ ůĞƐƐ ƐŽ͘ FŽƌ ƚŚĞ ƵŶƐƵďƐƚŝƚƵƚĞĚ ͚ ŚǇĚƌŽŐĞŶ͕͛ 
the sulfur and the selenium series, an equal 

number of paired electrons are added with each 

additional repeat unit n, so the net effect is an 

increase in the diatropic ring current (more 

negative NICS), hence an increase in aromaticity. 

Interestingly Baryshnikov and co-workers34 

found the Sulflower and its heteroatomic 

analogues to be highly antiaromatic, in stark 

contrast to the strong aromatic nature of the 

SWHNBs studied here.    

Magnetic susceptibility exaltations31,58,59 were 

used as an additional and complementary 

technique to NICS. Similarly, large and negative 

exaltations for molecules are considered to be 

aromatic while positive values indicate 

antiaromaticity.  For SWCNB compounds 1 and 2, 

their exaltations are -84.81 ppm and -60.92 ppm 

respectively, and while their NICS(0) are 2.36 and 

-4.43 ppm respectively, these can be inferred as 

weakly aromatic; the exaltation calculations for 

3 could not be completed after multiple 

attempts. For the SWHNBs, no discernible trend 

in the exaltations can be deduced, other than 

that they are significantly more negative, by two 

or three times those of the SWCNBs, which 

suggests that the heteroatoms stabilise and 

induce diatropic ring currents. 

The aromaticities were further probed with the 

vibrational wave number of the aromatic C=C 

stretch. The vibration shifts to longer 

wavenumber as each derivative increases in size. 

For example, the vibration in the SWCNBs shift 

from 1595.7 cm-1 in 1 (n=3) to 1634.9 cm-1 in 3 

(n=5), and similarly from 7 (1497.3 cm-1) to 9 

(1558.7 cm-1). The aromatic C=C stretch all 

SWHNBs are around ~100 cm-1
 less than their  

Table 1. Aromaticity calculations. 

Entry 
NICSMC(0)/ 

ppm 
ȿ ͬ 

cgs.ppm 
C=C / 
 cm-1 

1 2.36 -84.81 1595.7 
2 -4.43 -60.92 1620.9 
3 -5.82 * 1634.9 
4 -12.97 -147.08 1497.3 
5 -10.27 -139.37 1543.7 
6 -8.52 -178.15 1558.7 
7 -8.77 -186.34 1437.1 
8 -10.17 -194.95 1461.0 
9 -10.11 -164.24 1466.6 

10 -7.10 -142.71 1461.0 
11 -8.35 -136.00 1485.3 
12 -8.39 -386.08 1487.9 

*No exaltation value after multiple attempts. 

parent SWCNB counterparts. These observations 

correlate with the increasingly negative NICS 

values for each derivative. 

In addition to the NICSMC(0) calculated at the 

centre of each molecule, NICSRC(0) were 

calculated at the centre of each six-membered 

carbon ring in the phenacene belt, for the 

smallest (n = 3) compounds in each series 

(Table 2). The negative NICSRC(0) values for each 

benzene ring shows that there is a continuous 

diatropic current around the phenacene belts of 

each molecule. There is a small difference 

between the rings around the phenacene belt 

but all of which are negative and are the same 

order of magnitude. As a result, there is no 

distinction between any ʋ-sextets in adjacent 

rings. So rather than Clar like structures, these 

SWHNBs appear to be strongly-conjugated 

Kekulé structures. 

Interestingly, the local NICSRC(0) for the 

individual benzene rings in 1 are on 

average -1.00 ppm, while the global NICSMC(0) is 

positive at 2.36 ppm. The benzene rings, 

therefore, only slightly contribute to the 

aromaticity. In the SWHNBs, the NICSRC(0) for the 

benzene rings are significantly more negative, 

although not as much as the global NICSMC(0).  
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Table 2. Ring-centred NICSRC(0) isotropic shifts for the benzene rings. 
 NICSRC(0) / ppm 

Entry Ring 1C6 Ring 2C6 Ring 3C6 Ring 4C6 Ring 5C6 Ring 6C6 
1 -0.97 -1.07 -1.05 -0.97 -1.07 -1.05 
4 -10.96 -11.04 -11.04 -10.96 -11.04 -11.04 
7 -7.44 -7.52 -7.44 -7.47 -7.50 -7.46 

10 -6.58 -6.50 -6.58 -6.58 -6.50 -6.58 

The heteroatoms must therefore provide highly 

stabilising diatropic contributions. A thorough 

ĂŶĚ ĞǆĂĐƚ ĚŝƐƐĞĐƚŝŽŶ ŽĨ ʍ ĂŶĚ ʋ ŽƌďŝƚĂů 
contributions is possible with the MO-NICS 

technique60 but only with planar molecules, 

while for non-planar structures this analysis is 

qualitative only31 and thus not pursued. 

Next, the Frontier Molecular Orbitals (FMO) 

energy levels were investigated. The highest 

occupied molecular orbital (HOMO) and lowest 

unoccupied molecular orbital (LUMO) energy 

levels are illustrated in Figure 5, along with the 

corresponding HOMO-LUMO energy gaps (Eg) in 

electron volts (eV); the work function of a gold 

electrode61 is presented for comparison of 

energy overlap with the HOMO levels of the 

nanobelts. For the SWCNBs 1-3, the HOMO level 

decreases in energy with increasing size, 

from -4.74 eV to -5.19 eV, while the LUMO 

energy slightly rises from -2.48 to -2.22 eV. As a 

result, the Eg increases and therefore the 

molecules become more stable as they increase 

in size. Moreover, the HOMO energies correlate 

ǁĞůů ǁŝƚŚ IƚĂŵŝ͛s nanobelt at -4.92 eV, which 

infers both the SWCNBs and the SWHNBs should 

be stable in air. More importantly, these 

structures can be processed into OTFTs under 

ambient conditions, a significant manufacturing 

advantage. The HOMO level of the SWHNBs 

increases with molecular size from n=3 to n=5 

and the deepest energy level is with 4. The 

divergence in the Eg trends can be qualitatively 

discussed in terms of their FMO densities44,62,63. 
It is clear that from n=3 to 5 the overlap of the 

HOMO molecular orbitals decreases (ESI, 

Table 5) around the central phenacene atoms, 

which become increasingly concentrated 

towards the heteroatomic substituents (5,6; 7,8; 

9,10) at the terminal edges ʹ similar to short 

carbon-based zig-zag nanotubes6͕ ǁŚŽ͛Ɛ ŽƌďŝƚĂůƐ 
tend to diverge into an open-shell along the 

edges. Structure 4 happens to retain continuous 

orbital overlap in this region. Another 

observation is the directional change in orbital 

densities, where for structures 1-3, the HOMO 

orbitals extend between the edges of the belts, 

whereas those of the SWHNBs extend around 

belt for the same compounds 5,6; 7,8; 9,10. For 

7 and 10, their orbitals are similar to those of 1-

3, suggesting overall molecular size is a design 

feature to be considered in future materials. This 

phenomena of the FMOs needs further 

investigation as to the underlying contributions 

towards the Eg in later studies.  
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Figure 5. HOMO, LUMO and Eg energies (eV) for 

unsubstituted phenacenes 1-3, substituted 

phenacenes 4-12, and the work function of a 

gold electrode for comparison. 
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Table 3. Ionisation potentials and electron affinities via DFT (B3LYP), 
KŽŽƉŵĂŶƐ͛ TŚĞŽƌĞŵ ;KTͿ ĂŶĚ ƚŚĞ ĞůĞĐƚƌŽŶ ƉƌŽƉĂŐĂƚŽƌ ƚŚŝƌĚ ŽƌĚĞƌ ƉŽůĞ ;PϯͿ 
with its oscillator strength in parenthesis; DFT values could be acquired for 
all structures, although KT and P3 proved computationally intractable for 
several entries (1, 5, 6, 8, 9, 11, and 12). 
Entry IEV  EAV 
 B3LYP KT P3  B3LYP KT P3 
1 6.20 6.09 6.59 (0.872)  1.08 0.57 0.46 (0.890) 
2 6.31 6.26 6.66 (0.863)  1.06 0.66 0.40 (0.883) 
3 6.36 - -  1.09 - - 
4 7.74 8.14 8.60 (0.870)  1.72 0.08 1.06 (0.889) 
5 6.83 7.17 7.38 (0.869)  1.72 - - 
6 6.42 6.76 6.94 (0.862)  1.81 - - 
7 7.13 7.50 8.03 (0.873)  1.74 0.29 1.22 (0.886) 
8 7.01 7.57 7.66 (0.873)  1.74 - - 
9 6.53 7.02 7.15 (0.867)  1.75 - - 
10 7.10 7.36 7.90 (0.875)  1.68 0.05 0.94 (0.890) 
11 7.14 7.48 7.97 (0.875)  1.69 - - 
12 6.53 - -  1.71 - - 

The vertical ionisation potentials and electron 

affinities were calculated with the B3LYP 

ĨƵŶĐƚŝŽŶĂů͕ KŽŽƉŵĂŶƐ͛ TŚĞŽƌĞŵ ;KTͿ ĂŶĚ ƚŚĞ 
electron propagator third-order pole (P3) and 

presented in Table 3, with the corresponding 

pole strength in parenthesis. Compound 12 and 

3 proved computationally intractable for 

ionisation potential calculations with KT and P3 

methods, while only the electron affinities of 

compounds 4, 7 and 10 were computable after 

multiple attempts. Although P3 is increasingly 

used due to its superior accuracy20, both DFT and 

KT were deployed due to their continued 

wide-spread use in the literature49,64.  

There is a general trend of P3 yielding the highest 

ionisation potentials, while DFT the lowest; there 

is no particular trend with the electron affinities. 

However, the P3 potentials show complex 

behaviour. The ionisations for 4 (8.60 eV), 7  

(8.03 eV) and 10 (7.90 eV) decreases between 

the oxygen and the selenium compounds, but for 

5 (7.38 eV), 8 (7.66 eV) and 11 (7.97 eV), the 

ionisations increase; the same is true for 6 

(6.94 eV) and 9 (7.15 eV). The switch in trends 

may be due to the competing effects between 

the electronegativity of the elements and the 

increasing conjugation of the molecules; where 

the latter is a stronger contributor to ionisation 

potentials. The same observation can be made 

with the B3LYP functional, while KT gives mixed 

results. The KT values for the electron affinity are 

all less than 1 eV, while B3LYP and P3 are 

generally larger.  
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Figure 6. Internal reorganisation hole and 

electron energies for each compound. 

 



9 
 

3.0 3.5 4.0 4.5 5.0

0

20

40

60

80

100

120

140

160

180

200
H

ol
e 

T
ra

ns
fe

r 
In

te
gr

al
 

(t
h 

/ m
eV

)

Intermolecular Separation (d) / Å

 1
 2
 3
 4
 5
 6
 7
 8
 9
 10
 11
 12

A

 

3.0 3.5 4.0 4.5 5.0

0

20

40

60

80

100

B

E
le

ct
ro

n 
T

ra
ns

fe
r 

In
te

gr
al

 
(t

e 
/ m

eV
)

Intermolecular Separation (d) / Å

 1
 2
 3
 4
 5
 6
 7
 8
 9
 10
 11
 12

 

3.0 3.5 4.0 4.5 5.0

0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5 C

R
at

e 
of

 H
ol

e 
C

ha
rg

e 
T

ra
ns

fe
r 

(K
C

T
h 

×
 1

013
) 

/ s
-1
)

Intermolecular Separation (d) / Å 

 1
 2
 3
 4
 5
 6
 7
 8
 9
 10
 11
 12

3 4

0.00

0.05

0.10

0.15

0.20

0.25

0.30

 

3.0 3.5 4.0 4.5 5.0

0.0

0.2

0.4

0.6

0.8

1.0 D

R
at

e 
of

 E
le

ct
ro

n 
C

ha
rg

e 
T

ra
ns

fe
r

(K
C

T
e 

×
 1

013
) 

/ s
-1
)

Intermolecular Separation (d) / Å 

 1
 2
 3
 4
 5
 6
 7
 8
 9
 10
 11
 12

 

Figure 7. Transfer integrals (A, B) and rates of charge transfer (C, D) for holes and electrons respectively. 

The vertical ionisation potentials and electron 

affinities are the first stage of an electron 

loss/gain process, as the internal reorganisation 

energies are the sum totals of the individual 

relaxation energies of both the neutral and 

charged states (Figure 6).  The hole or electron 

reorganisation energy of a molecule is the ability 

for it to mitigate an electron loss or gain 

respectively; a small value (ca. 100-200 meV) is 

common in high-performing organic 

semiconductors65,66.  

The reorganisation energies for the oxygen and 

sulfur derivatives show trends similar to each 

other, while those of selenium are an exception. 

For example, the hole reorganisation energy 

decreases from 4-9 (from 447 to 112 meV), 

noting that 7 is the lowest out of all n=3 

compounds at 195 meV, and those of 3 

(447 meV) and 10 (395 meV) are relatively 

similar. This can be explained by the increase in 

ŵŽůĞĐƵůĂƌ ƐŝǌĞ͕ ĂƐ ŵŽƌĞ ʋ-electrons are available 

and thus electron-electron repulsion is 

proportionally greater, making the vertical 

electron loss or gain lower in energy. 

The selenium compounds show a spike in the 

overall decreasing trend, most probably due a 

decrease in the repulsion between the adjacent 

selenium atoms as the molecules size increase. 

The electron reorganisation energies show a 

general decrease with increasing molecular size, 

with a small difference between the oxygen and 

sulfur, and sulfur and selenium derivatives. The 
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sulfur compounds are more stable towards hole 

reorganisations and thus more suited to p-type 

devices than the oxygen and selenium 

structures. 

The second Marcus-Hush parameter, the 

transfer integral (t), is a measure of the extent of 

the intermolecular interaction between two 

molecules that are separated by a distance (d). 

Combining the integral with the reorganisation 

energy yields the overall rate of charge transfer 

(KCT), which is a measure of the efficiency of 

charge transport between two molecules and 

thus give a strong indication towards their 

suitability for electronic materials applications; 

the charge transfer mobility is calculated using 

the rate with Equation 10, vide infra. The 

calculated hole and electron integrals are 

presented in Figure 7; not all intermolecular 

separations could converge due to the limited 

interactions between them. 

Both the hole transfer integral and the rate of 

hole charge transfer of the compounds 1 to 3 

increases with the size of the molecules, at d = 

3.0 Å. Although the rate sharply decreases with 

increasing d, there is still some non-zero hole 

integral (5.03 meV) at the largest separation d = 

5.0 Å, inferring sufficient through-space dimer 

interaction for charge transfer. Compounds 7 

and 10 have the largest hole integrals and rates 

of charge transfer in comparison to the other 

compounds. Interestingly, 10 has a relatively 

high hole reorganisation energy (400 meV) but 

still gives a hole transfer integral of 92.1 meV at 

d = 3.5 Å, similar to that of 7 with 102 meV but 

has half the reorganisation energy of 200 meV. 

Compound 4 has equally high reorganisation 

energies (450 meV), but low hole transfer 

integral and associated rate of hole charge 

transfer across all separations. The largest rates 

of hole and electron charge transfer are with 7 

and 5 at 3.215 × 1013 s-1 and 0.849 × 1013 s-1 

respectively.  

The integrals and rates of electron charge 

transfer show similar trends to those of the hole 

parameters, but with noticeable differences. For 

example, 7 and 10 remain leading compounds at 

d = 4.0 Å, compounds 4 and 5 are close 

contenders with electron rates of transfer at 

0.054 × 1013 s-1 and 0.083 × 1013 s-1 respectively. 

The rates of 5 and 6 at d = 3.0 Å are 

0.849 × 1013 s-1  and 0.551 × 1013 s-1  respectively, 

but fall off drastically with increasing separation. 

All of the derivatives depreciate between the 

range d = 3.0-5.0 Å, but 7 is noticeably the best 

for both the hole integral and the rate of hole 

charge transfer. 10 is relatively high performing 

for the hole integral, but not for the overall rate.  

Next, the hole and electron mobilities were  
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Figure 8. Calculated hole (A) and electron (B) 

mobilities for compounds 1-12. 
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calculated via the Einstein-Smoluchowski 

relationship (Equation 10)29 and presented in 

Figure 8. Compound 7 has the greatest hole 

mobility (1.126 cm2 V-1 s-1), while all other 

structures have relatively low values.  

Compounds 5 and 6 have the largest electron 

mobilities, while those of the sulfur and selenium 

derivatives are lower and similar to each other; 

12 has negligible mobilities. Overall, all 

compounds show promise for electron mobility 

devices, but only 7 is suitable for hole-based 

devices. 

In reality, the formation of discrete carbon 

nanobelts is a challenging synthetic task, 

especially on a scale suitable for widespread 

applications such as semiconducting materials. 

However, advances in the formation of the 

structurally related carbon nanoribbons could be 

exploited. In recent years, researchers have 

advanced the stepwise formation of bespoke 

molecular species in solution67 and on surfaces 

to form all carbon, zig-zag nanoribbons68, and 

used both thermal and electron beam initiated 

polymerisation reactions of simple molecular 

precursors in carbon nanotube templates to 

form armchair carbon and zig-zag heteroatom 

terminated (S and Cl) nanoribbons18,69ʹ71.  Thus, 

it is envisaged that a similar synthetic approach 

could be adopted to form the structurally 

analogous belt-like molecules.  This could be 

achieved by exploiting the self-coupling of a 

predesigned molecular species under high 

dilution to give the nanobelts in relative high 

purity. Or using a more scalable, self-assembly 

approach involving the polymerisation of 

molecular fragments within an appropriately 

suitably shaped template or nanoreactor. The 

size of the nanobelts could be controlled by 

sequential addition of the building blocks within 

the initial precursor species or via careful section 

of the template used respectively.   

 

Conclusion 

This study has investigated the structural and 

energetic properties of the compounds 

generated from the heteroatomic substituents 

into the chair-positions of the phenacene-based 

SWCNBs, yielding a small and novel virtual library 

of SWHNBs. These structures were theoretically 

screened for potential applications in organic 

electronics. It is clear that a small number have 

relatively large FMO energy gaps, sufficient to 

suggest air-stability by comparison to recently 

synthesised structures, as well as excellent 

ionisations. One compound was found to have a 

hole mobility exceeding 1 cm2 V-1 s-1, even 

though the SWCNBs are two orders of 

magnitude less. This approach highlights (i) that 

the heteroatoms within the structure stabilise 

the nanobelts and (ii) that theoretical 

calculations are powerful way of evaluating new 

materials and directing experimental 

endeavours.  This study sets out design rules for 

3D organic semiconductors highlighting 

potential candidates for the next generation of 

carbon nanomaterials-based semiconductor 

systems. 
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