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ABSTRACT

Peter Brossel and Franz Huber in 2015 argued that the Bayesian concept of
confirmation had no use. | will argue that it has both the uses they
discussed-it can be used for making claims about how worthy of belief
various hypotheses are, and it can be used to measure the episheeniof va
experiments. Furthermore, it can be useful in explanations. Morellgenera

| will argue that more coarse-grained concepts (like confiomptcan be

useful, even when we have more fine-grained concepts (like creflences

1. Introduction

A centrepiece of contemporary Bayesianism is the Bayesidyisisnaf the concept of

confirmation:

E confirms H relative to background assumptions B and probability
function Pif and onlyf P(H|E&B) > P(H|B}

Peter Brossel and Franz Huber raise an important and negecteibrgweksat is the
purpose of the Bayesian conception of confirmation? They consider aidtweje

possible answers:



(1) that the purpose of the Bayesian conception of confirmation is kimgnelaims
about how ‘worthy of belief various hypotheses are’;

(2) that the Bayesian conception of confirmation can be used to measure ‘the
epistemic value of experimental outcomes’ (Brossel and Huber 2015, 737), and

thus to decide which experiments to carry out.

I will argue that the Bayesian conception of confirmation can befasémbth purposes.
The more general moral is that there are two reasons why-goairsed concepts can

be more useful than fine-grained conceptiey are useful when we are ignorant of the
details and they are useful when omitting details improves danekon.

2. Set-up

Let’s put the debate into context by asking a more general question: what is the purpose
of a conceptual analysfsThe purpose we'll focus on is that it solves what Frank
Jackson (1998) calls the location probiethmat of connecting the vocabulary of one
subject-matter with the vocabulary of a different, better understoodcsufiiter.
Prior to finding an analysis, we might worry that a concept is inenhesr fails to refer
to anything in the world. A failure to find a conceptual analysis carivatet
eliminativism about the subject-matter. By contrast, a successfideptual analysis
vindicates the subject-matter.

The concept of confirmation seems to be extensively used byistsiesb part
of the interest in giving an analysis of the concept of confirmatioa risake sense of
this confirmationtalk by ‘locating’ confirmation using better understood concepts. The
Bayesian analysis does thidt defines confirmation in terms of concepts Bayesians
already endorse i.e. probability functions and background beliefs. So tisisamaight
be considered a success of Bayesianism.

The challenge posed by Brossel and Huber is that the concept aheiofi
offered by the Bayesian is not useful. What would it take for a comodyp useful?
‘Useful’ is such a vague and flexible word that it is very easy for concepts to play a
useful role if we are liberal enough e.g. a concept can be usefuisbeit is more
familiar than an alternative, or more concise. This is a low bar setisfied, and one



that the Bayesian concept of confirmation satisfigsis more concise to say ‘E
confirms H than ‘P(H|E&B) > P(H|B.* If itis good to use fewer concepts, then the
Bayesian concept of confirmation is useful. Brossel and Hubenatiyng against this
use, so let’s set it aside.

On the other hand, one could argue that the concept of confirmation is never
needed because ‘E confirms H can always be replaced by: (D) P(E|H) > P(E{H). An
analysis of a concept shows that that concept is not fundamental. Ifit’s best to use fewer
fundamental concepts then an analysis is useful to the extent riizdtels the concept
dispensable-the concept itself can then be eliminated.

As it stands, this objection would apply to any conceptual analysisseBrésd
Huber focus only on the Bayesian concept of confirmation, so let’s set aside this more
general objection.

Still, there is a slightly different objection which appliesyanl disjunctive
analyses and which seems to underlie Brossel and Huber’s first objection. Suppose we

have a disjunctive analysis of red:

Sis red iff [S is scarlet or S is maroon]

A worry for this disjunctive analysis is that whether somethingdsis determined by
whether it is scarlet or maroon, so redness cannot be used to detetmeiher an
object is scarlet or maroon.

A similar worry seems to motivate Brossel and Huber. The Bayesncept of
confirmation is disjunctive, as there are many ways that E canmohfjrdepending on

the details of the probability function:

E confirms Hiff [{P(E|H) =1 > P(EH) = 0.5} or {P(E|H) =1 >P(EH) =
0.6} or {P(E|H) = 0.9 > P(EH) = 0.5} or...]

The worry is that, ‘[s]ince the agent’s degrees of belief are used to determine whether
the evidence confirms the hypothesis, [1] confirmation cannot be usetrioide the
agent’s degrees of belief, that is, how worthy of belief the hypothesisis’ (Brossel and
Huber 2015, 738).



I will argue that we can make claims about confirmation withoort glaims
about how worthy of belief the hypothesis is (sections 4 and 5); and thaf eve
could not, the concept of confirmation could still be useful (section 6)sjandtive
analysis is more coarse-grained than the disjuncts, so two compdemeurposes for
coarse-grained concepts will emerghey are useful when we are ignorant of the
details and they are useful when omitting details improves danekon.

A different objection one might have to a conceptual analysis is that it doesn’t
match the target concept sufficiently closely. This worrgpnseto motivate Brossel and
Huber’s objection to the second purposethey consider, that confirmation can be used to
(2) measure the epistemic value of experimental outcomes. Babskéluber claim
that this is incompatible with the desiderata that old evidence canntdmfipotheses.
Specifically, they object to extant answers to the old evidence prainldie grounds
that these answers are incompatible with new evidence confirmipgtlgses. They
argue that no theory of confirmation can account for both old evidence and new
evidence. | will argue that familiar responses to the old evidenakelepr can also
account for new evidencend that even if they couldn’t there would be still be a
purpose for the Bayesian concept of confirmation (section 7).

Here’s the plan. Section 3 explains Brossel and Huber’s circularity objection.
Section 4 argues that we can avoid circularity by defining credemcesoafirmation
relations in different probability functions. Section 5 argues that even if we can’t,
coarsegrained confirmation relations are useful when we don’t have detailed
information about the beliefs of the agents we are describingorse&targues that even
if we do have detailed information about the beliefs of the agents vdestebing,
coarse-grained confirmation relations can be explanatorily uS#alion 7 argues that
the Bayesian conception of confirmation can be useful for the purp&eméésuring

the epistemic value of experimental outcomes.

3. The Circularity Problem

The bulk of Brossel and Huber’s discussion—and mine—concerns (1). Let’s start with

Brossel and Huber’s argument. They quote the following passage of Hempel:



It is now clear that an analysis of confirmation is of fundamental irapcet
also for the study of the central problem of what is customarilgdcal
epistemology; this problem may be characterized as the elabort
‘standards of rational belief’. (Hempel 1945, 7)

And then they comment: ‘We claim that no Bayesian conception of confirmation can be
used for this purpose’ (Brossel and Huber 2015, 740). The core of their argument is the
following circularity problem:

we must specify the agent’s ... degrees of belief before we can say whether

the evidence confirms the hypothesis. Therefore we cannot use the
information that the evidence confirms the hypothesis in order to specify the
agent’s actual degrees of belief [or what is worthy of belief]. (Brdssel and

Huber 2015, 740741)

Specifically, E confirms H iff P(E|H) > P(E{l), where P expresses a rational belief
function/credence functiochThe beliefs must be settled first, and these determine the
facts about confirmation. Thus confirmation is no help for making clalmsitdow
worthy of belief hypotheses are, as the order of explanation goeshénevaty. So
Brossel and Huber object that as the Bayesian analysis definesnetiofi in terms of
degrees of belief, confirmation cannot be used to specify degreesebf bel

| will offer two reasons to think thate need not specify the agent’s degrees of
belief before we can say whether the evidence confirms the hypothést,
confirmation might not be defined in terms of degrees of beliefsiaised). Second, we
might know the (coarse-grained) confirmation relations without knowingfittee
gained) degrees of belief (section 5). So my focus will be onrdieséintence of the
quotation above: ‘we must specify the agent’s...degrees of belief before we can say
whether the evidence confirms the hypothesis’ (Brossel and Huber 2015, 740; section 6

grants that the sentence is true.).

4. Alternative Probability Functions



| deny hat ‘we must specify the agent’s ... degrees of belief before we can say whether
the evidence confirms the hypothesis’ (Brossel and Huber 2015, 740). The reason is that
confirmation and credence can be defined on different probability funckons.
example, we can define confirmation in terms of physical proiediiite. chancé.
Chances are physical features of the world that are sepamateadtual or ideal beliefs.

Patrick Maher explains the difference:

[Sluppose you have been told that a coin is either two-headed or twdo-tai
but you have no information about which it is. The coin is about to be
tossed. What is the probability that it will land heads? There avendtural
answers to this question:

@0 12

(i)  Either 0 or 1 but I do not know which.

Answer (i) is natural if the question is taken to be about inductive
probability [rational belief], while (i) is the natural answithe question is
taken to be about physical probability [chance]. (Maher 2006, 185)

If confirmation can be understood in terms of chaneespeed not specify the agent’s
degrees of belief before we can say whether the evidence cotifierhgpothesis.

In fact explanations will often go the other waye need to specify whether the
evidence confirms the hypothesis lvefeve can say what the agent’s degrees of belief
ought to be. For example, suppose an agent has been told that the coin isdseidg
by a machine, M1, which is biased towards heads. Suppose the chandaclfades

Ch(Heads | the coin is tossed by M 1) > Ch(Heads | the coin is not tossed by
M1)

This lets us define a confirmation relation in terms of chances: hdabin is tossed by
M1 confirms Heads. Now we add that an agent knows that these arertteschend
matches their credences to the knahamces (so wereplace ‘Ch’ for chance with ‘Cr’

for credence:



Cr(Heads | the coin is tossed by M1) > Cr(Heads | the coin is not tossed by
M1)

Assuming the agent updates by conditionalizatiome need to specify at least the
agent’s prior credence in Heads, Cr(H) plus the known facts about confirmation above,
to determine what her credence should be after learning M 1. Thus tkseBay
conception of confirmation can be used for (1) making claims about hovwynafrt
belief various hypotheses are.

This is a toy model of what often happens when people consider whakve.bel
When wondering, say, whether a Democrat will win the next electionhinledbout
voting patterns, the economy, the appeal of the candidates etc. liral tatsay that
we are trying to discern the objective chances, and using thesertoidet what we
should believe.

Brossel and Huber might object that confirmation is defined onityeeléo a
complete probability function, and chance does not have a complete ptgbabili
function, e.g. there is no value for the unconditional chance that the coinei$ byss
M1 (Hajek 2003, 296%

One response is to modify the analysis of confirmation so it apgviés when
there is only a partial probability function. A second responsep®int out that the
appeal to chance is not essential to this strategy. All that’s needed is that confirmation is
defined in a probability function that differs from the probability functioat
represents the agent’s beliefs. We could do this by defining confirmation in terms of
inductive/evidential probability, which are different from the agent’s actual subjective
degrees of beliéf

Brossel and Huber consider this possibility, specifically, tio@psals of
Williamson (2000) and Hawthorne (2005) for such an inductive/evidential proypabili
function, but reject them on the grounds that we have insufficient reasonete kiley
exist. But plenty of powerful reasons have been offered (Russell 1946, 6dté; W
2005; Maher 2006), not least that they solve the problem of induction, so theinesis
is at worst an open question. Still, perhaps Brossel and Huberlgrameaested in
arguing that there is no purpose for a concept of confirmation defin@ms of

degrees of belief. I’ll use only this concept of confirmation for the rest of the paper.



5. Ignorance

Let’s concede for the sake of argument that chance and inductive probabilities are not in
good standing. Suppose we have only credeistibjective degrees of belieto work
with. Must wenow specify the agent’s degrees of belief before we can say whether the
evidence confirms the hypothesis?

No. We might be ignorant of the full belief function of an agent, yet atiapa
knowledge of their belief functieras stated in terms of confirmatierhelps specify
what they should believé.

For example, suppose we have the following information about an agent:

(A) The agent is probabilistically rational, updates by conditipatdtin, and atit
P(H) = 0.5. At they learn E.

Should P(H) atztbe more than 0.5? We don’t have enough information to

answer this question. Now add the following:

(B) E confirms H.

Should P(H) atztbe more than 0.5? We can now answer this questibe answer is
‘yes’. Thus the Bayesian conception of confirmation can be used for (1) making claims
about how worthy of belief various hypotheses are.

Our actual situation often has this shape. We more often know crairsedg
facts about confirmation according to an agent’s credences than we know precise details
of their credences. For example, letHiinstein’s theory of relativity, E = Eddington’s
photographs of the 1919 solar eclipse. Itis plausible that we havallomerig
information about an agent:

(A) The agent is probabilistically rational, updates by conditipaidtin, and in 1918
P(H) = 0.5. In 1919 they discover'E.

Should P(H in 1919 be more than 0.5? We can answer ‘yes’ if we add:



(B) E confirms H.

So we can use the concept of confirmation to say something about the agent’s degrees
of belief, evenif we don’t know what her precise earlier degrees of belief were.

As well as making claims about individual agents’ degrees of belief, we can also
use the concept of confirmation to make claims about entire community’s degrees of
belief. We sometimes want to talk about the way a scientific contynaarine to
believe a new theory. If we are required to state the preciseeslenfdelief of every
member of the community, we would never be able to do this. But putting things in
terms of confirmation allows us to abstract away from the deifidgmch individual, and
make general claims about the community. If every member of the cotyntai a
credence function such that E confirms H, then we can conclude that Ensokfifor
the entire community.

Compare the analysis of red in terms of scarlet or maroon. We b@dghorant
of whether an object is scarlet or maroon, but have-tteey useful—information that
it is red. And we might have a community of objects, some of which aletsand
some maroon. The concept of red allows us to say useful things about the whole

community.

6. Explanation

The last section discussed cases where we are ignorant of some details of the agent’s
credences. At this point Brossel and Huber might want to retrebe tadre modest
claim that the Bayesian concept of confirmation is useless whenusdufia
information about the agerithat is, when we know exactly what the agent’s credences
are, there is nothing for the concept of confirmation to do. For exampleoseitiat &

well as A, we are also told the specific likelihoods:

(C) P(EH) = 1; P(EH) = 0.25



This would have allowed us to conclude that P(H} &t inore than 0.5 without using
the concept of confirmation.

I will argue that there is a role for the concept of confirmateen if we have
full information So I will grant the first sentence of the quote above: ‘we must specify
the agent’s ... degrees of belief before we can say whether the evidence confirms the
hypothesis’. Nevertheless, there is still a role for the concept of confirmation; I will

argue that:

Even given full information about the agent’s beliefs we can use the
information that the evidence confirms the hypothesis in order to explain the

agent’s (rational’) degrees of belief.

This is based on the second sentence of the quotation (‘Therefore we cannot use the
information that the evidence confirms the hypothesis in order to specify the agent’s
degrees of belief’), but I've changed ‘specify’ to ‘explain’.’® | think that even if we have
full information about the agent’s beliefs, there is an explanatory role to be played by

the concept of confirmation.

Repeating for convenience:

(B) E confirms H.
(C) P(EH) =1; P(EH) =0.25.

The difference between B and C on which | want to focus is that B hes details
than C. So the question is: assuming the agent learns (and condésoanlisonly E
between tand ¢, can an explanation of the value of P(Hkathich uses B have any
advantage over an explanation which uses C? That is, can Explanatidretiebéhan
Explanation 2?

BExplanation 1: B(H) > Ri(H) because E confirms H (a) t
Explanation 2: B(H) > Ruy(H) because #E[|H) = 1 and B(E}[-H) = 0.25

Yes—there are many cases where omitting details improves amnatph. In Hilary

Putnam’s (1975) famous example, if we want to know why a square peg fails to fit in a

10



round hole, we are better off citing the logically weaker fact tlapieg is square than
the logically stronger description of every molecule of the p&gp Garfinkel (1981)
argues that the best explanation of changes in rabbit populations do notfa@ece
to the details of which rabbits were eaten by which foesy A. Fodor (1987, 34)
argues that if you want to explain his behaviour, you should work with his|évigl)
desires and beliefs, rather than his (low-level) neurologicalsstarel Jackson and
Philip Pettit (1990) argue that a conductor’s annoyance is better explained by the fact
that someone is coughing than by the fact that Bob is coughing (assumicandietor
doesn’t have a particular dislike of Bob). Such examples motivate various forms of
functionalism and non-reductionism.

There are various theories about why removing details improviEmatpns.
One theory is that explanations with fewer details are more robiass goossibilities,
and robustness is a virtue of explanations. In our case, the explanat@msrof
confirmation is more robust, in that the explanation would survive even if gheedeof
belief were slightly different. By contrast, an explanation $ipaifies the exact
degrees of belief becomes false if the degrees of belief alledfferent, so the
purported explanation becomes false and fails as an explar{atione 2005; Jones

2018)* So an explanation with fewer details might be better for edptpi more
phenomena.

Another theory of why explanations with fewer details can be bstteat
explanation is contrastive, so the explanation has to be of the righbfegaterality to
fit the explanandum(Schaffer 2005; Clarke 201%7)In our case, if we want to know

why P(H) at1is more, rather than less thaniathen we need to know whether E
confirms or disconfirms HWe don’t need to know whether P(E}H) = 0.25 rather than
0.24. So if we are interested in what direction the agent’s credences moved in, it is
confirmation that matters, not the exact likelihoods. And indeed, waftareinterested
in explaining why sentists’ confidence in a theory went up or down; we rarely care
about the exact degrees of belief they had. So an explanation weéthdetails might
be better for showing the patterns of counterfactual dependence.

A third theory—one | like more-is that logically stronger explanations are
better, and that the Explanation 1 is stronger because it omits. Heaislanation 2
tells us that in the specific situation whergfH) = 1 and B(E}-H) = 0.25, H
becomes more probable. Explanation 1 tells us that il? sityation where E confirms

11



H, H becomes more probable. So Explanation 1 is logically strongeEipéanation 2
and this might be why Explanation 1 is better.

Any one of these accounts can be applied here, so we can remaih greutra
which is correct. Werh-needonly the assumption that omitting details can improve an
explanation, and this is widely agreed.

To bring this together, Explanation 1 can be better than Explanation riue vi
of having fewer details. So even if we know all the facts about the agent’s beliefs, we
should not dispense with the concept of confirmation. The concept of cordinmati
allows us to state less detailed facts than those statablens) ¢éprecise beliefs, and
these less detailed facts can provide superior explanation$yodigents have the
beliefs they do.

Returning to the analysis of red in terms of scarlet and maroon,isitha
purpose of the concept of red if we have full information about the shaddf
Suppose that bees are attracted to red. We might explain whyflevbéewards a
flower by citing the flower’s scarletness. But it is plausibly a better explanation to cite
the flower’s redness. Thus the disjunctive concept has a use in giving a superior
explanation.

A referee has objected that Explanation 1 and Explanation 2 fail to be
explanations at all. But I’m not sure on what grounds someone could deny it. There is a
straightforward causal connection betweet{HH) > Ri(E|-H), combined with
conditionalising on E, andfH) > Ri(H). To put it in the terms of Hempel and
Oppenheim (1948, 137), the ‘antecedent conditions’ are the t1 probabilities and the

‘general law’ is conditionalization.

7. Confirmation Determinesthe Epistemic Value of Experimental Outcomes

Brossel and Huber consider and reject a different use for thei@ayescept of
confirmation——confirmation determines the epistemic value of experimental
outcomes, and thus helps decide which experiments to carry out:

One might argue that the epistemic value of an experimental outecene
test of a hypothesis for an agent consists in the difference padnesntal

12



outcome would make to the agent’s degree of belief in the hypothesis. In the
literature, this is referredo as ‘the potential further support” (Christensen

1999) or ‘the additional evidence provided by’ (Milne 2014, 255) an
experimental outcome for a hypothesis for an agent. (Brossel and Huber

2015, 744citations adjusted

But Brossel and Huber reject this, arguing that most Bayesians avgmé tan analysis
of actual support rather than potential further support, wherd attpport is provided
by evidence the agent already has. And they argue that no analysis ngneetoal
evidence can be of any help regarding what potential future evidemcewd look for.
| will argue that Bayesians give an analysis of both actual andt@btieiture support;
the latter can help decide which experiments to perform.

First, why think that most Bayesians want to give an analysis ofl atipaort?
Because Bayesians hold that old evidence can still be confirnmidgnee (Glymour
1980). Old evidence is evidence the agent already has, so we can modelR(E)it=
1. The old evidence problem is that old evidence cannot confirm anything,)as P(E
trivially entails that P(E|H) = P(EH) = 1. In order to allow that old evidence can
confirm hypotheses, Bayesians must complicate their conception ofreatidn
beyond ‘E confirms H iff P(E|H) > P(EH)’. And once they’ve done so, they have an
analysis of confirmation that includes actual support gven by known egid@inds is
all common ground between myself and Brossel and Huber.

But Brossel and Huber hold that an analysis of actual support casndieah

measure of potential support. They gve the following argument:

To sum up: old evidence cannot provide incremental confirmation, and
since potential further support is a form of incremental cortioma old

evidence cannot provide potential further support. Therefore all
philosophers who take the problem of old evidence seriously cannot want to
capture potential further support with their notions of confirmatiomo &l

and Huber 2015, 746)

But the second sentence does not follow from the first. Philosophers whbeake
problem of old evidence seriously can still want to capture poténtiber support with

13



their analysis of confirmatienthey just need to have an analysis of confirmation that is
not limited to old evidence.

Brossel and Huber claim that most Bayesianseakgintendingonly to give an
analysis of actual support. I’ll first raise a simple problem for this suggestion. Suppose,
for reductio, that Bayesians asely-intendingonly to give an analysis of actual
support. Now consider the following example. Consider the hypothegisath fair
die will land showing a 6 on its next throw. Let E = The die will land shgven even
number on its next throw. Does E confirm H according to Bayesian roatitin
theory? Bréssel and Huber must say no. For as E is about the next tlisawerely
potential evidence, and Brossel and Huber claim Bayesians onlpgieaalysis of
actual support. | take this to be an absurd result of the claim thesi&ay are only
giving an analysis of actual support. Of course, Brossel and Huger raply that
that’s all Bayesians can do, and so much the worse for Bayesianism.

I don’t think that’s all Bayesians can do, though. To demonstrate how we could
have an analysis of confirmation that accounts for both actual and plateptiert,

consider a flat-footed disjunctive analysis:

E confirms H iff either
i) E is unknown and P(H|E) > P(H) or
i) Eisknown and...

where we plug in our solution to the old evidence problem after the dotstiBlote
support is provided by (i) and actual supportis provided by (ii). Tolelgm of old
evidence should be thought of as the problem of how to expand our analysis of
confirmation to incorporate known evidence, not to replace our analysis ofaiith
with one thab#rly-accountsonly for known evidence.

I don’t want to defend a disjunctive analysis; the point is just to show that an
analysis of confirmation for both actual and potential support is podsiteed, we
might hope for a confirmation theory that collapses the disjunction. Fopkxa
Brossel and Huber (2015, 741) quetecenskewson and Urbach®

the support of H by E is gauged according to the effect which oeedsela
knowledge of E would now hawa one’s degree of belief in H, on the

14



(counterfactual) supposition that one does not yet know E. (Howson and
Urbach 1993, 404405, notation adapted; see also Howson and Urbach

2006, 297301) (Brissel and Huber 2015 741)

As afirst pass, this could be plugged into our schema as follows:

E confirms H iff either

i) E is unknown and P(H|E) > P(H) or

i)  Eis known and, on the supposition that one does not yet know E
P*(H|E) > P*(H) (where P* is the counterfactual credence function).

In the case where one really does not yet know E, supposing that one dpesknoiv
E amounts to supposing whatknown+o-be-actual. So when E is not yet known, the
account collapses to the traditional analysis: E confirmiff P(H|E) > P(H). To be
clear, I am not defending Howson and Urbach’s theory; my point is that it is open that
there are non-disjunctive theories of confirmation that allow for laeng potential
confirmation.

Brossel and Huber seem to assume that measures of confirmatibbemus
functions of the probability function e.g. the r-measure, the d-measuremdasure,
etc (Fitelson 19995 And they also seem to assume that the same measure should
account for both actual and potential supdBut we should reject both these
assumptions. We are not limited to picking one of these measums é&fforts to solve
the old evidence problem. We can take a more imaginative appso@athas appealing
to counterfactuals, or tologcal learning, orto something else.

In support of their view that Bayesians argy-interestedonly in actual support,
Brossel and HubeP015, 745)quote Christensen, who wants

to capture the support an agent’s confidence in H already receives from E
(in contrast to the potential further support that might be gotten faising
Pr(E)). (Christensen 1999, 449; notation adapted)

It is true that Christensen wants to do this, but that isn’t all he wants to do. That quote is
taken from a discussion that is trying to motivate a particalartisn to the old

15



evidence problem. And Christensen motivates the proposed solution by egplainin
little earlier that what we want in a solution to the old evidence problem is ‘a measure of
confirmation that goes beyondeasuring potential further support’ (Christensen 1999,
449; emphasis added). Christensen doesn’t want a measure of confirmation that ignores
potential support: he wants a measure that includes potential sapgonore besides.
I think most Bayesians are the same.

Brossel and Huber might be motivated by the thought that none of the solutions
to the old evidence problem succeed, and | have no interest in defending faay.of t
Let’s grant that the old evidence problem cannot be solved. And let’s grant that it
follows that there is no precise concept of confirmation that matbieesrdinary
language concept of confirmation. A fortiori, the Bayesian concept dfroatibn
would fail to match the ordinary language concept of confirmation. Buistkiesy
different from Brossel and Huber’s claim that the Bayesian concept of confirmation has
no use. In fact, the opposite conclusion would be established. We would béHetev
Bayesian concept of ‘confirmation’ as a very useful measure of potential support—and
useless as a measure of actual support. It would just be a cdmaepoarly matches
the ordinary language concept of confirmation.

Still, this would be no great cost, as the Bayesian conceptiondaistch the
ordinary language concept very well. The ordinary language concepesediat E
confirms H only if P(H|E) is high® So the Bayesian concept of confirmation already
departs from the ordinary language of confirmation in a significart. Wae point here

is that this does little to undermine its usefulness.

8. Condusion

Brossel and Huber raise the question of what the Bayesian conceptmmfimhation is
for. I have argued that it can be used for both the purposes consideredsési Bnd
Huber. First, it can explain what beliefs an agent ought to havegiap when we
don’t know the full facts, such as detail§the agent’s beliefs. Second, it can inform
how valuable particular experiments are and, therefehéch should be performed.
Much of the discussion was specific to confirmation, but therenasembre
general morals. First, coarse-grained concepts can be more thsefdine-grained
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concepts when i) we don’t have full information or ii) omitting details improves an
explanation. Second, concepts can be useful even when they diffeth&ardinary
language concept ¢fare based on. We might end up closer to defining a new concept
rather than analysing or explicating an exsting one, but this didegdi undermine the
usefulness of the resulting concept.
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Notes

1 salmon (1975). This is equivalent to P(E|H) > Fff|assuming that 0 < P(H) < 1, so
I will treat them as equivalent. See Fitelson and Hajek (2017).

2\We have more plausibly an explication than an analysis. Indeeis thisexample
that motivated Carnap to make the distinction; see CagnepSchilpp(1963 933-940)
and Maher2007). T’ll address the question of whether we are analysing, improving or
replacing the ordinary language concept at the end of section 7. Of ¢berseare
alternative explications of confirmation beyond the Bayesian etiplicaOne question
for Brossel and Huber is whether they think their analysis underntiesge bther
concepts of confirmation, or whether the Bayesian concept has d gretikem.

3 Thanks to a referee for comments that led to me setting the igstreshis way, and
for various other improvements.

4| use quotation marks and inverted commas only to help with parsingstinetibn
between sentences and propositions will be play no role.

® This passage shows that it is not entirely clear whether BréisdeHuber are working
with actual or ideal beliefs. They say that they are iagusn ‘Bayesian confirmation
theory qua normative theoryBrossel and Huber 2015, 738n1). And in order to engage
with Hempel, who talks about rational belief, it must be what agents twmpktieve
that is at issue. But they reject the evidential/inductive probahiliictions that
rationality seems to require (Brossel and Huber 2015, 743). So wherendoes t
normativity come from? I think they must have in mind a theory accorirvghich
conditionalization_conditionalisatiois the only normative constraint (plus probabilism).
And | will assume for simplicity that the agents we are dealiity are sufficiently

ideal for the actual/ideal distinction to collapse.

® 1t is sometimes more natural to talk about credences, but for the mioistvlaollow
Brosseland Huber and talk about beliefs.

" Brosseland Huber consider using different probability functions for credence and
confirmation, but don’t consider objective chance.

8 Something like the Principal Principle (Lewis 1980) is needed, thaumtich weaker
version will do the job regarding conditional probabilities.
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® Conditionalization says that if an agent learns exactly E keatwend #, then R(H)
= Pe(H|B.

" They are different even if the agent is ideal. Deductive logic mimstwhat agents
should believe, but substantive bridging principles are needed to calaoeattive
logic with belief. Similarly, inductive logic constrains what ageshould believe, and
substantive bridging principles are also needed here. See Harag8). (

2Indeed we might be ignorant of our own beliefs (Wiliamson 2000; Sotystiet
2011), and perhaps have better access to coarse-grained confirratzioms:

131°m using E for both the photographs and the proposition that would be learnt on
seeing them.

14 Again, it is rational degrees of belief that are relevant fos&land Huber’s claim
that the Bayesian conception of confirmation is useless for maldmyscbbout how
‘worthy of belief various hypotheses are’.

> The original sentence is: “Therefore we cannot use the information that the evidence
confirms the hypothesis in order to specify the agent’s degrees of belief’.

* White (2005):Jones{2018).

B

18 This might look paradoxcatbut omitting details from the antecedent of a
conditional makes it stronger. See Bradley (Forthc.).

¥We might need to add a ceteris paribus clause here.

20 And here is this disjunctive schemath@arber’s (1983) logical learning solution to
the old evidence problem plugged in: E confirms H iff either i§ Enknown and
P(HI|E) > P(H) orii) E is known and P(H|H entails E) > P(H).

% Fitelson{1999)

2 Brgssel and Huber (2015849 seem to make these assumptions in the middle of p.
746.

B ncremental and absolute confirmation were conflated by Hempel (a8dS)larified
by Carnap (1962, 47478).
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