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in different propagation directions. For microseismic monitoring which is often im-9

plemented in shale or fractured rocks, seismic anisotropy is an non-negligible influ-10

ence factor. We developed an efficient finite-difference full waveform modeling tool11

with arbitrary moment tensor source. The modeling tool is suitable for simulating12

wave propagation in anisotropic media for microseismic monitoring. As both dislo-13

cation and non-double-couple source are often observed in microseismic monitoring,14

an arbitrary moment tensor source is implemented in the forward modeling tool. We15

equally distribute the increments of shear stress on the staggered-grid to obtain an16

accurate and symmetric moment tensor source. Our modeling tool provides an ef-17

ficient way to obtain the Green’s function in anisotropic media, which is the key18

of anisotropic moment tensor inversion and source mechanism characterization in19

microseismic monitoring. Seismic anisotropy will make the recorded wavefield more20

complex and distort the amplitudes and arrival-times of the P- and S-waves, thus mak-21

ing microseismic imaging difficult. Retrieve the anisotropy from microseismic data22

is very helpful for characterizing the stimulated fracture properties. In our research,23

wavefields in anisotropic media have been carefully simulated and analysed in both24

surface array and downhole array. The variation characteristics of travel-time and am-25

plitude of direct P- and S-wave in vertical transverse isotropic media and horizontal26

transverse isotropic media are distinct, thus providing a feasible way to distinguish27

and identify the anisotropic type of the subsurface. Analysing the travel-times and28

amplitudes of the microseismic data is a feasible way to estimate the orientation and29

density of the induced cracks in hydraulic fracturing.30

Keywords Microseismic · Forward modeling · Seismic anisotropy ·Moment tensor31



Microseismic anisotropic full waveform modeling 3

1 Introduction32

Full waveform modeling (FWM) can help us understand elastic wave propagation in33

complex media and is widely used in reverse time migration, full waveform inver-34

sion and seismic source imaging (Baysal et al 1983; Boyd 2006; Virieux and Operto35

2009; Xuan and Sava 2010; Yuan et al 2014). There are two ways to calculate the full36

waveform solution in an elastic media: analytical solutions and numerical simulation.37

Analytical solutions, such as Green’s function in an infinite half-space medium (Aki38

and Richards 2002), are mostly used in simple models such as homogeneous or lay-39

ered media. Numerical solutions, such as finite-difference method (Kelly et al 1976),40

finite-element method (Zienkiewicz et al 1977) and spectral element method (Tromp41

et al 2008), are more suitable for modeling wave phenomena in complex media, but42

are computationally more expensive.43

In microseismic monitoring, FWM has been used as a reverse time modeling tool44

to locate the microseismic source using full waveform data (Gajewski and Tessmer45

2005; Steiner et al 2008; Artman et al 2010; O’Brien et al 2011; Saenger et al 2011;46

Nakata and Beroza 2016). This method does not depend on arrival-time picking, thus47

can be used on data with low signal-to-noise ratio. FWM is also used as a tool to48

generate and analyse the often complex full wavefield of microseismic data (Brzak49

et al 2009; Jin et al 2013; Li et al 2015), to help improve the quality of microseis-50

mic imaging. The Green’s function of the subsurface can be obtained through FWM,51

which is critical for source mechanism characterization (Vavryčuk 2007; Kawakatsu52

and Montagner 2008; Song and Toksöz 2011; Li et al 2011; Chambers et al 2014;53

Linzer et al 2015). However microseismic monitoring has placed stringent demands54
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on FWM (Hobro et al 2016). Compared with seismic data in conventional reflection55

seismology and global seismology, microseismic data have relatively high dominant56

frequency, which can have a significant influence on the character of the wavefield57

and waveforms (Usher et al 2013; Angus et al 2014). For a reliable source mecha-58

nism characterization, this requires FWM with high-precision both in space and time59

domain. In both natural earthquakes and induced earthquakes (e.g. microseismicity),60

both double-couple sources and non-double-couple sources are observed (Šı́lenỳ et al61

2009). Thus the moment tensor source representation is appropriate to describe the62

source mechanism. Modeling different types of sources requires obtaining highly ac-63

curate Green’s function to understanding the source mechanisms of microseismic64

event.65

Strong seismic anisotropy is often observed in shale and reservoirs which contain66

lots of natural and/or induced fractures (Johnston and Christensen 1995; Schoenberg67

and Sayers 1995; Vernik and Liu 1997; Wang 2002; Wang et al 2007; Yan et al 2016).68

Seismic anisotropy can have a significant influence on the recorded wavefields (both69

in travel-time and amplitude), thus affecting the results of microseismic interpretation70

(Warpinski et al 2009). Without considering seismic anisotropy, both source location71

and mechanism inversion could be biased. The location error induced by seismic72

anisotropy is also related to the recording geometries of microseismic monitoring73

(Warpinski et al 2009). Rössler et al (2004) and Vavryčuk (2005) demonstrate that74

moment tensors for pure-shear sources will generally exhibit significant non-double-75

couple components in anisotropic media. Their studies show anisotropy can have76

a significant influence on the interpretation of the source mechanisms. Stierle et al77
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(2016) demonstrate that the retrieve of moment tensor and source mechanism crit-78

ically depend on anisotropy using laboratory acoustic emission experiments. Their79

study also shows that the tensile events are more sensitive to P-wave anisotropy than80

shear events. For source mechanism characterization, the P- and T-axes of the mo-81

ment tensors are affected by velocity anisotropy and deviated form the true orientation82

of faulting (Stierle et al 2016). Understanding and correcting for wave propagation83

phenomena in anisotropic media will help to reduce uncertainties in source loca-84

tion and mechanism inversion. Grechka and Yaskevich (2013a) demonstrated that85

the travel-times of microseismic events can provide sufficient information to con-86

strain both locations of microseismic events and the underlying anisotropic velocity87

model. They use the shear-wave splitting to improve the precision of event locations88

and locate events whose P-wave time picks are unavailable. A correct analysis of the89

source mechanism is also achievable through anisotropic moment tensor inversion90

(Rössler et al 2004). Seismic anisotropy can be retrieved from the recorded micro-91

seismic data (Al-Harrasi et al 2011; Zhang et al 2013). For a reliable estimation of92

seismic anisotropy, a wide aperture of recording array is normally required (Grechka93

and Yaskevich 2013b). Furthermore seismic anisotropy attributes can also provide94

more information about the fractured media. Hydraulic fracturing can cause time-95

lapse changes in the anisotropy parameters. Grechka et al (2011) find the time-lapse96

changes in the anisotropy parameters rather than velocity heterogeneity need to be97

introduced to explain the microseismic data recorded at different fracturing stage.98

The time-lapse changes in the anisotropy parameters can be used to characterize the99

stimulated reservoir volume or crustal stress variation in cracked rock (Teanby et al100
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2004). The crack properties such as orientation and density can be studied using seis-101

mic anisotropy (Verdon et al 2009; Wuestefeld et al 2010).102

Among the FWM methods, the finite-difference (FD) approach is increasingly103

used because of its ability in modeling complex media and high accuracy. We devel-104

oped an efficient FWM tool based on FD method, which is suitable for anisotropic105

media and arbitrary moment tensors. First, we describe the elastodynamic equations106

in anisotropic media and the special way to implement an accurate and symmetrical107

moment tensor source in the staggered grid. Then we compared the modeling results108

of a general moment tensor source with analytical solutions in homogeneous medium109

to confirm the correctness of this method. Because the far-field approximations are110

often used in microseismic monitoring, the magnitude of near-field components and111

far-field components are also compared and discussed in detail in the paper. In the112

modeling examples part, the wave propagation phenomena are simulated and dis-113

cussed in both anisotropic layered model and 3-dimensional (3D) anisotropic over-114

thrust model. And the influence of seismic anisotropy on microseismic data are sim-115

ulated and analysed in detail both for surface and downhole arrays. We examine the116

feasibility of utilizing recorded microseismic data to estimate seismic anisotropy of117

the subsurface.118

2 Theory119

In this section, we present the elastodynamic equations in velocity-stress formation,120

moment-tensor source representation for the wavefield excitation and the numerical121

implementation of the elastodynamic equations.122
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2.1 Elastic wave equation in inhomogeneous and anisotropic media123

In 3D Cartesian coordinate system, the equations of momentum conservation are124

given by125

ρ
∂vx

∂t
=
∂τxx

∂x
+
∂τxy

∂y
+
∂τxz

∂z
,

ρ
∂vy

∂t
=
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+
∂τyy

∂y
+
∂τyz

∂z
,

ρ
∂vz

∂t
=
∂τxz

∂x
+
∂τyz

∂y
+
∂τzz

∂z
.

(1)126

After some transformation, the stress-strain relations can be expressed as127
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In these equations, (vx, vy, vz) represent the particle velocity components along x-,129

y- and z-directions respectively and (τxx, τyy, τzz, τyz, τxz, τxy) are the components of130

the stress tensor. The media is characterized by the elastic tensor cIJ and density131

ρ. Here the fourth-order elastic tensor ci jkl is expressed in Voigt notation (cIJ). Be-132

cause of symmetry, the elastic tensor has only 21 independent parameters in a general133

anisotropic medium (Sheriff and Geldart 1995). However the number of indepen-134

dent parameters can be further reduced if the symmetry system of the medium is135

higher than that of a general anisotropic media. For an isotropic media which is com-136

monly used in seismic modeling and has the highest symmetry system, there are only137

2 independent elastic parameters. For vertical transverse isotropic (VTI) and hori-138

zontal transverse isotropic (HTI) media, there are 5 independent elastic parameters139

(Thomsen 1986; Rüger 1997). For tilted transverse isotropic (TTI) and orthorhombic140

media, there are 9 independent elastic parameters (Tsvankin 1997). For monoclinic141

media, there are 13 independent elastic parameters (Sayers 1998). When modeling in142

medium with lower symmetry system, the memory cost will increase greatly. Table 1143

shows the comparison of memory costs in different symmetry systems. In a specific144

media whose symmetry system is higher than or equal to that of orthorhombic media145

(e.g. orthorhombic, HTI, VTI and isotropic media), the elastic tensor has the same146
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null components. Thus the stress-strain relations can be further simplified as147

∂τxx

∂t
= c11

∂vx

∂x
+ c12

∂vy

∂y
+ c13

∂vz

∂z
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∂τyy
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,
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= c44

(

∂vy
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+
∂vz
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)

,

∂τxz
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(

∂vx
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+
∂vz

∂x

)

,

∂τxy

∂t
= c66

(

∂vx

∂y
+
∂vy

∂x

)

.

(3)148

Finally equations (1) together with equations (3) form the basic elastodynamic equa-149

tions which can be used to simulate elastic wave propagation in orthorhombic, HTI,150

VTI and isotropic medium. For HTI and VTI medium, the elastic parameters can be151

characterized by elastic parameters of the corresponding isotropic medium in com-152

bine with Thomsen anisotropic parameters (Thomsen 1986). In our FD modeling153

algorithm, we first set up indexes which can represent the anisotropy of the model154

before modeling and obtain the elastic parameters from isotropic elastic parameters155

and Thomsen anisotropic parameters in the process of modeling. In this way, we can156

reduce the memory cost of HTI and VTI media to the same level of isotropic media.157

2.2 Numerical implementation158

The standard staggered-grid FD method (Virieux 1984, 1986; Dong and McMechan159

1995) is employed to solve the elastodynamic equations of velocity-stress forma-160

tion. In the standard staggered-grid method, wavefield components are discretized161

and distributed on different numerical grids both in time and space directions in order162
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to solve the wavefield derivatives using central difference at the corresponding grid163

locations. The standard staggered-grid method is especially suitable and efficient for164

handling orthorhombic, HTI, VTI and isotropic medium. When modeling in these165

media using the standard staggered-grid method, no interpolation is necessary. Thus166

it is computationally fast and of low memory cost compared to the rotated-staggered167

grid method (Saenger et al 2000) or Lebedev scheme (Lisitsa and Vishnevskiy 2010;168

Xu 2012). Figure 1 shows the discrete standard staggered-grid used in the FD mod-169

eling. The wavefield components and medium elastic parameters are distributed on170

seven different staggered grids.171

The spatial and temporal derivatives of the wavefield components in elastody-172

namic equations (1) and (3) are calculated through173

∂ f

∂x
=

1

∆x

L
∑

n=1

cn

[

f (x + n∆x − 0.5∆x) − f (x − n∆x + 0.5∆x)
]

, (4)174

where cn represents FD coefficients and L is related to the order of the FD scheme. For175

FD modeling, serious numerical artifacts will arise in the presence of high-frequency176

wavefield-components or coarse grids (Zhang and Yao 2013). Compared with re-177

flection seismology, high dominant frequencies of the recorded signals are often ob-178

served in microseismic monitoring. For microseismic applications, amplitude fidelity179

and azimuthal variations of signals are critical to microseismic processing and inter-180

pretation. Thus an accurate FD scheme is required for microseismic full-waveform181

modeling. A FD scheme of 10th-order in space domain and 2nd-order in time domain182

is employed in our FWM. There are lots of optimized schemes of FD methods which183

try to increase modeling accuracy and reduce numerical dispersion (Holberg 1987;184
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Lele 1992; Liu and Sen 2009). Optimized FD coefficients are adopted in this standard185

staggered-grid FD modeling scheme according to Holberg (1987).186

Before starting forward modeling, the space interval ∆h (constant in three direc-187

tions here) of the grid need to be determined by fulfilling the grid dispersion criterion188

∆h ≤ vmin/(2n fm), where vmin is the minimal S-wave velocity of the model, fm is the189

peak frequency of the source time function and n is the number of grid-points per190

wavelength. If 10th order and Holberg type of FD operators are used in the modeling,191

n is 3.19. For a stable numerical modeling, the time step interval ∆t must satisfy the192

Courant-Friedrichs-Lewy criterion ∆t ≤ ∆h/(
√

3mvmax), where vmax is the maximum193

P-wave velocity of the model and m is a factor which depends on the order and type194

of the FD operator. If 10th order and Holberg type of FD operators are used in the195

modeling, m is 1.38766.196

2.3 Moment tensor source197

Two kinds of wavefield excitation conditions are commonly used in full-waveform198

FD modeling. One is the use of body-force term which acts on equations of mo-199

mentum conservation (Aboudi 1971; Kosloff et al 1989; Yomogida and Etgen 1993;200

Graves 1996). The other one is to add an incremental stress on stress components201

(Virieux 1986; Coutant et al 1995; Pitarka 1999; Narayan 2001; Li et al 2014). Com-202

pared with the direct use of body-force term, the implementation of incremental stress203

in FD scheme is more straightforward. In this paper, the incremental stress method204

is adopted in order to implement an arbitrary moment tensor source into the FWM205

scheme.206
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Seismic moment tensor can be expressed as207

M = M0 ·m · S (t), (5)208

where M0 is the seismic moment, m contains nine moment tensor components mi j209

and S (t) is the source time function. The scalar seismic moment could be expressed210

as M0 = µAD, where µ is shear modulus of the rocks involved in the source area,211

A is the area of the rupture and D is the average displacement during rupture. The212

seismic moment M0 has the same units of energy and is often used to estimate the213

moment magnitude scale of an earthquake. m is symmetric and normalized such that214

∑

i j m2
i j
= 1. Figure 2 shows the far-field P-wave and S-wave radiation patterns of a215

double-couple source, in which mxx = −mzz and other components are 0. In figure 2,216

the vectors represent the polarization directions of the P- and S-waves and the color217

and length of the vectors represent the polarization strength.218

In the staggered-grid approach, the normal stresses and shear stresses are not eval-219

uated at the same position. Thus, applying incremental stresses directly on the stress220

components of the corresponding grid points will not result in an exact moment ten-221

sor source. Assuming a moment tensor point source acting at the grid position of the222

normal stress components, the location of the normal stress components will act as a223

central point. In order to obtain a symmetric moment tensor source, we evenly dis-224

tribute the shear stress increments on the four adjacent shear stress grid points around225

the true moment tensor source location. Thus in total, there are twelve adjacent grid226

points around the true location of the moment tensor point source, which are numeri-227

cally implemented with shear stress components (as shown by the blue grid points in228

figure 1). The detailed implementation of moment tensor source in staggered-grid can229
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be found in Appendix B. In the velocity-stress FD scheme, the temporal derivative230

of the moment tensor is used, because the temporal derivatives of the stress compo-231

nents are used in the elastodynamic equations. However in the displacement-stress232

FD scheme, the moment tensor itself instead of its temporal derivative is adopted in233

the source implementation (Moczo et al 2014).234

2.4 Comparisons with analytical solutions235

The displacement field in a homogeneous isotropic medium can be obtained by con-236

voluting the Green’s function with the seismic moment tensor (Aki and Richards237

2002, Equation 4.29)238

un = Mpq ∗Gnp,q = Rne
n

M0

4πρr4

∫ r/vs

r/vp

τS (t − τ)dτ + R
ip
n

M0

4πρv2
pr2

S
(

t − r/vp

)

+Ris
n

M0

4πρv2
sr2

S (t − r/vs) + R
f p
n

M0

4πρv3
pr

Ṡ
(

t − r/vp

)

+ R
f s
n

M0

4πρv3
sr

Ṡ (t − r/vs),

(6)239

where un is the nth component of displacement field, r is the distance between source240

point and receiver point, Gnp,q is the Green’s function describing the wave propaga-241

tion between source and receiver, Rne
n , R

ip
n , Ris

n , R
f p
n , R

f s
n are near-field, intermediate-242

field P-wave, intermediate-field S-wave, far-field P-wave, far-field S-wave radiation243

pattern respectively. The comma indicates the spatial derivative with respect to the244

coordinate after the comma (e.g. Gnp,q = ∂Gnp/∂q) and the dot above the source time245

function S (t) indicates the time derivative. Thus, the displacement field in the far-246

field is proportional to particle velocities at the source. The elastic properties of the247

medium are described by density ρ, P-wave velocity vp and S-wave velocity vs.248
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The first term in equation 6 is called the near-field term, which is proportional to249

r−4
∫ r/vs

r/vp
τS (t− τ)dτ (hereafter referred to as the proportional part of near-field term).250

The two middle terms are called the intermediate-field terms, which are proportional251

to (vr)−2S (t−r/v). The last two terms are called the far-field terms, which are propor-252

tional to v−3r−1Ṡ (t − r/v). Since there is no intermediate-field region where only the253

intermediate-field terms dominate, so it is common to combine the intermediate-field254

and near-field terms. If a Ricker wavelet is used as the source time function, the in-255

tegration in the near-field term is very small and its peak amplitude is approximately256

proportional to r/ fm ( fm is the peak frequency of the source time function and the257

proportional coefficient is often smaller than 10−6 in SI units). The derivative term of258

the source time function in the far-field terms is much larger than the Ricker wavelet259

and its integration, and its peak amplitude is approximately proportional to fm (the260

proportional coefficient is approximately 6.135 for Ricker source time function).261

For microseismic monitoring where high frequency data are often recorded, it262

is naturally favourable to consider only the far-field approximation. However, there263

are scenarios where the effect of near-field terms and intermediate-field terms can264

not be ignored (Vidalel 1995). Figure 3(a) shows the relative magnitude of peak am-265

plitude of the proportional part of the near-field term, intermediate-field terms and266

far-field terms at different source-receiver distances. The elastic parameters of the267

medium used are vp = 3500 m/s, vs = 2000 m/s and ρ = 2400 kg/m3. The source268

time function is a Ricker wavelet with a peak frequency of 40 Hz and a time delay269

of 1.1/ fm (this source time function is also used in the remaining examples). The270

X-axis of figure 3(a) is the ratio of the source-receiver distance to the dominant S-271
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wave wavelength. It is obvious that at a distance larger than three or four dominant272

S-wave wavelengths, the far-field term dominates the wavefield (with a proportion273

higher than 95%). This far-field approximation is quite pervasive in microseismic274

monitoring because of the widely used ray-based methods and relatively high domi-275

nant frequencies of the recorded data. Furthermore most focal mechanism inversion276

methods are also based on the far-field approximation. However, at a distance less277

than two dominant S-wave wavelengths, the near-field terms and intermediate-field278

terms will have a non-negligible effect on the whole wavefield, and may even domi-279

nate the wavefield, especially when very close to the source region (less than one half280

the dominant S-wave wavelength). For microseismic downhole monitoring arrays,281

which are deployed close to the microseismic source area, larger errors may occur282

due to the significant contribution of the near-field and intermediate-field terms.283

The far-field approximation is not only related to the source-receiver distance but284

also the radiation patterns of the near-field terms (including intermediate-terms here-285

after) and far-fields terms. In directions where the strength of the far-field radiation286

pattern is weaker than the strength of the near-field radiation pattern, the contribution287

of near-field terms may bias the far-field approximation in the “far” field. Figure 3(b)288

is a 3D map which shows the far-field distance of a double-couple source in different289

directions. The elastic property of the medium is the same as before with the mo-290

ment tensor source radiation pattern displayed in figure 2. The far-field distance is291

expressed in terms of S-wave wavelength. The color and shape in the figure shows292

the distance where the far-field terms will occupy 80% energy in the whole wavefield.293

Beyond this distance, we can consider that the far-field terms dominate the wavefield.294
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Figure 3(b) reveals an obvious directional feature. If there were no difference in ra-295

diation pattern between the far-field and near-field terms, figure 3(b) would show an296

uniform spherical distribution in different directions. However the difference in radi-297

ation patterns has distorted the scope where the near-field could exert influence on298

the wavefield. In directions where the near-field radiation pattern is strong and the299

far-field radiation is weak, the distance in which the near-field terms have a non-300

negligible influence on the whole wavefield has been extended. The far-field distance301

in different directions in figure 3(b) ranges from about 2 times the dominant S-wave302

wavelength to 12 times the dominant S-wave wavelength. Thus, great care must be303

taken when receivers have been deployed in these directions. Figure 3(c) shows the304

variation of relative magnitude in two specific directions for the same double-couple305

source. The radiation patterns of the near-, intermediate- and far-field terms have306

been taken into consideration. When considering source radiation pattern, the far-307

field distance shows strong dependence on directions. The far-field distance has been308

extended to 12 times the dominant S-wave wavelength in direction of 5◦ zenith angle309

and 0◦ azimuth angle (shown as the dashed lines). The far-field terms need a farther310

distance to dominate in the whole wavefield. In this way, we can find out the accept-311

able distance in different directions where the far-field approximation is acceptable312

for different types of source. This will be very helpful for array deployment and data313

interpretation in microseismic monitoring.314

Full waveform FD modeling can provide a step improvement in accurately mod-315

eling all kinds of wave phenomena both in the near-field and far-field. Figure 4(a)316

compares the synthetic displacement field in the Y direction for finite-difference so-317
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lution and the analytical result under the same medium parameter settings. For gen-318

erality, a non-double-couple moment tensor source is adopted in the simulation. The319

non-double-couple moment tensor is given by320

m =
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For the finite-difference simulation, the spatial interval and time interval are 5 m and322

0.1 ms respectively. The source-receiver distances of the twelve receivers range from323

0.5λs to 8λs to account for both near-field and far-field scenarios (λs is the domi-324

nant S-wave wavelength, which is 50 m in this simulation experiment). The twelve325

receivers are also deployed in different directions. As shown in figure 4(a), the wave-326

form fidelity of the finite-difference results is in good agreement for both the near-327

field and far-field terms, with no obvious amplitude differences or phase shifts with328

respect to the analytical solution. This is also verified by figure 4(b) which shows the329

relative error of the peak amplitude with respect to the analytical solution. The rela-330

tive errors of the finite-difference modeling are within 1% both in the near-field and331

far-field. However the relative errors of far-field approximation are much larger than332

that of the finite-difference method especially in the near-field. Considering the in-333

evitable simulation error brought in by numerical discretization, the accuracy of this334

finite-difference simulation is adequate. The accuracy of the finite-difference method335

can be further improved by applying very fine simulation grid and adopting smaller336

time step. Thus, the finite-difference modeling can provide full-waveform informa-337

tion and more accurate results than far-field approximation.338
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3 Modeling examples339

3.1 Anisotropic Layered Model340

The subsurface medium can range in complexity, both in terms of elastic heterogene-341

ity and anisotropy. In order to inspect the influence of anisotropy on the wavefield342

from a microseismic event, a simple block velocity model with three layers is exam-343

ined. As shown in figure 5 (a), a microseismic event is located in the middle of the344

model. Both a surface array and a vertical downhole array are deployed to record the345

microseismic data. The surface array has 90000 geophones deployed uniformly along346

the free surface at 10 m intervals. The vertical downhole array is located at a hori-347

zontal distance of 283 m and an azimuth of 135◦ relative to the microseismic source348

(i.e. the middle of the model). The downhole array has 500 geophones with intervals349

of 5 m. In the second layer, where the microseismic event is located, we examine350

three submodels having three different types of anisotropy. In the first submodel, no351

anisotropy is introduced, which implies an isotropic layered setting. In the second352

submodel, the second layer is set to be VTI, which is used to simulate shale hav-353

ing horizontal stratification. In the third submodel, the second layer is set to be HTI,354

which is used to simulate rock with vertical fractures. For all the submodels, a verti-355

cal strike-slip event is used to simulate the microseismic source, which means only356

mxy and myx are non-zero in the seismic moment tensor. The elastic parameters of the357

isotropic layered model are shown in table 2. The VTI medium in the second example358

has Thomsen parameters of ε = 0.334, γ = 0.575, δ = 0.73, which is a measured359

anisotropy in clayshale (Thomsen 1986). The HTI medium in the third submodel is360
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constructed by rotating the VTI medium of the second submodel anticlockwise along361

the Y-axis by 90◦.362

The P- and S-wave velocity anisotropy of the VTI and HTI media used in the sec-363

ond layer in the submodels are shown in figure 5 (c-e) and figure 5 (f-h), respectively364

(Walker and Wookey 2012). The relative variation for the P-, fast and slow S-wave365

velocity in the VTI medium are 29.2%, 46.6% and 28.4% respectively. The velocity366

anisotropy of the HTI medium can be easily obtained by rotation.367

Figure 6 (a-c) shows horizontal wavefield slices of particle velocity in the Y direc-368

tion for the three submodels, where the wavefield is recorded at the depth of micro-369

seismic source. Different types of waves can be identified in these wavefield slices.370

For figure 6(a), the isotropic case, only the P- and S-wave are identified in the wave-371

field slice. In the VTI anisotropic example shown in figure 6(b), S-wave splitting is372

clearly observed seen by the distinct fast S-wave (qS1-wave) and slow S-wave (qS2-373

wave) in the wavefield. As the second layer is transversely isotropic, the wavefront374

in the horizontal slice does not show anisotropic velocity variation in the different375

propagation directions. In the third example, where the second layer is HTI medium,376

a more complex wavefield is observed. Due to strong anisotropy, the wavefronts of377

the different types of waves show strong anisotropy in the different propagation di-378

rections, and where wavefront triplication is also observed in the slice.379

Figure 6 (d-f) shows vertical wavefield slices of the particle velocity in the Y di-380

rection for the three submodels, where the vertical slice bisects the same Y-position381

of the microseismic source. Due to the existence of layer boundaries in these vertical382

slices, reflected waves, transmitted waves and mode-converted waves (e.g., converted383
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PS-waves and converted SP-waves) appear in the wavefield slices, thus making the384

wavefield more complicated. For the VTI submodel, the vertical wavefield slice is not385

located in the transversely isotropic plane, thus strong anisotropy can be observed in386

the shape of the wavefront (as shown in figure 6(e)). For the HTI submodel, where387

the orientation of the HTI medium is oriented such that the transversely isotropic388

plane is parallel to the Y-axis, the vertical wavefield displays strong anisotropy in the389

wavefront (as shown in figure 6(f)). The presence of seismic anisotropy has made the390

wavefield much more complex compared to the isotropic case, increasing the com-391

plexity of microseismic processing, such as event detection and travel-time picking.392

Downhole array393

The recorded seismograms for the downhole array are shown in figure 7. The recorded394

seismograms are the particle velocity component in the Y direction. The direct P- and395

S-wave are automatically picked in the recorded wavefields. Compared with the seis-396

mograms in the isotropic case, the seismograms for the anisotropic submodels are397

much more complicated. Due to S-wave splitting, more mode-converted and multi-398

reflected waves appear in the recorded data, thus making microseismic event detec-399

tion and arrival-time picking more difficult. When many microseismic events are trig-400

gered in the target area within a short time, the extra complexity and aliasing in wave-401

field introduced by the medium anisotropy of the target area will make microseismic402

location difficult.403

To further study the influence of anisotropy on microseismic monitoring, travel-404

times and peak amplitudes of the direct P-wave in the three submodels are extracted405
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and compared. As figure 8 shows, when the subsurface medium shows strong anisotropy,406

the amplitudes and travel-times of the direct P-wave will be variable. The maximum407

relative differences in travel-time and peak amplitude are 16% and 86% for the VTI408

case, and 18% and 50% for the HTI case. The travel-time and amplitude differences409

between the anisotropic models and the isotropic model are not constant, and vary410

with wave propagation direction due to anisotropy. The amplitude of the recorded411

waveforms is mainly affected by the radiation pattern of the source, coupling between412

different phases and the elastic properties of the media such as impedance and attenu-413

ation. Because of seismic anisotropy, wave velocity varies with different propagation414

directions. Thus the ray path and media elastic parameters in anisotropic cases are415

different with those in isotropic case. In this way, the seismic anisotropy has affected416

the travel-time and amplitude of the recorded waves and hence the observed radiation417

pattern of the microseismic source. Thus without considering seismic anisotropy, the418

variation in travel-time and amplitude in the different directions will bias the final419

result, thus contributing to large errors in inverted source location and mechanism.420

As shown in figure 8(b), when geophones are located in the anisotropic layer, the421

travel-time difference of the direct P-wave in the VTI and HTI models with respect422

to the isotropic model exhibit opposing trends. For the VTI model, the travel-time423

difference increases with the take-off angle of the seismic rays, whereas for the HTI424

model, the travel-time difference decreases with the take-off angle of the seismic rays.425

The travel-time difference can be expressed by426

∆t =
lre f

vre f

−
lani

vani

, (8)427
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where l represents the ray path in the isotropic reference medium or anisotropic428

medium; vre f is the average group velocity along the ray path in the reference medium429

(which is the P-wave velocity of the isotropic model here); vani is the average group430

velocity along the ray path in the anisotropic medium. The average group velocity431

of the reference medium vre f will only affect the sign of the travel-time difference432

and not the trend of the travel-time difference. In practice, the reference velocity can433

be determined by well logging data, which is a approximation for the velocity in the434

vertical direction. For simplicity, the ray path in the isotropic and anisotropic media435

could be considered approximately the same, which is often the case in the near-field436

and for smooth velocity models. Thus the travel-time difference is proportional to the437

length of ray path and average group velocity of the anisotropic medium along the438

ray path. Under the current modeling geometry, the length of the ray path decreases439

with the take-off angle of the seismic rays. However, the downhole array is deployed440

near the source region and thus velocity variation of the anisotropic medium along441

different propagation directions is the main control factor for travel-time differences.442

When the recording array is deployed far enough away from the source region, such443

as surface arrays, the length of the ray path should be taken into consideration when444

analysing travel-time differences.445

As we have shown, the different types of velocity anisotropy can cause different446

trends in travel-time differences. Figure 9 shows the velocity surfaces in the profile of447

the downhole array for the isotropic model, VTI model and HTI model. The P-wave448

velocity towards the directions of downhole geophones in the second layer are calcu-449

lated and shown in figure 10(b). For the VTI medium, the P-wave velocity increases450
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with the take-off angle. However, for the HTI medium, the P-wave velocity decreases451

with the take-off angle at this particular azimuth. The normalized travel-time differ-452

ence of the direct P-wave for the downhole geophones in the second layer is shown in453

figure 10(c). In figure 10(c), the effect of the ray path has been considered and elim-454

inated, thus the travel-time differences are only influenced by the P-wave velocity.455

Figure 10(b) and figure 10(c) show strong similarity and potentially provides a way456

to estimate the anisotropy of the target zone in microseismic monitoring. As well, the457

VTI and HTI media can be distinguished using a downhole array.458

The variation in travel-times and peak-amplitudes for the fast S-wave (S-wave459

in isotropic case) in the different models are shown in figure 11. In figure 11(c), the460

peak amplitudes of the fast S-wave in the VTI model shows a big difference with that461

in the isotropic and HTI models. From the recorded waveform in figure 12 (a-b), we462

can clearly see that seismic anisotropy has completely changed the radiation pattern463

of the S-wave in the VTI model.464

The velocity difference or travel-time difference between the fast S-wave and the465

slow S-wave can be used to describe the shear-wave anisotropy in an anisotropic466

medium. Large velocity differences between fast and slow shear-waves will con-467

tribute to strong shear-wave splitting (i.e. splitting time). Figure 12 (c-d) shows the468

variation of shear-wave anisotropy in the VTI and HTI models. The travel-time dif-469

ference between the fast S-wave and the slow S-wave are also extracted and displayed470

in figure 13(a). The normalized travel-time difference after eliminating the influence471

of the ray-path (figure 13(b)) shows good consistency with the velocity difference472
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(figure 13(c)) suggesting that this is a feasible way to estimate the anisotropy of the473

subsurface in microseismic monitoring.474

Surface array475

Figure 14 shows seismic profiles recorded by the surface array. The direct P-wave ar-476

rivals are automatically picked in the recorded wavefields. Four traces in figure 14 are477

extracted and shown in figure 15. Due to the strong seismic anisotropy, the received478

seismic waveforms for the VTI and HTI submodels are quite different compared to479

the isotropic case. More phases can be observed in the anisotropic models because480

of shear-wave splitting. If care is not taken, these phases could be identified as true481

microseismic events having detrimental effect on microseismic interpretation.482

Figure 16 shows the travel-times of the direct P-wave along the free surface. As483

the surface array is deployed uniformly on the free surface and the microseismic484

source is located just below the middle of the surface array, the travel-times of the485

seismic waves in the isotropic layered media should be symmetrical about the epi-486

center, as can be seen in figure 16(a), where the travel-times of the direct P-wave487

are circular. In the VTI model, the transverse isotropic symmetry plane is in the hor-488

izontal plane, and so the travel-times of the direct P-wave are also circular (figure489

16(b)). The magnitude of travel-time differs from the isotropic case due to the pres-490

ence of anisotropy. However, in HTI model, the transverse isotropic symmetry plane491

is vertical, thus velocity anisotropy in the horizontal plane will contribute to an asym-492

metric distribution about the epicenter. As figure 16(c) shows, travel-times of the di-493

rect P-wave are ellipses in the HTI model. The major axis of ellipse is parallel to494
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the isotropic plane of the HTI medium, which is along the orientation of the frac-495

ture planes. The ratio of the major and minor axes of the ellipse is proportional to496

the strength of anisotropy. Travel-time differences of the direct P-wave between the497

anisotropic models and the isotropic model are shown in figure 17, which clearly ex-498

hibits the different characteristics of VTI and HTI media and the alteration of travel-499

times introduced by seismic anisotropy.500

Figure 18 shows the peak amplitudes and also the polarization of the direct P-501

wave. The maximum relative difference of peak amplitude can be as large as 50%502

for VTI and HTI, which means seismic anisotropy can have a large influence on503

source mechanism characterization, such as moment tensor inversion. As shown in504

figure 18, the peak amplitudes of the direct P-wave in anisotropic case is smaller505

than that in isotropic case. This will cause an underestimate of the seismic moment506

M0 in the presence of anisotropy when only direct P-waves are used in the source507

magnitude estimation. In figure 18, the polarizations of the direct P-wave have not508

been significantly affected by seismic anisotropy. The peak amplitude differences of509

the direct P-wave between the anisotropic models and the isotropic model are also510

shown in figure 19, which clearly shows the alteration of amplitudes introduced by511

seismic anisotropy.512

3.2 Anisotropic Overthrust Model513

Based on the previous simple models, it is not surprising that microseismic imaging in514

complex media is a challenge. In complex media, the influence of seismic anisotropy515

could be further distorted due to the presence of elastic heterogeneity. In order to516
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study the influence of seismic anisotropy on microseismic monitoring in complex me-517

dia, we apply full waveform modeling in the 3D isotropic and anisotropic SEG/EAGE518

overthrust model (Aminzadeh et al 1997). Three overthrust models with different519

types of anisotropy are used in the simulations. The P-wave velocity of the overthrust520

model is shown in figure 20. The overthrust model has a size of 801 ∗ 801 ∗ 187 in521

X, Y and Z directions. The same double-couple source (vertical strike-slip) is placed522

in the middle of the 3D model, (i.e., grid coordinate 400, 400 and 93 in X, Y and Z523

directions). Around the source, an anisotropic region is set up (marked by the black524

lines in figure 21). In the anisotropic region, different models are set to have different525

types of anisotropy, which are isotropy, VTI anisotropy and HTI anisotropy. The VTI526

anisotropy has the same Thomsen anisotropic parameters (i.e., ε = 0.334, γ = 0.575527

and δ = 0.73) as the former VTI modeling example. The HTI media is constructed528

by rotating the VTI media counter-clockwise along Y-axis by 90◦. Figure 21 shows529

three profiles of the overthrust model, in which the source location and anisotropic530

volume are clearly marked. As figure 21 shows, the 3D SEG/EAGE overthrust model531

contains lots of faults (figure 21(b) and 21(c)) and fluvial deposits (figure 21(a)),532

which are suitable for studying the influence of anisotropy in complex heterogeneous533

media. Both a surface array (149 ∗ 149 geophones at 25 m intervals) and a vertical534

downhole array (127 geophones at 5 m intervals) are used to record the microseismic535

data in the simulations.536

Figure 22 shows the wavefield snapshots of these three modelings. Compared537

with wavefields in isotropic model, the wavefields in anisotropic model is much more538

complex due to seismic anisotropy, especially in the anisotropic region. These com-539
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plexity raises from the shear-wave splitting and velocity contrast between isotropic540

region and anisotropic region.541

Figure 23 shows the recorded seismograms of the downhole array in different542

models. The strong heterogeneity has made the wavefields very complex, where543

abundant reflected and multiples can be seen in the recorded seismograms. In the544

presence of anisotropy, the heterogeneity has added to the general complexity of an545

isotropic phenomena. Significant differences of the recorded seismograms between546

the anisotropic models and the isotropic model can be seen in figure 23.547

The travel-times and peak amplitudes of the direct P-wave have been automati-548

cally picked and displayed in figure 24. As with the previous analysis in the layered549

model, the travel-time differences of the direct P-wave in the VTI model increases550

with take-off angle of the rays and exhibits an upside down U shape pattern in the551

downhole array. On the contrary, the travel-time differences of the direct P-wave in552

the HTI model exhibits an opposite trend in the downhole array. The amplitudes of553

the direct P-waves are also different in the anisotropic scenarios. The maximum rela-554

tive differences for travel-times and amplitudes are 17% and 80% respectively in the555

anisotropic models.556

The seismic profiles recorded by surface array are shown in figure 25. Significant557

differences in the recorded wavefields can be observed between the isotropic, VTI558

and HTI models. The direct P-waves recorded by the surface array are automatically559

picked. The picked travel-times and peak amplitudes of the direct P-wave are shown560

in figures 26 and 27. Because of the complexity of the recorded wavefields and weak561

strength of the direct P-wave, the automatic picking is not perfect. Some picking er-562
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rors can be seen in the figures and the picked peak amplitudes are blurred. However563

the radiation pattern of the direct P-wave can be recognised both in the isotropic and564

the VTI models. The radiation pattern of the direct P-wave in HTI model is affected565

by picking error and cannot be recognised easily. In this situation, the manual pick-566

ing is required. The surface array is symmetrical about the epicenter of the source.567

The travel-times of the direct P-wave in VTI model maintain the circular distribution568

as in the isotropic model because the transverse isotropic symmetry plane is in the569

horizontal plane. However the travel-times of the direct P-wave in HTI model exhibit570

an ellipse distribution because of the anisotropy in the horizontal plane. The major571

axis of the ellipse is parallel to the direction of the isotropic plane of the HTI me-572

dia, and the minor axis of the ellipse is parallel to the direction of the symmetry axis573

of the HTI media. And the ratio of the major axis to the minor axis is proportional574

to the strength of anisotropy. In reality, if a microseismic source is located, we can575

pick out the same phases with the same offset but at different azimuth angles in the576

surface array and compare the travel-time of these phases. As the FracStar array is in-577

creasingly used in the surface microseismic monitoring, it is not hard to find receivers578

which have the same offset but different azimuth angles. Thus in this way, we can esti-579

mated the orientation and density of the fractures using surface array in microseismic580

monitoring when the seismic anisotropy is caused by the vertical cracks induced by581

hydraulic fracturing. Through analysing anisotropy using surface array data of dif-582

ferent events during hydraulic fracturing, we can also evaluate the fracturing effect583

and gain more knowledge about the fracturing process. Even through the ray path in584

different azimuth is different due to horizontal heterogeneity, the travel-time is not585
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affect too much by the ray path. The influence of seismic anisotropy in travel-times586

is still observable and is more significant at relatively large offsets. This demonstrate587

it is feasible to estimate the seismic anisotropy of the complex subsurface media us-588

ing surface array. The polarization of the direct P-wave is not seriously affected by589

anisotropy. However the variation in amplitude caused by anisotropy could introduce590

biases in moment tensor inversion.591

4 Discussions and Conclusion592

The primary focus of this study was to develop an efficient FD forward modeling593

tool with arbitrary moment tensor source, which can be used for simulating wave594

propagation phenomena in anisotropic media for microseismic monitoring. We have595

shown how to implement an symmetrical moment tensor source into the staggered-596

grid FD modeling scheme. We simulated and analysed the wavefields in both a 3D597

layered and a 3D overthrust anisotropic model. Because both VTI and HTI anisotropy598

are common in shale or fractured media, we focused only on wavefields in VTI and599

HTI media.600

In the complex overthrust model, when analysing travel-time differences, we did601

not eliminate the influence of ray path differences as we did in the layered model.602

However, the variation trends of travel-time differences with respect to take-off angle603

in VTI and HTI anisotropic scenarios are still established in the downhole array. And604

the variation of travel-time in the surface array also exhibit the same phenomenon605

as with in layered model. This is because the anisotropy is strong enough that the606

influence of velocity variation surmounts that of ray path differences in travel-time.607
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However, when the variation of ray path is significant or the anisotropy is weak, the608

influence of ray path must be considered and eliminated in order to correctly evalu-609

ate the anisotropy. This will involve ray tracing in heterogeneous and/or anisotropic610

media.611

Seismic anisotropy is an important property of shale rocks, where most hydraulic612

fracturing is implemented. The fracture networks induced by hydraulic fracturing613

are also responsible for seismic anisotropy in the subsurface. We have shown that614

seismic anisotropy can have a significant influence on travel-time and amplitude of615

the recorded seismic waves, thus contributing to larger deviations in source location616

and moment tensor inversion in microseismic monitoring. These variations in travel-617

time and amplitude caused by seismic anisotropy can also be used to evaluated the618

anisotropy of the subsurface, especially for estimating the strength of anisotropy in619

HTI media using surface array. In vertical downhole array, the travel-time differences620

of direct P-waves will normally increase with the take-off angle of the seismic rays621

in VTI media, while the travel-time differences of direct P-waves will normally de-622

crease with the take-off angle of the seismic rays in HTI media. In surface array,623

the travel-times of direct P-wave exhibit a circular distribution in isotropic and VTI624

media, while the travel-times of direct P-wave exhibit an ellipse distribution in HTI625

media. The strength of seismic anisotropy can be estimated by calculating the ratio626

of the major axis of the ellipse to the minor axis of the ellipse. The direction of the627

symmetry axis of the HTI media (i.e., the orientation of fracture planes) can also628

be estimated through identifying the direction of the major axis of the ellipse. The629

fracturing effect can also be evaluated through anisotropy analysis of different events630
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in hydraulic fracturing. Although the polarization of direct waves is less affected by631

anisotropy, the deviation in source location will be accumulated into the source mech-632

anism determination and make source mechanism determination problematic. Since633

we have focused on full waveform modeling in heterogeneous and anisotropic media634

in this paper, a quantitative analysis of the influence of anisotropy on microseismic635

source location is not robustly studied.636

Compared with surface array, downhole array is more vulnerable to seismic anisotropy.637

Thus extra care should be taken when conducting microseismic monitoring in anisotropic638

media using downhole array. Analysing seismic anisotropy of the recorded micro-639

seismic data provides a feasible way to evaluate the fracture networks induced by640

hydraulic fracturing, and can also improve the accuracy of microseismic source loca-641

tion and mechanism characterization.642
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Appendix A Moment tensor source radiation pattern646

A seismic moment tensor is the combination of nine generalized couple forces which647

have three possible directions and act on three possible arms. It can be used to simu-648

late seismic sources which have body-force equivalent given by pairs of forces. The649

seismic moment tensor source equivalent has been verified by the radiation patterns650

of teleseismic data and also seismic data obtained very close to the source region (Aki651
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and Richards 2002). A common seismic moment tensor can be expressed as652

m =
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The source radiation pattern of P- and S-waves can be derived from the Green’s654

function in an isotropic elastic medium (Aki and Richards 2002). For far-field P-655

waves, the radiation pattern is given by656

R
p
n = γnγpγqmpq. (10)657

For far-field S-waves, the radiation pattern is given by658

Rs
n = −(γnγp − δnp)γqmpq. (11)659

In these equations, Rn represents the nth component of the radiation pattern vector for660

P- or S-wave, γp is the direction cosine of the source-receiver unit direction vector,661

mpq is the moment tensor component. Implicit summation over the repeated index is662

applied in these equations.663

If using the unit basis vectors in spherical coordinates, then we can further obtain664

the radiation pattern for P-waves (Chapman 2004)665

Rp =
(

mxx cos2 φ + myy sin2 φ + mxy sin 2φ
)

sin2 θ

+mzz cos2 θ +
(

mzx cos φ + myz sin φ
)

sin 2θ,

(12)666

for SV-waves667

Rsv =
1

2

(

mxx cos2 φ + myy sin2 φ − mzz + mxy sin 2φ
)

sin 2θ

+
(

mzx cos φ + myz sin φ
)

cos 2θ,

(13)668
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for SH-waves669

Rsh =

(

1

2

(

myy − mxx

)

sin 2φ + mxy cos 2φ

)

sin θ +
(

myz cos φ − mzx sin φ
)

cos θ, (14)670

in which θ and φ represent the coordinate components (polar angle and azimuth angle)671

in the spherical coordinates respectively.672

Appendix B Moment tensor source implementation in staggered-grid673

The complete formulation for a moment tensor point source acting at the staggered-674

grid node i, j,k (i.e. the grid position of the normal stress components) is given by675

τxx(i, j, k) = τxx(i, j, k) −
∆t

V

∂Mxx(t)

∂t
,

τyy(i, j, k) = τyy(i, j, k) −
∆t

V

∂Myy(t)

∂t
,

τzz(i, j, k) = τzz(i, j, k) −
∆t

V

∂Mzz(t)

∂t
,

τyz(i, j + 1/2, k + 1/2) = τyz(i, j + 1/2, k + 1/2) −
∆t

4V

∂Myz(t)

∂t
,

τyz(i, j + 1/2, k − 1/2) = τyz(i, j + 1/2, k − 1/2) −
∆t

4V

∂Myz(t)

∂t
,

τyz(i, j − 1/2, k + 1/2) = τyz(i, j − 1/2, k + 1/2) −
∆t

4V

∂Myz(t)

∂t
,

τyz(i, j − 1/2, k − 1/2) = τyz(i, j − 1/2, k − 1/2) −
∆t

4V

∂Myz(t)

∂t
,

τxz(i + 1/2, j, k + 1/2) = τxz(i + 1/2, j, k + 1/2) −
∆t

4V

∂Mxz(t)

∂t
,

τxz(i + 1/2, j, k − 1/2) = τxz(i + 1/2, j, k − 1/2) −
∆t

4V

∂Mxz(t)

∂t
,

τxz(i − 1/2, j, k + 1/2) = τxz(i − 1/2, j, k + 1/2) −
∆t

4V

∂Mxz(t)

∂t
,

τxz(i − 1/2, j, k − 1/2) = τxz(i − 1/2, j, k − 1/2) −
∆t

4V

∂Mxz(t)

∂t
,

τxy(i + 1/2, j + 1/2, k) = τxy(i + 1/2, j + 1/2, k) −
∆t

4V

∂Mxy(t)

∂t
,

τxy(i + 1/2, j − 1/2, k) = τxy(i + 1/2, j − 1/2, k) −
∆t

4V

∂Mxy(t)

∂t
,

τxy(i − 1/2, j + 1/2, k) = τxy(i − 1/2, j + 1/2, k) −
∆t

4V

∂Mxy(t)

∂t
,

τxy(i − 1/2, j − 1/2, k) = τxy(i − 1/2, j − 1/2, k) −
∆t

4V

∂Mxy(t)

∂t
,

(15)676
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where V = ∆x · ∆y · ∆z is the effective volume of the grid cell, ∆t is the time spacing677

of FD modeling. This is the formulation of source terms in the velocity-stress FD678

scheme. For moment tensor source implementation in the displacement-stress FD679

scheme, the moment tensor itself is used instead of its temporal derivative. And the680

time spacing item in these equations also disappears.681
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Al-Harrasi O, Al-Anboori A, Wüstefeld A, Kendall JM (2011) Seismic anisotropy686

in a hydrocarbon field estimated from microseismic data. Geophys Prospect687

59(2):227–243688

Aminzadeh F, Jean B, Kunz T (1997) 3-D salt and overthrust models. Society of689

Exploration Geophysicists690

Angus D, Aljaafari A, Usher P, Verdon J (2014) Seismic waveforms and velocity691

model heterogeneity: Towards a full-waveform microseismic location algorithm. J692

Appl Geophys 111:228–233693

Artman B, Podladtchikov I, Witten B (2010) Source location using time-reverse694

imaging. Geophys Prospect 58(5):861–873695

Baysal E, Kosloff DD, Sherwood JW (1983) Reverse time migration. Geophysics696

48(11):1514–1524697

Boyd OS (2006) An efficient matlab script to calculate heterogeneous anisotropically698

elastic wave propagation in three dimensions. Comput Geosci 32(2):259–264699



Microseismic anisotropic full waveform modeling 35
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Table 1 Memory cost for storing elastic parameters (including density of the medium) of different types

of medium. M represents the model size

Medium type Memory cost

Isotropic 3M

VTI/HTI 6M

Orthorhombic/TTI 10M

Monoclinic 14M

General anisotropic 22M

Table 2 Elastic parameters of layered medium

Layer Thickness (m) Vp (m/s) Vs (m/s) Density (kg/m3)

1 750 3724 1944 2450

2 1000 4640 2583 2490

3 750 5854 3251 2680
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X

Z

Y

Fig. 1 Schematic representation of standard staggered-grid. vx, vy, vz represent the particle velocity com-

ponents along x-, y- and z-directions respectively; τxx, τyy, τzz, τyz, τxz, τxy represent six components of the

stress tensor; c and ρ represent the elastic tensor and density of the media
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Fig. 2 P-wave (a) and S-wave (b) radiation patterns of a double-couple source in the far-field
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Fig. 3 (a) Relative magnitude of peak amplitude of the proportional part for near-field term, intermediate-

field terms and far-field terms under certain parameters. (b) 3D map which shows the far-field distance

in terms of S-wave wavelength in different directions for a double couple source. Beyond this far-filed

distance, the far-field terms will occupy more than 80% energy in the whole wavefield. (c) Relative mag-

nitude of wavefields for near-field term, intermediate-field S-wave term and far-field S-wave term for a

double-couple source in different directions. The solid lines show the scenario in direction which has a

zenith angle of 45◦ and azimuth angle of 0◦. The dashed lines show the scenario in direction which has a

zenith angle of 5◦ and azimuth angle of 0◦
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Fig. 4 (a) Synthetic seismograms (displacement in Y direction only) recorded by twelve receivers de-

ployed in different directions and positions, with the FD results in solid red line overlaying the analytical

solutions obtained by Green’s function in dashed blue line. (b) Relative error of the peak amplitude of FD

modeling and far-field approximation with respect to analytical solutions for the twelve FD records, with

FD method in dark line and far-field approximation in blue line
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Fig. 5 (a) Schematic representation of the layered model and the recording arrays. The red star represents

microseismic source, the blue points represent surface arrays, the blue triangles represent downhole arrays.

The microseismic source is placed in the middle of the model. (b) Surface projection of the source and

downhole array. Variation of the (c) P-wave, (d) fast S-wave and (e) slow S-wave velocity in VTI medium

along different propagation directions. Variation of the (f) P-wave, (g) fast S-wave and (h) slow S-wave

velocity in HTI medium along different propagation directions. The black and white markers indicate the

fast and slow S-wave polarization directions, respectively
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Fig. 6 Horizontal slices of velocity component in Y direction for the (a) isotropic, (b) VTI and (c) HTI

model. The horizontal slices are taken at time of 0.23 s and depth of z = 1250 m. Vertical slices of velocity

component in Y direction for the (d) isotropic, (e) VTI and (f) HTI model. The vertical slices are taken at

a time of 0.23 s and lateral position of y = 1500 m. Dashed lines show boundaries of different layers
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Fig. 7 The recorded seismograms in downhole array for the (a) isotropic, (b) VTI and (c) HTI model.

Vertical axis shows the position of geophones and horizontal axis shows recording time. Red dotted lines

represent the automatically picked direct P- and S-wave wavefronts; dashed lines show boundaries of

different layers
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Fig. 8 Comparison of travel-times and peak amplitudes of the direct P-wave for three modelings. Dark

solid line represents value in the isotropic model; blue solid line represents value in the VTI model; red

solid line represents value in the HTI model; dashed lines show boundaries of the layers (geophone 150 and

geophone 350 are placed at layer boundary, geophone 250 is at the same depth of microseismic source). (a)

Travel-times of the direct P-wave. (b) Travel-time differences with respect to the isotropic case. (c) Peak

amplitudes of the direct P-wave
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Fig. 9 Velocity surfaces of the P-, fast S- and slow S-waves, calculated in the same profile of the downhole

array. The dark line represents the isotropic model; blue line represents the VTI model; red line represents

the HTI model. For the isotropic model, there is only one S-wave mode, whose velocity is used in both fast

and slow S-wave surface. (a) P-wave velocity surface; (b) fast S-wave velocity surface; (c) slow S-wave

velocity surface
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Fig. 10 (a) Relationship between the take-off angle and geophone index. (b) Velocity variation of the P-

wave for downhole geophones at the second layer. (c) Normalized travel-time differences of the direct

P-wave for downhole geophones at the second layer. The effect of the ray-path has been considered and

eliminated
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Fig. 11 Comparison of travel-times and peak amplitudes of the direct fast S-wave (S-wave in the isotropic

case) for three modeling examples. The figure description is analogous to figure 8. The small wiggling in

the figure are caused by picking error introduced by aliasing of different waves. The sudden jump of peak

amplitudes near the layer boundaries is caused by sudden change in elastic parameters or wave impedance

between layers. (a) Travel-times of the direct S-wave or fast S-wave. (b) Travel-time differences with

respect to isotropic case. (c) Peak amplitudes of the direct S-wave or fast S-wave
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Fig. 12 Waveform of the direct fast S-wave (S-wave in isotropic case) before (a) and after (b) time align-

ment at downhole geophone 180. Variation of S-wave anisotropy along different propagation directions in

the (c) VTI and (d) HTI medium
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Fig. 13 (a) Travel-time differences between the fast S-wave and slow S-wave in the VTI and HTI model.

(b) Normalized travel-time differences between the fast S-wave and slow S-wave in the VTI and HTI model

at the second layer. The effect of the ray-path has been considered and eliminated. (c) Velocity difference

between the fast S-wave and slow S-wave in the VTI and HTI model at the second layer
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Fig. 14 Recorded seismic profiles for the (a) isotropic, (b) VTI and (c) HTI models using surface array.

These profiles are recorded at the first receiver line in Y direction. The direct P-wave has been automati-

cally picked and annotated with red line in the figure
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Fig. 15 Shown are four traces extracted form figure 14 with the isotropic case in dark line, the VTI case

in blue line and the HTI case in red line
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Fig. 16 Travel-times of the direct P-wave in the (a) isotropic, (b) VTI and (c) HTI models for the surface

array. The unit of time in these figures is millisecond. The contour lines of travel-times are also displayed

in the figure



Microseismic anisotropic full waveform modeling 59

10

10

10

10

30

30

30

30

30

30

45

45

45

45

45

45

45
45

60

60

60

50 100 150 200 250 300

Geophone index in X direction

50

100

150

200

250

300

G
eo

ph
on

e 
in

de
x 

in
 Y

 d
ire

ct
io

n

0

10

20

30

40

50

60

70

(a)

303030

30

30 30 30
30

45 45 45

45 45

50 100 150 200 250 300

Geophone index in X direction

50

100

150

200

250

300

G
eo

ph
on

e 
in

de
x 

in
 Y

 d
ire

ct
io

n

0

10

20

30

40

50

60

70

(b)

Fig. 17 Travel-time differences of the direct P-wave with respect to the isotropic case. (a) VTI model; (b)

HTI model
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Fig. 18 Peak amplitudes of the direct P-wave in the (a) isotropic, (b) VTI and (c) HTI models for the

surface array



Microseismic anisotropic full waveform modeling 61

50 100 150 200 250 300

Geophone index in X direction

50

100

150

200

250

300

G
eo

ph
on

e 
in

de
x 

in
 Y

 d
ire

ct
io

n

-0.03

-0.02

-0.01

0

0.01

0.02

0.03

(a)

50 100 150 200 250 300

Geophone index in X direction

50

100

150

200

250

300

G
eo

ph
on

e 
in

de
x 

in
 Y

 d
ire

ct
io

n

-0.03

-0.02

-0.01

0

0.01

0.02

0.03

(b)

Fig. 19 Peak amplitude differences of the direct P-wave with respect to the isotropic case. (a) VTI model;

(b) HTI model
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Fig. 20 P-wave velocity of the 3D overthrust model
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Fig. 21 Shown are P-wave velocity profiles of the 3D overthrust model. The red star represents source

position; the black line exhibits the anisotropic region in the model; the blue triangle represents the hor-

izontal projection of the vertical downhole array. (a) Velocity profile at index 93 of Z-axis. (b) Velocity

profile at index 400 of Y-axis. (c) Velocity profile at index 400 of X-axis
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Fig. 22 Wavefield snapshots of velocity component in Y direction at 0.49 s and y = 400. (a) Isotropic

case. (b) VTI case. (c) HTI case
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Fig. 23 The recorded seismograms in the downhole array for the (a) isotropic, (b) VTI and (c) HTI model.

Red dotted lines represent the automatically picked direct P-wave wavefronts
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Fig. 24 Comparisons of travel-times and peak amplitudes of the direct P-wave for the isotropic, VTI and

HTI model. Dark solid line represents value in the isotropic model; blue solid line represents value in the

VTI model; red solid line represents value in the HTI model. (a) Travel-times of the direct P-wave. (b)

Relative travel-time differences of the VTI and HTI model with respect to the isotropic model. (c) Peak

amplitudes of the direct P-wave
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Fig. 25 The recorded seismic profiles in the surface array for the (a) isotropic, (b) VTI and (c) HTI model

at the 70st receiver line in Y direction. Red dotted lines represent the automatically picked direct P-wave

wavefronts
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Fig. 26 Travel-times of the direct P-wave in the (a) isotropic, (b) VTI and (c) HTI model for the surface

array. The contour lines of travel-times are also displayed in the figure. The unit of time in these figures is

millisecond
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Fig. 27 Peak amplitudes of the direct P-wave in the (a) isotropic, (b) VTI and (c) HTI model for the surface

array


