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Diphthong Synthesis using the
Dynamic 3D Digital Waveguide Mesh

Amelia J. Gully, Member, IEEEHelena Daffern, and Damian T. Murphy

Abstract—Articulatory speech synthesis has the potential to A speechsystembased approach, articulatory speech syn-
offer more natural sounding synthetic speech than established thesis, has signi cant potential to overcome the problems de-
concatenative or parametric synthesis methods. Time-domain gqineq ahove and to generate truly natural-sounding synthetic
acoustic models are particularly suited to the dynamic nature of . .
the speech signal, and recent work has demonstrated the potential Speech [8_]' M.odern articulatory synthesis systems based on
of dynamic vocal tract models that accurately reproduce the transmission lines, such as [9], offer a reasonable amount of
vocal tract geometry. This paper presents a dynamic 3D digital detail and intuitive control mechanisms, facilitating the study
waveguide mesh (DWM) vocal tract model, capable of movement of |inguistic features such as coarticulation [10]. However, the
to produce diphthongs. The technique is compared to existing yansmission line approach, and analogous methods such as the

dynamic 2D and static 3D DWM models, for both monophthongs - . .
and diphthongs. The results indicate that the proposed model Kelly-Lochbaum articulatory synthesiser [11] and improve-

provides improved formant accuracy over existing DWM vocal ments [12], [13], simplify the geometry of the vocal tract into
tract models. Furthermore, the computational requirements of a series of axisymmetric tube sections, reducing much of the
the proposed method are signicantly lower than those of detail of the vocal tract. This loss of detail has been shown
comparable dynamic simulation tephniques_. This work represents to affect frequencies above 4 kHz [14], which are of vital
another step toward a fully-functional articulatory vocal tract - .
model which will lead to more natural speech synthesis systems perceptual |mporta}nce for the_JUdgment of naturalness [15].
for use across society. In order to retain the detailed 3D geometry of the vocal
tract, magnetic resonance imaging (MRI) data of the vocal
tract shape may be used in conjunction with numerical acoustic
modeling techniques, to accurately model the physics of the
vocal system. One such technique is the nite element method
(FEM), and the time-domain FEM approach outlined in [16]
T HE current generation of speech synthesizers produggows the model to change shape over time, facilitating the
speech that is generally intelligible but still clearly idensynthesis of dynamic speech sounds. This method has recently
tiable as less natural than recorded speech [1], and rarefjaen shown to generate accurate diphthongs [17]. However,
if ever, mistaken for a real human voice. This may be ahe computational load associated with FEM models of the
tributed in part to the techniques used: commercially availalgcal tract is extremely high; for example, the vocal tract
synthetic speech is generated largely by unit selection synthgsdels in [18] require 70-80 hours of computation time
sis [2], while text-to-speech research currently focuses UPRt 20 ms of output. Alternative modeling methods that use
statistical parametric approaches making use of hidden Mark@yylar domain discretization schemes have lower, but still
models [3] and more recently, deep neural networks [4]. Thes@ni cant, computational requirements, and these have also
aim to reproduce the speesignal rather than modeling the heen used to model the vocal tract. Such approaches include
vocal system and so are inherently limited by the databasge nite-difference time domain (FDTD) method [19], [20],
of recorded speech information and rules that they use. EV@R gigital waveguide mesh (DWM) [21], and the transmission
though transforms have been developed to model differge matrix (TLM) method [22], the latter two of which are
speakers, emotions and personalities [5], creating perfecilyyivalent to one another and, under certain circumstances,
natural-sounding speech with these methods would requjgethe FDTD method [23]. FDTD, DWM, and TLM models
an innitely large database as well as the ability to modg{ave heen shown to reproduce the vocal tract transfer function
non-linguistic natural features such as laughter, coughing/TTF) more accurately than the simpli ed axisymmetric tube
breathing, and other human mannerisms. This is problemaigdels described above, but at present their shape cannot be
for patients that use assistive technologies to speak, and e¥nged during synthesis, making them suitable only for the
lead to self-esteem and stigmatization issues [6]; furthermofgproduction of static speech units such as held vowels.
there is evidence to show that signal-based approaches tqhe contribution of this paper is to extend the static DWM
speech synthesis affect the intelligibility for some vulnerablgca| tract model developed in [21] by introducing the ca-
listeners [1], [7]. pability for movement. This is achieved using a heteroge-
Manuscript received Month Day, Year; revised Month Day, Year. The woRE0US DWM mOde"ng approach, with an admittance map
of A. J. Gully was supported by an EPSRC Doctoral Training Partnershifepresenting the speci c acoustic admittances of the airway

number EP/K503216/1. . _ and surrounding tissues. This technique allows the complex
The authors are with the Audio Lab, Department of Electronics, Uni-

versity of York, York, YO10 5DD, UK (e-mail: amelia.gully@york.ac.uk, 980Metry of the vocal tract to be re_tained Within the map,
helena.daffern@york.ac.uk, damian.murphy@york.ac.uk). which may be changed during simulations to simulate dynamic

Index Terms—Speech synthesis, digital waveguide mesh, nu-
merical acoustic modeling, diphthongs.

I. INTRODUCTION
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speech. A xed simulation volume prevents errors associatét is the number of waveguides connecting junctibrio its

with moving domain boundaries. The method is tested usingighbors: for a 3D rectilinear mesN, = 6.

the eight English diphthongs to illustrate its potential to deliver The second stage is to calculate the outgoing pressure

natural sounding synthetic speech. Although this model is fiodbm a junction into its neighboring waveguides. This uses

yet capable of running in real time, it offers comparable resulésrearranged form of the junction continuity expression such

to the FEM approach for signi cantly lower computationathat:

cost. Py (M= ps (n) P () )
The remainder of this paper is laid out as follows: Section . , .

Il introduces the DWM method, with the application of thé/vhere Py; (n) is the_z pressure ogtput by junctigh into the

DWM to vocal tract modeling described in Section IlI. Inwavegwde conne:ctlng_ It to Junctlan_ .

Sections IV and V, static and dynamic applications of the pro- The .nal .stag{-z IS to introduce a gmt delay betyveen adjacent

posed technique are presented and discussed. Data assoc?aﬁ%t(ﬂe”ng junctions, S0 the outgomg wave varllable_ from one

with this study are detailed in Section VI, and conclusions adgnetion becomes the input to a neighboring junction at the

avenues for further study presented in Section VII. next time step:
Py (M= p, (0 1) @3)
[l. DIGITAL WAVEGUIDE MESH SYNTHESIS
The digital waveguide mesh (DWM) is a numerical acoustfd- Heterogeneous and dynamic modeling
modeling technique for solving the scalar wave equation As described in [13], the boundaries of a DWM simulation
that was rst introduced in [24]. Under certain conditionglomain cannot be simply moved during a simulation without
the DWM is equivalent to a nite difference time domainintroducing discontinuities in the output signal. Making a
(FDTD) scheme operating at the Courant limit [23], [25]PWM model dynamic therefore requires a xed-size grid,
and is also known as the transmission line matrix (TLMyithin which the admittance values may vary. This results
method. Despite a higher computational load than the FDTI® a heterogeneous simulation domain. To make the model
method, the DWM method is used for the present work as ignamic, the admittance values are made to vary with time,
stability is well-established [26] and the implementation of eeplacing Y; in (1) with Y; (n). With suitable matrices of
heterogeneous simulation domain is simple and intuitive. ThaluesY (n) for each waveguide connection direction, any
suitability of the DWM and equivalent TLM methods for vocatime-varying combination of acoustic media can be modeled.
tract simulation has been established in e.g. [21], [22]. ThHée derivation of stability conditions for such a time-varying
scalar wave equation is suf cient to describe the productionodel is an open problem, but in the current work the rate
of vowels [27], which is the focus of this paper. of change ofY (n) is slow compared to the system sampling
The DWM consists of a grid of regularly spaced scattefrequency and the system remains stable.
ing junctions connected by unit digital waveguide elements. The use of a heterogeneous simulation method allows the
The scattering junctions may be connected in any regulsrattering behavior within the simulation domain to be com-
arrangement in any number of dimensions. In this study,péetely determined by the matrix of admittance values, known
3D rectilinear mesh is used. This is conceptually the simplesd the admittance map. With suf cient spatial resolution, com-
mesh topology, and though it has been shown to introdupkcated three-dimensional shapes such as the vocal tract can
signi cant dispersion error at frequencies above one tenth bé& modeled by accurately mapping the locations of the airway
the temporal sampling frequendy, [28], the value forfs and the surrounding tissue to admittances in the domain. The
used in this study is suf ciently high that this does not affegbrocess for doing this is described in Section III-C. Although
the audio range. Acoustic variables, commonly pressure this modeling technique has not commonly been used in room
velocity, are propagated throughout the mesh in the form atoustics or vocal tract modeling, it has a long history of use
traveling-wave variables, ow-variables. The scattering ofin the eld of geophysics, e.qg. [30], where acoustic simulations
values throughout the mesh is governed by the admittaneee performed with local propagation parameters, such as
of the connecting waveguides. wave speed, varying point-by-point throughout a xed-size
simulation domain.

A. The DWM algorithm

The DWM algorithm consists of three stages, which must bCe' . )
completed at every time step, for every scattering junction, The heterogeneous DWM domain has effiective shape
J, in the mesh [29]. The rst stage is the scatteringWwf- governed by the admittance map. However, behavior at the

Boundary conditions

variables: = edges of the domain, denote@, must also be speci ed. A
iN:1 Yipyi (n) number of boundary fomulations exist for the DWM, with
ps (n) = P Y (1) one of the most common being the locally reacting wall
i=t T (LRW) method [31]. The LRW is implemented at the domain

wherep; (n) is the acoustic pressure at scattering junctlon boundary, p, located at the external edges of a 3D domain.
at time stem, Y; is the acoustic admittance of the waveguidé normalized admittance paramet€, speci es the re ection
connecting junction) to junctioni, pj;i (n) is the pressure properties of the boundary.

incident at junctionJ from junctioni at time stepn, and In the case of a vocal tract simulation, the scattering
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16 s while a 3D scan procedure was completed. The images are
512 512 80 anisotropic grayscale images, resampled from
2 mm isotropic images. In order to focus machine resolution
on the vocal tract, the images only extend to approximately
4 cm either side of the midsagittal plane, and hence do not
capture the subject's entire head.

In addition to the MRI data, anechoic audio recordings of
the same utterances were collected immediately before and
after the MRI scans. These recordings were made in MRI-like
conditions with the participant in a supine position and MRI
machine noise played back over headphones to disturb au-
ditory feedback, recreating the vocalization conditions within
the MRI scanner. The full details of the collection process
are presented in [21]. This study makes use of the vocal tract
information for a single adult male subject, with the nasal
tract omitted due to poor resolution in that part of the image.
A vocal-tract-only model is suf cient for vowel synthesis but
it is acknowledged that the model must be extended to include
a nasal tract if it is to be capable of synthesizing the full range
of phonemes in the future.

In this study we consider the eight English diphthongB: /e
as inday, /a/ as inhigh, /Ol as inboy, /e@as infair, /@Uas

(c) (d) in show /I@ as innear, /[U@as injury, and /aJ as in now.
Fig. 1. Standardization procedure for vowel /a/, from (a) MRI data (midF herefore, it is necessary to use MRI data for the phonemes /e/,

sagittal slice shown), through (b) segmentation procedure (illustrating leakagg 1/ /Q /@ and LY. Once collected, the MRI data must be
of the segmentation volume into surrounding tissues), (c) hand-corrected’ ' di der t i ' il id of point
segmentation data, and (d) associated rectilinear grid, calculated usin@rg'processe In oraer 1o generate a rectilinear grid or points

sampling frequency of 400 kHz. representing the vocal tract volume. A complete overview of
this process is illustrated in Fig. 1.

The MRI scan data, an example of which is shown in
behavior of the admittance map causes the majority of energly. 1(a), must rst be analyzed to obtain the vocal tract shape.
to be re ected back into_ the vocal t_racF..Any energy reachinfje software ITK-Snap [32] is used for this purpose, which
Fhe edges of Fhe @mgm should, intuitively, not re ect bacberforms user-guided active contour segmentation based on
into the domain. Likewise, under the assumption of free- e'ﬁnage contrast, and is speci cally designed for anatomical
conditions outside the mouth, radiated pressure should notdg;ctures. However, as there is no difference in contrast
re ected at the edges of the domain. Therefore, the boundarigsyveen air and hard structures such as bone and teeth in MRI
of the model should be as close to anechoic as possible. scan data, the segmentation volume initially includes the teeth

The proposed model therefore makes use of LRW boungs nart of the airwdy MRI segmentation algorithms are also
aries with an approximately anechoic condition achieved byone to leakage into surrounding tissue areas, so the initial
setting the normalized admittance paramegeto one, not- yegyits of the segmentation often look similar to Fig. 1(b),
ing that this boundary condition is known not to perfectlyith the teeth, several vertebrae, and parts of the jaw bone
reproduce ideal anechoic behavior [31]. The behavior of thg,y nasal cavity included as part of the vocal tract airway.
boundar_ies is explored further in Section I1I-B and found tgpe resulting volume must be inspected, and any erroneous
be suf ciently accurate for the current study. sections removed by hand, giving the nal edited volume as

shown in Fig. 1(c). This volume includes small side branches
to the vocal tract, notably: the piriform fossae, two small
1. DWM V ocAL TRACT MODELING cavities located at the bottom of the pharynx, either side of the

This section describes the application of the dynamic D\N,gpo_p_hageal entrance;_ and the epiglottic valleculae, two further
method to 3D models of the vocal tract based on magneﬁév'“es on the anterior pharyngeal wall at the base of the

resonance imaging (MRI) data of the vocal tract geometry. ePiglottis. _ .
The segmentation volume is allowed to expand beyond the

o ) mouth and out to the limits of the MRI image, resulting in a
A. Data Acquisition and Pre-Processing roughly cuboid volume of air coupled with the internal vocal
In order to create a DWM model of the vocal tract, it idract airway. This air volume allows for realistic radiation
necessary to obtain vocal tract shape information. The mdsthavior at the lips. The edges of this cuboid are modeled
accurate data for this purpose comes from MRI data of théth approximately anechoic boundaries as described in Sec-
upper airway. In this study, the MRI corpus collected in [21]
is used. This corpus consists of 11 vowels and several OthefMethods exist to superimpose the geometry of the teeth onto the vocal tract
phonemes for ve trained speakers, each of which was held faftume [33], but for the subject under study, no dental cast was available.

@ (b)
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Fig. 3. Volume matrices for phoneme /a/ with different radiation volumes.
Each volume matrix contains a 3D Cartesian grid of points whose extent is
indicated by the surrounding boxes; black points represent scattering junction
locations that exist within the head tissue. Axis units are scattering junction
indeces inx, y andz directions.

(©) fs =192 kHz (d) fs = 400 kHz.

Fig. 2. Grids for phonemd//with different sampling frequencies, with spatial

step size given by (4). lI-C—would exist to connect the front and back vocal tract
cavities. Even at 192 kHz (Fig. 2(c)), there are parts of the

tion 11-C. vocal tract represented by a single layer of scattering junction

locations, equivalent to a physical depth of zero. As a result,

After the segmentation is complete, it must then be co e sampling frequency chosen for this study is 400 kHz, as
verted into a rectilinear 3D mesh. This step makes use of t%'e piing 1req y y '

custom code described in [21] to t a Cartesian grid into the ustrated in Fig. 2(d), giving a spatial resolution of approx-

stencil created by the segmentation data. This process mayI %tely 1.52 mm. At this grid resolution there are at least

completed at any temporal sampling frequency, and generatt\gg scattering junctions, and hence at least one waveguide, in

a series of points which represent the physical locations ofery dimension at a constriction for all the phonemes under

scattering junction in the digital waveguide mesh algorini, 6 42 20 SPRERS SR TS o e pense
(see Section 1), as illustrated in Fig. 1(d). P P P

: . fqr the synthesis of diphthongs. It should be noted that the
Choosing the temporal sampling frequency for the mode - : . . :
Rnstnctlons in the vocal tract during consonant articulation

requires careful consideration. The equivalent physical lendt .
a 9 Phy génay be narrower than those for vowels, and therefore the grid

of unit waveguides in the DWM is related to the samplin esolution must be carefully considered when the model is
frequency by the following relationship: . y
extended to include consonants.

P_—
=¢D 4)

fs B. Mesh alignment and extent

where c is the speed of sound in the mediumb, is the The vocal tract grid data are read into MATLAB as 3D
dimensionality of the system (for the proposed mofek 3), binary matrices, with ones representing vertices within the
and f¢ is the sampling frequency. As a result, increasingirway, and zeros representing vertices within the tissue of
fs reduces the waveguide length providing better spatial the head. These matrices—one for each of the six phonemes
resolution but also generating more scattering junctions in thader study—provide a complete description of the vocal
volume. This results in increased computational complexityact geometry and will henceforth be referred tovatume
since calculations must be performed for every scatterimgatrices The volume matrix for each phoneme is inspected
junction at every time step. There is an additional loweand adjusted so that xed anatomical structures such as the
limit on sampling frequency for vocal tract data, illustrated ihard palate and the nose are aligned across phonemes. Finally,
Fig. 2, due to the small dimensions involved. If the samplinhje phoneme-speci ¢ volume matrices are combined with a
frequency is too low, the mesh becomes discontinuous, as seelume matrix corresponding to an idealized human head,
in Fig. 2(a) and 2(b). In the heterogeneous DWM, this meassaled and transformed to match the size and alignment of
that no channel of lower admittance—as detailed in Sectitine MRI subject. This step is necessary as the MRI data only
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Frequency (kHz)

— Fig. 5. Vocal tract transfer functions for phoneme /a/ in each radiation volume
case. An arti cial 50 dB offset has been added between VTTFs for clarity of
Fig. 4. Location and de nition of domain boundaries and vocal tract wall foitlustration.
simulations. Midsagittal slice through a 3D volume representing vo@es/
shown.
wherePgy (f) and Ui, (f) are the Fourier transforms of the
output acoustic pressure signal and the input volume velocity
extends approximately 4 cm either side of the midsagittal plasignal, respectively. Following [19], a Gaussian pulgg),
so the remaining head geometry is unknown. This techniquas used as the volume velocity source, calculated as follows:
provides an appropriate head volume while retaining subject- PN
. K . g (t) = e [( tn T)=0:29T] (6)
speci ¢ geometry such as the nose and particularly the lips, p

known to be essential for accurate vocal tract acoustics [2]4 .o = 1=f. T = 0:646=f, andf o = 20 kHz, providing
- - Sy - - - 1

. Tlhe_ radlatlodn volume is ahcrltllcal aspect h(')f volcal traclf cient excitation across the entire audible frequency range
simulations, and accurate synthesis requires this volume to i€y >4 |1, For clarity, and direct comparison with other

taken into account [18], [27]. However, too large a simulatio, mulations such as [19] and [27], only the frequency range
domain results in high computational cost for potentially smal| 0 kHz is displayed in Figs. 5-7. This range is suf cient
mc(;eases_ln e;\ccuracy. hThherefodrg, _S|mula|1t|ons Wzri pe(;f‘?f"}‘a escribe speech intelligibility, and much of the informaton
to determine how much the radiation volume and hea ,tlsslléefating to naturalness [15]. However, full-bandwidth VTTF
can be constrained without introducing signi cant errors in thﬁlots are available in the accompanying data (see Section V).
VTTF. Four cases were investigated, as illustrated in Fig. 3. InThe resulting VTTFs for the vowel /a/ are presented in
Every case, the bpttom of the simulation domain was. xed %‘ig. 5, and similar results are obtained for the other phonemes
a Iocatl|on approxmately 1 cm below the larynx position fOlinder study. It is apparent from Fig. 5 that in general, the VT-
tr]le I?rt;‘culau.onl Of. o, Wh'gh gad the Iowes;] Iaryn_x pr?s't('jonTFs are very similar for each of the four cases. Cases 1 and 2 in
ora _t € arthu ations Stl,J led. In Cgse.1I, the entire head Wag i jar exhibit almost identical VTTFs, with less than 1 dB
conS|d§red with 10 cm air surrogndlng It _Case 2 also featur§igee ence in the entire range 0-20 kHz. Some small errors are
the _enftlre hgad bgt_wn_h 1| cm agr 0 tzhi 5|de_sharr]1d k?acll( z;n mtroduced for Cases 3 and 4, primarily affecting the depth
cm in front; Case s similar to Case 2 but with the back o théy spectral dips. However, Case 4 introduces further errors,
head removed, up to l_cm behind the back of the.p_hayrngg\mh a 3 dB difference in the rst two formant magnitudes
yvall; anq thse 4 (.:ODS'?IS of the e;tent of the. Or'g'raLM%Jompared to Case 1, and a large deviation below 500 Hz. For
"T‘;‘ge W(Ijt fctrqn alr_olln rqnt,l ei(ten mgdapproxw;:ate y fcrr?his reason, volume matrices cropped according to Case 3 are
either side of the midsagittal plane, and up to the top of thig throughout the remainder of this study, as they provide an

no;‘_e. 4l idsaqittal slice th h propriate trade-off between model accuracy and simulation
igure 4 illustrates a midsagittal slice through an exampﬁgmain size, and hence computation time.

simulation domain corresponding to Case 4. The externa The similarity of Cases 1 and 2 is particularly signi cant as

b(.)urldar'y b may be furthgr splitiinto QOmain edges occuring[ suggests that the LRW anechoic boundary implementation
VAV'th'n alrr,] _DALS‘VT/d Somzln edge_s Wl'th'n hezd t'ssu@”a used on p—which, for a receiver located outside the vocal
n anechoic oundary is implemented Oba and ¢ gt 5 close, on-axis position, is much closer to the

b asl descnbded n 3ecthn ItI)-C. ghe yocal tract waj dls (quiver position in Case 2 than Case 1—does not have a
not implemented as a domain bounaary in the proposed moqgy,; cant effect on the simulated transfer functions. It can

instegd the difference in admit'gance that occurs at CaUSES herefore be assumed that the LRW produces boundaries that
re ection of sound waves back into the vocal tract airway. Thgre sufciently close to anechoic for the purposes of the
process of creating an admittance map is described in the neXtrent study.

section.
The VTTF, H(f ), was calculated as follows [27]:
C. Admittance Map Construction

Pout (f) After preprocessing the data, the next stage is to generate an
Un (F) ()  admittance matrixY , for use in the DWM algorithm (1)—(3).

H(f) =
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The volume matrices described in Section IlI-B consist o 1o
a regular arrangement of scattering junction locations, wit
values of either one (when the junction is located within th: 1oor
airway) or zero (when the junction is located within the tissug
of the head). However, in a DWM it is thevaveguides-
the links betweerscattering junctions—that have a physicallys ]
meaningful admittance; the scattering junctions represent t= °
in nitesimally small points at which these waveguides meet |
Therefore, in order to generate an admittance matrix it i '
necessary to perform a complete interrogation of the conne | p 5 s : s . . . . o
tions between scattering junctions to determine the appropric Frequency (kHz)
admittances. . . .

If two neighboring volume matrix elements are both locat Fig. 6. Voc_e}l tract trans'fe'r functions for phonen@ with local and global

urce positions. An arti cial 50 dB offset has been added between VTTFs

within the airway, the waveguide connecting the junctionsr clarity of illustration.

is assigned the admittance of al¥y, = 1=Z;, where the

impedance of air is related to the speed of sound ingir, ] -

and the density of airo as follows: Zo = oCo. Following D- Source and receiver positions

previous studies [17], [27], the valugs = 350 ms ! and During vowel production, a source signal is generated at the
o = 1:14 kgm 2 are used, givingZo = 399 Pasm 3. larynx, and speech is output at the lips. In simulations of the
If two neighboring volume matrix elements are both locateebcal tract, the aim is to replicate this behavior. The larynx
within the head tissue, the connecting waveguides are assigneales between vowel articulations, so an ideal simulated
the admittance of the tissue forming the vocal tract wakource would also move within the simulation domain.

Yy = 1=Z, wherec, =1500 ms *and ,, =1000 kgm 3, Most nite element vocal tract models (e.g. [27]) apply
hencez, = 1:5 10° Pasm 3. This value is based ona source signal across the entire cross-sectional area of the
measured properties of tissue and has been used in a previgloal opening, known as the glottal boundary. As the
study [20]. Lower values, such a&, = 83666 Pasm 2, simulation domain changes shape, so does the location of
have been used in other studies (e.g. [17], [27]), but werg, and hence the source position. In DWM simulations, the
found to result in less accurate formant values when ussdurce signal is inserted at one or more scattering junction
in the proposed method. This may be due to the fact tHatations. Changing the junction(s) at which a signal is input
the proposed model uses a single impedance value for th&ing the course of the simulation introduces audible artifacts
whole head, so it must take into account higher impedanice DWM simulations, and as such is beyond the scope of
structures such as bone. In the nal case, where neighboritigs work. Instead, a single scattering juncti@@citation IS
volume matrix elements span the air/tissue interfage the selected as the excitation point for all the phonemes under
connecting waveguide is assigned the admitta¥ge This study.

gives a tissue boundary location accurate to within the lengthSelecting an excitation point requires careful consideration,
of one unit waveguide, which at 400 kHz is approximatelgs the larynx height within the mesh varies depending on the
1.52 mm according to (4). The MRI corpus is resampled frophoneme, with /a/ having the highest larynx position a@d /

a 2 mm isotropic image, so this level of spatial resolution isaving the lowest in the phonemes under study. To ensure that
appropriate given the data available. Pexcitation 1S Not located below the laryngeal opening for any

The process described above is repeated for every volunfehe phonemes, it is placed at a level corresponding to the
matrix element and connection direction. For a 3D rectilirhighest larynx location, namely that of /a/, and is therefore also
ear mesh, this results in six admittance matrices, which faithin the airway for the other ve phonemes under study.
ease of conceptualization are termédorth , Y south » Y east s To investigate the error caused by locating the source at
Y wests Y front  @ndY pack. The matrices are constructed suClpexcitation COmpared to the phoneme-speci ¢, simulations
that Ynortn (X;Y;2) represents the admittance in the wavegwere performed for the phonem@& /comparing the VTTFs
uide directly north of the junction with indekx;y;z), and when the source signal is input gexciaion COMpared
Ysouth (X;Y;2) represents the admittance in the waveguide the scattering junctions representing. The equivalent
directly south of this junction, such thaton (X +1;y;2) = physical difference in height betwegRygitaion and ¢ for
Ysouth (X;V;2). Once these admittance maps have been pophoneme @ is approximately 9.1 mm, the largest for any
lated, moving between vocal tract shapes is simply a matteraffthe phonemes under study. An additional simulation was
interpolating between maps over the duration of a simulatioperformed using a single point located og to determine
as discussed in Section V-A. how much of the error is caused by using a single scat-

Once the admittance maps are complete, the scattertegng junction, and how much is due to the difference in
behavior within the model is established. The nal step is teource height. The results of these simulations can be seen
select suitable source and receiver positions for the simulatiam.Fig. 6, and show that, although inputting the source signal

at Pexcitation does result in some error in the VTTF when
the phoneme in question has a lower larynx position, the
frequencies of the formants are accurately reproduced. The

50

tude (d

—lInputat T ~Input at single junction on T --Inputatp . ion 7




PAPER IDENTIFICATION NUMBER 7

TABLE |
PERCENTAGE ERROR IN FORMANT FREQUENCY FOR SIMULATIONSCOMPARED TO RECORDED SPEECKM.A. IS MEAN ABSOLUTE ERROR

2DD-DWM 3DS-DWM 3DD-DWM
Vowel F1 F2 F3 F4 F5 M.A. F1 F2 F3 F4 F5 M.A. F1 F2 F3 F4 F5 M.A.
a -23.8 -12.7 -6.5 -19 -92 108 -98 -198 -141 -1.2 -98 109 166 -88 -3.0 05 9.0 76

e -35 -147 97 97 7.7 91 6.6 -17.3  -119 -132 -156 129 166 -7.6 -4  -07 43 6.1
| -27 -539 -141 -78 -29 163 -166 -114 -83 -150 -194 141 -55 0.7 6.9 51 -71 5.0
(0] 27.4 67.9 3.5 179 121 258 30.0 9.4 -128 -83 -228 16.7 461 219 -53 96 -7.9 182
U -4.6 61.4 -2.3 29  -21 147  -7.2 59 -241 -178 -195 149 89 91 -119 -44 -71 83
@ -0.3 9.0 -7.0 14 41 44 -24 -141 -159 -139 -18.7 13.0 104 -1.7 -6.5 -08 -53 49
A

10.4 36.6 7.2 6.9 6.4 135 121 13.0 14.5 11.6 176 138 174 83 5.8 3.5 6.8 8.4

formant magnitudes are also within 6 dB of those generatatbnophthongs required to make up the English diphthongs:
with the input applied on the scattering junctions representingy, /a/, I/, I3, /@ and U.
c—Wwhich is assumed to be the most accurate case—inA comparison 3DS-DWM simulation is performed follow-
the region below 9 kHz. Between 9-12 kHz (see associatied) [21], based on the same volume matrix as the 3DD-DWM
data les for full-bandwidth VTTF gures), there are largesimulation. The 3DS-DWM is a homogeneous simulation that
differences in magnitude caused by the altered source locatitakes place only on the scattering junctions representing the
although the formant frequencies remain accurate. Betwesinvay, with an approximately anechoic LRW boundary set
12 kHz and 20 kHz, the error remains under 6 dB. This i on pa, and a re ecting boundary set up ony with a
considered suf ciently accurate for the current model, givere ection coef cient of 0.99. This value was found to provide
the additional sources of error in the simulated VTTF such assuitable formant bandwidth in agreement with [21].
the absence of a nasal cavity. As these simulations used th&he nal simulation method used in the comparisons is the
phoneme with the greatest difference in height between tABD-DWM method. This method simpli es the vocal tract
actual larynx anMexcitaion , €rrors in the VTTF related to by treating it as a concatenation of cylindrical tubes with
source position are smaller for the other phonemes under stuthpss-sectional areas obtained from the vocal tract geometry.
The VTTF generated using a single point og as the input In order to create 2DD-DWM models that are comparable to
location also results in the correct formant frequencies and lédke 3DD-DWM and 3DS-DWM models, the same 3D MRI
than 2 dB error across the majority of the audio bandwidthdata was used. This data was converted to cross-sectional
In addition to pexcitation , & receiver positiorpreceiver IS area data following the iterative bisection procedure described
also selected, as a single point at an on-axis position lewel[34]. A heterogeneous 2D DWM was set up according to
with the tip of the nose, similar to a real, close microphorthe method in [13], with the cross-sectional area mapped to
position. As the nose is one of the points used to align tla&imittance across the width of the DWM, following a raised-
vocal tract data, this position is considered to be suitable foosine relationship. The resulting model has a channel of high
all the phonemes under study and approximates the positmsimittance along the center of the mesh, with lower admittance
of the microphone during the comparison audio recordingsat the domain edges that varies with distance from the glottis,
Once admittance maps have been generated and suitablproportion to the cross-sectional area at the same distance
source and receiver positions selected, simulations may fb@m the glottis. As a result, a one-dimensional model of the
performed. vocal tract is mapped to a 2D DWM, providing a means of
simulating cross-tract modes and other acoustic effects that
IV. MONOPHTHONGSYNTHESIS result in improved simulation accuracy over one-dimensional

simulation methods [13]. The same sampling frequency of
The proposed method must be compared to recorded voi kHz was used for the 2DD-DWM simulations, resulting

data and existing DWM synthesis techniques in order }R a spatial resolution of 1.24 mm according to (4). The

con rm its accuracy. This section describes the procedures t%D-DWM model does not include provision for radiation

were undertaken to this end, using static vowel artlculatlongt the lips, nor any energy lost at the glottis: instead a

speci ¢ re ection coef cient is set at either end of the mesh

A. Procedure to approximate this behavior. Following the recommendation

The proposed method is compared to two existing DWHIf [35], this lip re ection coef cient is set to -0.9, the glottal
vocal tract simulation techniques: the dynamic 2D model [13[¢ ection coef cient to 0.97, and the re ection coef cient at
henceforth referred to as t2D-DWM model, and the static mesh boundaries to 0.92.
3D model [21], henceforth called tt#DS-DWMmodel. These ~ The VTTFs for each simulation are calculated according to
are compared with the proposed dynamic 3D model, labelét¢ procedure in Section IlI-B. However, the VTTF for the
the 3DD-DWM model. For the current comparison, xedreal human vocal tract remains unknown. During the MRI
vowel articulations are used, so all the simulations may t@llection procedure [21], audio data of participants in MRI-
considered “static'. Simulations are performed using the 3DIike conditions were also obtained from the subject. This audio
DWM procedure outlined in Section Il for each of the sixlata is analyzed to obtain real formant locations, which can
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Fig. 7. VTTFs for monophthongs simulated using 2DD-DWM, 3DS-Dwmmeantime, audition indicates that the high F1 values do not

and 3DD-DWM methods.

be used to assess the performance of the simulations.

B. Results and Discussion

audio recording. The simulation errors vary even for the other
ve vowels, raising the important point that the accuracy of
3D vocal tract models may be vowel-speci c. It should also
be noted that some error may have been introduced during
the process of segmenting the MRI data to obtain the vocal
tract airway shape. It is worth noting that very few 3D vocal
tract models in the literature compare their output to recorded
speech, perhaps due to the lack of suitable speech data from
the same subject used for MRI scans. The only available
comparisons appear to be from [20] (FDTD), [21] (DWM)
and [36] (FEM). Simulations in [20] produce a mean absolute
error of 6.07%, for the vowel /a/ only, using a 3D FDTD
vocal tract model—although the origin of the speech data
used for comparison is not clear—which is of comparable
magnitude to the mean error of 7.6% obtained for /a/ using
the proposed 3DD-DWM method. The 3DS-DWM method in
[21] provides formant errors in Hz rather than percentages,
but these are also of comparable magnitude to the formant
errors observed for the 3DS-DWM simulation in the present
study. Finally, [36] indicates highly vowel-dependent results,
but across the four vowels studied the mean absolute error is
12.3%.

The value of the rst formant—except in the case & /
noted above—is generally underestimated by the 2DD-DWM
and 3DS-DWM methods, whereas in the proposed 3DD-
DWM method, F1 is generally overestimated by a signi cant
margin. The frequency of the rst formant is known to
increase when yielding walls are taken into account [37],
which may help to explain why the 3DD-DWM model,
where sound is allowed to propagate through the vocal tract
walls, results in a higher F1 value than the other simulations,
which feature effectively hard walls with simple losses.
The values of F1 for the proposed model remain higher
than for the recordings, indicating that the value chosen for
the wall impedance in Section 1lI-C may still be too low;
however, higher values were found to introduce more error
in the higher formant frequencies. This result suggests that
frequency-dependent impedances are necessary for accurate
formant reproduction, in agreement with previous studies [38].
This issue is expected to be addressed in future versions
of the model, which will incorporate Iters to approximate
frequency-dependent behavior at the vocal tract walls. In the

affect vowel identi cation.

With the previous explanations in mind, the mean absolute
errors for the higher formants F2-F5 using the proposed
model, for vowels /a/, /el lll U and (@ are 5.3%, 3.5%,
5.0%, 8.1% and 3.6% respectively. This may be compared
to the equivalent results for the 2DD-DWM model (7.6%,

The percentage errors of the rst ve formants relativel0.5%, 19.7%, 17.2% and 5.4%) and the 3DS-DWM model
to corresponding recorded speech are presented for efth2%, 14.5%, 13.5%, 16.8% and 15.7%). It is important
simulation method in Table I, and the calculated vocal tratd note that formants above F3 contribute to the perception

transfer functions (VTTFs) are presented in Fig. 7.

of naturalness [37], suggesting that the proposed method

It is apparent from Table | that simulation accuracy variesffers the most natural-sounding output in terms of formant
between vowels for all simulation methods. In particulatpcations. Indeed, apart from the vow€¥ hoted previously,
simulation of the vowel @ results in large errors for everythere is only one occasion where formant frequencies above
method, suggesting that the subject may not have beéh have greater than 10% error in the proposed mod#| (/
consistent in their articulation between the MRI scan arfeéB). The comparison simulations show consistently larger
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errors in these higher formants and the 2DD-DWM method in The 3DS-DWM simulation features spectral dips for the
particular shows errors of greater than 50% for F2 for sonsame reasons, but they are generally lower in frequency
vowels, which may affect intelligibility. The improvement ofand shallower in depth than those seen for the 3DD-DWM
the 3DD-DWM simulation over the 2DD-DWM simulation isVTTFs. For example, for @ the dips corresponding to
expected, as the 2DD-DWM makes a number of simplifyinthe left and right piriform fossae occur at 3.1 kHz and
assumptions such as considering the vocal tract to be4d kHz respectively. These differences appear to be a result
straight, axisymmetric tube. Additionally, it has been showof the boundary implementation ony in the 3DS-DWM
in [39] and [40] that a number of tuning steps are requiresimulation, whereas in the 3DD-DWM model, a waveguide
to produce accurate formation locations and bandwidtidth the admittance of tissue spans this interface, effectively
from 2D vocal tract simulations. The improvement of theeducing the size of the vocal tract by up to one waveguide
3DD-DWM model over the 3DS-DWM model appeardength ( 1:52 mm) in each direction. It is difcult to
to be, at least in part, due to the modeling of the vocdetermine which of the simulated VTTFs is the most correct,
tract walls as having some depth through which sound cafthough the 3DD-DWM simulation produces piriform fossae
propagate, as in the real vocal tract. It has been shown tdiis closer to the expected range of 4-5 kHz [43]. This
the “staircase” boundary approximation inherent in Cartesiaffective reduction in cavity size between the 3DS-DWM and
meshes introduces signi cant errors in acoustic simulatioD-DWM simulations may also contribute to differences in
[41]. This is most relevant to the 3DS-DWM simulatiorformant locations between the two simulation methods.
where the boundary is applied at the edge of the vocal tract Audition of the accompanying audio les (see Section VI)
so interpolation of non-Cartesian boundary locations supermits further insight into the simulation accuracy. In
as the immersed boundary method [42] or nite-volum@eneral, the 2DD-DWM simulations sound intelligible but
boundary layers [41] may improve formant accuracy in thisuzzy, and as might be predicted from the large errors in F2,
case. the simulatedl/ sounds more likeW, and @ sounds more
The simulated VTTFs, illustrated in Fig. 7, providdike /2/. The 3DS-DWM and 3DD-DWM simulations present
more detail about the three simulation methods. It & de nite improvement over 2DD-DWM, although neither
immediately apparent that, in addition to the differencanight be considered as sounding natural. Each of the 3D
in formant frequencies described in Table I, the relativ@mulations has a different character, making it dif cult to
formant magnitudes, and often the formant bandwidths, diffeompare the two methods in terms of simulation accuracy,
with simulation method. Relative formant magnitudes ateut both present intelligible vowel sounds.
important in the perception of naturalness [27], but without It is important to note that the results presented in this
a VTTF of the real vocal tract for comparison—plannedection may be speci c to the MRI subject used, and further
for the next stage of this research—the accuracy of formastudies must consider additional participants, with a range of
magnitudes are dif cult to assess. ages and sexes, before general conclusions can be made.
One clear feature of the 3DD-DWM VTTFs (see Fig. 5 and
6) are large spectral dips, occurring at different frequencies
depending on the vowel. Similar spectral dips—occurring at V. DIPHTHONG SYNTHESIS
different frequencies and with different depths—are visible

in Fhlgd 7Bin the VTT.FS ge:wer_ated fusihng the |3DS'DW. apable of moving between vocal tract shapes and hence simu-
method. By systematic occlusion of the vocal tract S'qgting dynamic speech. In this section, results of a comparison

bran'cc;jhes', izdividl;]ally anqbin_comtf)inﬁtior?,.fthe s;:)ectral di‘gﬁetween the dynamic 2D model, dynamic 3D model, and
are identi ed as the contribution of the piriform fossae ang, . -aq diphthongs are presented.

epiglottic valleculae. Although [19] found the acoustic effects
of the epiglottic valleculae to be small, for this subject
they are found to contribute signi cantly to the VTTF, bothA- Procedure
individually and in combination with the piriform fossae. As The procedure for the diphthong simulations is similar to
the dips are associated with vocal tract side branches, whtblat of the monophthongs in Section IV-A, but the 3DS-
are not modeled in the 2DD-DWM simulation, they are ndDWM model is excluded from the comparison as it is not
present in the VTTFs for the 2D simulation method. capable of producing dynamic sounds. In both the 2DD-DWM
Using the vowel @ which has a range of spectral dipsand 3DD-DWM simulations, admittance maps are generated
visible in the VTTF, as an example, the contribution ofepresenting the start and end points of the diphthongs—for
the different side branches to the 3DD-DWM VTTF camxample, /a/ and//for the diphthong /#—and the admittance
be seen. Spectral dips occurring at 3.8 kHz and 4.8 khzap used in the simulation is interpolated between the two
are due to the left and right piriform fossae respectivelgver the duration of the simulation, following a half-wave
indicating a difference in their size. The epiglottic valleculasinusoid trajectory (the shape of a sine wave fron¥ 2 to
are responsible for the spectral dips at 6.5 kHz and 9 kHz 2). This trajectory has been found to be more suitable for
Finally, it is the piriform fossae and epiglottic valleculaggeneral diphthong synthesis than a linear interpolation between
interacting with one another that produces the large spectaalmittance maps, but it is acknowledged that using the same
minimum at 5.2 kHz; none of the side branches account foajectory for every transition may affect the perceived natu-
this dip on their own. ralness of the synthetic diphthongs.

Dynamic models have a further advantage in that they are
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Fig. 8. Spectrograms for diphthon@l! (a) 2DD-DWM simulation, (b) 3DD- Fig. 9. Spectrograms for diphthondJfa(a) 2DD-DWM simulation, (b) 3DD-
DWM simulation, and (c) recording. DWM simulation, and (c) recording.

As the simulations in this comparison are dynamic, a source
signal is injected directly into the simulation domain at theith coef cients [1 -0.97], has been applied to the recorded
source position detailed in Section 1lI-D. An electrolaryngoand synthesized speech data to more clearly illustrate the
graph (Lx) signal is used for this purpose, which is a measunigh frequency components.
of vocal fold conductivity, and is inverted to provide a signal It may be seen that although the 2DD-DWM simulations
approximating the real glottal ow during an utterance [44]reproduce the lower formants with relative accuracy—apart
The Lx data was recorded simultaneously with the benchmdrkm /I/ which was noted in the previous section to have
audio recordings, and is used as the simulation input to provige arti cially low F2 value—above approximately 4 kHz
the correct pitch contour and amplitude envelope associagdflitional spurious, closely-spaced formants are introduced
with the recorded audio. The use of the recorded Lx sourdee to simplication of the vocal tract geometry in the
facilitates direct comparison between the simulations and tAB simulation. This is consistent with the ndings of the
recordings. previous section. The dynamic 3D simulation more closely
reproduces the number and frequencies of higher formants in
the recorded data, due largely to the improved geometrical
accuracy of detailed 3D simulations such as the inclusion of

The spectrograms of the syntheized and recordsitle branches.
diphthongs ©Of and /dJ can be seen in Fig. 8 and Fig. 9 The results in Fig. 8 and Fig. 9 illustrate one of the
respectively. Spectrograms for all diphthongs under study arain limitations of the dynamic 3D system in its current
presented in the additional data described in Section VI. Aerm. Both gures show how the output of the dynamic 3D
is common for speech research, a pre-emphasis FIR Itasimulation contains notably more high frequency energy than

B. Results and Discussion
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recorded speech data. This is consistent with the ndings TABLE |I

from [21]. This energy originates from the source Lx SignaﬁLGORITHM COMPLEXITY OF DYNAMIC 3D DWM SIMULATION IN TERMS
. . OF ADDITION, MULTIPLICATION AND DIVISION OPERATIONS

which approximates the real vocal source but does not exactly

reproduce it. The model currently contains no mechanism

to reproduce the frequency-dependent damping within the

vocal tract, which causes the reduction in high frequency

For mesh sizk L M, fortimen=1;2;:::

+

energy visible in the spectrograms of recorded speech. Thﬂi igﬂ&?;:tjnﬁgf;ntg:&ms - 1OKI1_M KM KLM
occurs due to viscous and thermal losses and other absorptignacyjate node outpups,, 6KLM _ _
phenomena, and may be approximated by the addition of g updatep’, values ' - - -
Iter to the model. It should be noted, however, that similar 5. extract output sample - - -
high frequency energy is present in diphthongs simulated- update admittance maps 6KLM - -
using the FEM method [17], indicating that the 3DD-DWM Total 22KLM +1 7KLM  KLM

method produces comparable results.
Another issue that must be addressed in the dynamic
3D model is the matter of phoneme-specic transitionsassumption of a homogeneous mesh eliminates divisions from
As F2 in Fig. 8(a) illustrates, simulated formant transitionstep 2 and removes step 6 entirely, resulting in an overall
may not follow the same half-wavelength sinusoid shapequirement oBKLM + 1 additions and’/KLM multiplica-
used in the simulation. Furthermore, every articulation dions per time step. In addition, the static model is a stationary
a given diphthong will be different, even when uttered bgystem, and as such its impulse response is sufcient to
the same speaker. It is also clear from the formant tracgsscribe its behavior: once this has been calculated, it may
in Fig. 9(c) that articulations may be held xed before antbe convolved with any source. The dynamic model, however,
after a transition occurs. Clearly, a simple model such aannot be completely de ned in this way, and as such the
a sinusoidal interpolation is insuf cient for controlling thesimulation must be performed over the duration of every input,
vocal tract model. Much work has been done on the subjeesulting in much higher computation times overall. A serial
of phoneme transitions in the context of transmission-liMdATLAB implementation of the system requires processing
articulatory models (see, for example, [10] and referencémes on the order of 13 hours to generate a second of output
therein). The process of translating the control parametessund, which is still signi cantly faster than the 70-80 hours
of a highly simplied 1D vocal tract model into parametergequired to generate 20 ms of output using the FEM method
suitable for control of a detailed 3D geometry presentsia [18]. This speed can be further improved using parallel ar-
signi cant engineering challenge, but one which is essentiehitectures and/or faster programming languages: for example,
to the generation of a suitable control system for the proposadarallel MATLAB implementation using an NVIDIA 1070
model. GPU reduces the processing time to approximately 3 hours
Audio data is also available for the dynamic simulationger second of output. While the 2D dynamic model of [13] is
presented in this section. Upon audition, the 3DD-DWNMapable of running in real time, this is only possible due to the
simulations—while still subject to the high-frequencyhighly simpli ed geometry and low sampling rate used in the
noise and transition limitations described above—sourstudy. In the case of the dynamic 3D model, the complexity
signi cantly more natural than the 2DD-DWM simulations.is necessary in order to obtain both dynamic movement and
Additionally, the phonemic content of the utterance is moiienproved naturalness in the output.
clearly identi able in 3D simulations. Both of these effects
may be attributed to the considerably improved geometry VI. DATA
of the 3D model over the 2D model. By reprqducmg vocal The data used in this study has been made available at [45].
tract geometry more accurately, corresponding resonance . . :
S ; ey consist of WAV-format audio les of recordings, all
and hence formant behavior is reproduced, leading to better : .
simulations, and Lx input les used for all monophthongs

vowel identi cation. The results are also consistent with thgnd diphthongs presented. In addition, full audio bandwidth

audio output of the FEM diphthong model [17]. Although the pres for all monophthongs and diphthongs are presented,

various limitations described throughout this paper mean tha Sng with the MATLAB code used for their generation,

the 3DD'D.WM model does not yet reproduc_e co_mpletelgnd the 3D segmentation data for the 6 vocal tract shapes used.
natural voice sounds, the results presented in this section

indicate a signicant increase in accuracy compared to
previously available DWM models.
VIl. CONCLUSION

This paper has introduced a method for the synthesis
of dynamic speech sounds using a detailed 3D DWM
model of the vocal tract based on MRI scan data and

The complexity of the proposed algorithm is presented incorporating admittance mapping. Results based on static
Table 1. The primary computational expense is the larg®owel sounds indicate improved accuracy over existing 3D
number of divisions required. The static 3D model explorddWM models [21], and by interpolation between static
in Section IV requires signi cantly fewer operations, as thgowel articulations the proposed dynamic 3D model obtains

C. Implementation
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a signicant increase in accuracy over existing 2D DWM13] J. Mullen, D. M. Howard, and D. T. Murphy, “Real-time dynamic
models [13] for diphthong synthesis.

Future work will compare simulated vocal tract transfe[l'14]
functions to those measured from human subjects, in order to

determine the frequency-dependent absorption characteristics

of the vocal tract airway, and the in uence of different tissu
types within the vocal tract walls. A complete set of listening
tests is also planned in order to determine the perceptual

naturalness of the model, which is the ultimate measure

its success in synthesizing speech.

This work represents an important step towards the
generation of a fully-functional articulatory model of thd17]
vocal tract which, in the future, may be able to operate in
real time and produce natural sounding synthetic speech for
implementation across society, in applications beyond tH¢!
uses of current synthesis systems.
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