**How osmolytes counteract pressure denaturation on a molecular scale**
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**Abstract**

Life in the deep sea exposes enzymes to high hydrostatic pressure which decreases their stability. For survival, deep sea organisms tend to accumulate various osmolytes, most notably trimethylamine N-oxide (TMAO) used by fish, to counteract pressure denaturation. Yet, exactly how they work still remains unclear. Here, we use a rigorous statistical thermodynamics approach to clarify the mechanism of osmoprotection. We show that the weak, non-specific, and dynamic interactions of water and osmolytes with proteins can be characterized only statistically, and that the competition between protein-osmolyte and protein-water interactions is crucial in determining conformational stability. Osmoprotection is driven by a stronger exclusion of osmolytes from the denatured protein than from the native conformation, and the water distribution has no significant effect on these changes for low osmolyte concentrations.

**1. Introduction**

Life in the deep sea is subject to high pressures up to ca.120 MPa. Some fish have been found to live as deep as 8000 meters below sea level, facing up to ca. 80 MPa pressures.[1–4] Proteins are responsible for most tasks required for life, but are designed to be only marginally stable.[5] Unfortunately, the volume of the denatured state of most proteins is typically smaller than that of the native state.[6–9] Consequently, high pressure poses a challenge to their structural stability necessary for normal function as many proteins are susceptible to pressure denaturation.[10–17] How then does life protect the structural stability of proteins in deep sea environments?

Deep sea organisms have been reported to contain various organic molecules, mainly amino acids or sugar derivatives, accumulated in their cells to as much as 0.5 molar concentrations. These molecules are commonly referred to as osmolytes, and are considered to be responsible for keeping the folded (active) state of proteins stable.[18–20] One of the osmolytes used by fish is trimethylamine N-oxide (TMAO), whose cellular concentration reportedly increases with sea depth, further highlighting their crucial role for survival in high pressure environments.[21]

Mounting evidence suggests that osmolytes do indeed increase the stability of native protein structures.[22–26] The native structure is generally more compact with a significantly smaller surface area than the denatured state, as obtained by thermal and cosolvent-induced denaturation.[27,28] Hence the preferential exclusion of osmolytes (including TMAO), as has been demonstrated by experiment, provides added stability to the compact native state due to the inherently lower excluded volume.[24] To identify which atomic groups in proteins are particularly responsible for the stabilization and preferential osmolyte exclusion, many solubility measurements of amino acid analogues have been undertaken.[29–36] However, the vast majority of such studies have focused on stabilization against urea and thermal denaturation; very few studies deal explicitly with how pressure denaturation is counteracted by osmolytes, where the denatured state occupies a smaller volume than the native state.[37–40]

Although measurements of protein denaturation under high pressure (in the absence of osmolytes) have revealed useful insights into protein folding and stability in general, pressure has been used far less frequently than heat as a means to probe protein denaturation.[10–17] An even smaller subset of studies have investigated the role of osmolytes on pressure denaturation.[37–41] They have nevertheless made it possible to quantify the osmoprotection capacity of osmolytes on proteins via the observed increase in pressure required for denaturation upon the addition of different osmolytes.

However, understanding why osmolytes can increase the denaturation pressure on a molecular scale still remains unanswered. To answer this question, we show in this study:

1. how to quantitatively characterize the protein-water and protein-osmolyte interactions using data from high pressure experiments.
2. how the competition between these two types of interactions can explain the osmoprotection capacity of a osmolyte.

This is achieved by employing a first principles of statistical thermodynamics approach, which is responsible for bridging the microscopic and the macroscopic worlds, to establish a link between the experimental thermodynamic data and the molecular distributions present at the atomic level.[42–51]

**2. Molecular thermodynamics clarifies how osmolytes protect enzymes from denaturation**

**2.1. Thermodynamics and osmoprotection capacity**

Let us consider a protein molecule (denoted as for biomolecule) in a solution mixture consisting of water () and osmolyte (denoted as for a general cosolvent) at a temperature which is kept constant throughout. The protein can adopt either the native () or denatured () state, whose respective molar concentrations are and . The equilibrium constant is defined for the denaturation process , and is dependent on the pressure and osmolyte concentration, . The denaturation pressure is defined as the pressure required to reach the transition midpoint, , for the pressure denaturation equilibrium, i.e. when . Our goal, formulated thermodynamically, is to understand the mechanism upon which osmolytes reduce and thereby increase .

How effectively an osmolyte protects a protein from denaturation can be quantified by the increase in the required denaturation pressure in the presence of the osmolyte. More precisely, the increase of per osmolyte’s molar concentration yields a quantitative measure for osmoprotection. Hence, we term the *osmoprotection capacity* of the osmolyte, and will explore its relationship to , the underlying thermodynamics, and then subsequently to the molecular mechanism.

We start from the following first order Taylor expansion of at constant temperature to give,

 (1)

valid for small changes and where the derivatives are taken at a reference pressure and osmolyte concentration ( refers to the molality of the osmolyte). We now consider the change in denaturation pressure observed on introduction of an osmolyte to the system. If we follow this thermodynamic path, then when and . Therefore, Eq. (1) can be written

 (2)

Consequently, the osmoprotection capacity has thus been directly linked to changes in the denaturation equilibrium. This relationship, derived in the same manner as the Clausius-Clapeyron equation, is exact for low osmolyte concentrations and for linear variations of the denaturation pressure with osmolyte concentration. Cosolvents can give rise to a positive, negative, or zero osmoprotection value depending on whether they act as osmolytes, denaturants, or have no effect, respectively.

**2.2. Osmoprotection capacity on a molecular scale**

Now we interpret the osmoprotection capacity on a molecular basis. This can be achieved directly from the first principles of statistical thermodynamics using Kirkwood-Buff (KB) theory,[52,53] a subset of Fluctuation Solution Theory (FST),[54] without any need for models or assumptions.[42–48] Recently, this rigorous approach has proven powerful in clarifying the molecular-based mechanism of a number of chemical, biological and industrial processes.[49–51] Indeed, an approach similar to the one presented in this paper has recently been proven successful recently in understanding how osmolytes affect protein thermal denaturation and the melting temperature of food gels.[51,55,56]

 Our goal here is to relate the osmoprotection power to the competition between protein-water and protein-osmolyte interactions. By “interaction”, we do not mean a specific (stoichiometric) interaction that can be expressed in terms of a chemical equation. Unfortunately, protein-osmolyte and protein-water interactions are weak and non-specific in nature, as well as being long-ranged.[42,49] Such interactions are beyond the grasp of chemical equations or models employing a description of possible solvent binding sites on a protein (see later discussion).[57–61] Consequently, it is the spatial *distribution* of solvent molecules around the protein in each conformational state that must be considered.

Let us examine the water and osmolyte molecules around each conformational state of a protein, as shown in Figure 1 for the native state. Water and osmolyte molecules are constantly moving, yet their time-averaged distribution around the protein is the only concern for understanding the corresponding thermodynamics. The radial distribution function (RDF) , as a function of protein-solvent distance, is the signature quantity representing the net result of all the protein-osmolyte and protein-water interactions (Figure 2) that captures the weak, dynamic, and non-stoichiometric nature of these interactions.[42–48] The RDF quantifies the distribution of solvent molecules around a protein conformation as a function of distance from the protein solute. Regions where the RDF is significantly greater than unity, i.e. the bulk (random) distribution value, indicate a region of attraction between the protein and the solvent molecules, whereas regions where the RDF is significantly lower than unity indicate regions of repulsion or exclusion of solvent from the protein.[42–48]

Whether a solvent species (=water or cosolvent/osmolyte) is net attracted or excluded from a particular conformational state of a protein can be quantified by the integrals over the RDFs between the protein and species *i* as defined by

 ( or , or ) (3)

which expresses the overall (integrated) deviation of the RDF from its (random) value of unity.[42–48] These are known as Kirkwood-Buff integrals. The distribution of water and osmolyte molecules around the protein varies with distance due to a multitude of interactions and the role of packing effects. As shown in Figure 3, any increase in the distribution of species , above the random distribution value of unity, leads to values of that contribute positively to the KB integral; whereas any decrease in the distribution leads to regions for which is smaller than unity and thereby contributes negatively to the KB integral. Formally, the integration is performed to infinity. However, in reality the RDF tends to unity after a few solvation shells (1 nm or so) and the integral can then be truncated without significant loss of accuracy.[62–65] A more physical description is provided later.

The KB integrals therefore provide a measure of overall net protein-solvent and protein-osmolyte affinity and can be linked to the thermodynamics of denaturation through a knowledge of the changes in the KB integrals that accompany denaturation. This means that the key to understanding osmoprotection is to focus on the difference in the osmolyte and solvent distributions around the protein between the denatured and the native state (see Figure 4). To achieve this goal, we use our previous results.[42–48]

 (4)

 (5)

where is the change in the protein partial molar volume upon denaturation at the denaturation pressure for pure water, and and are the change in the protein-osmolyte and protein-water KB integrals that accompany denaturation at the denaturation pressure for pure water. Here, as indicated by the superscript , we focus on the infinitely dilute osmolyte range for two reasons. First, physiological osmolyte concentrations are normally fairly low, 0.04 to 0.26 molal TMAO in teleost fishes, for example.[3,4] Second, we have shown previously that the use of the limit yields a simpler and clearer understanding of the molecular picture without the loss of accuracy.[45,51,55] Using Eq. (4) and (5), we obtain the simple expression

 (6)

which is exact in the limit of low osmolyte (and protein) concentrations. Hence, the osmoprotection capacity has thus been shown to have a rigorous molecular-based interpretation in terms of the KB integrals characterizing the protein-water and protein-osmolyte interactions.

 The above result has the advantage that it is based on a rigorous thermodynamic and statistical mechanics approach, the treatment of weak binding osmolytes is easy to handle, and one can make a direct link to experimental data. The main disadvantages lie in the fact one requires knowledge of the corresponding KB integrals, and the corresponding interpretation may be more complicated as the statistical nature of the distributions can be difficult to rationalize.[42–48] However, we show below that many of these difficulties can be overcome by using available experimental data.

**3. Molecular-level protection mechanism can be revealed directly from experimental data**

Here we show that the molecular basis of osmoprotection capacity against pressure denaturation (i.e., l.h.s. of Eqs. (6)), namely the competition between the non-specific protein-osmolyte and protein-water interactions (r.h.s.), can be understood quantitatively by the analysis of experimental data.

 Direct measurement of the osmoprotection capacity is still rare in the literature. This can be directly attributed to the relative technical difficulty of high-pressure experiments compared to their high temperature analogues.[37,39–41] However, Winter and coworkers[37,41] have reported experimental data (summarized in Table 1) that can be used directly to calculate the necessary input for the theory resulting in Eq. (2) and (4)-(6). These include the osmoprotection capacity *OC* for several osmolytes and denaturants, as well as the volume change which accompanies pressure denaturation.[37,41]

 First of all, we note that , which indicates the volume of the protein decreases on denaturation. This is consistent with Le Chatlier’s principle, and also with the well-established picture that pressure-denatured states are more hydrated than the native state.[37,41] Hence the sign of is positive. Consequently, the direction of the osmoprotection effect is given by the sign of the numerator on the r.h.s. of Eq. (6).

 The change in the KB integrals that accompany denaturation can be calculated directly using the data of Winter and coworkers.[37,41] The results obtained using Eqs. (4)-(6) are summarized in Table 1. Table 1 clearly shows that the osmoprotection capacity can be attributed to

1. a positive ; the denatured state hydration is larger than the native state as discussed above.
2. a large negative ; considering that , this signifies that the osmolytes are more excluded from the denatured state(s) than from the native state.
3. ; the difference in protein-osmolyte interaction (repulsion) between the denatured and native states is much larger that of protein-water, and the water distribution is independent of the osmolyte due to the low osmolyte concentration limit.

Such scenarios are summarized schematically in Figure 5.

The conditions 2 and 3 above also have been identified previously in osmoprotection against thermal denaturation.[50,51,56] However, in the case of thermal denaturation the volume change can either be positive or negative, as determined by the competition between protein structure expansion (positive contribution) and increased hydration (negative contribution) upon denaturation. Hence the sign of can either be positive or negative. Note that Le Chatlier’s principle for heat denaturation determines the sign of the denaturation enthalpy but not the denaturation volume. In pressure denaturation, however, it is the sign of that is set by Le Chatlier’s principle, which is entirely different from heat denaturation, giving rise to condition 1 which is specific to the pressure denaturation.

Table 1 also demonstrates the outstanding effectiveness of TMAO in comparison to other osmolytes. The theory presented here is also valid for denaturants (chaotropes). However, chaotropes decrease the denaturation pressure, as in indicated by the results for urea and CaCl2 in Table 1. This decrease is directly related to an increased affinity of urea and CaCl2 for the protein upon denaturation, presumably due to increased specific (direct) interactions with the denatured state, giving rise to a positive numerator in Eq. (1). Note that the KB integrals for salts have been calculated per ion, namely for the average constituent ion, following the standard procedure for ionic solutions.[45,66]

In summary, since the weak, non-specific interactions between protein and solvent molecules are statistical in nature, capturing the mechanism of osmoprotection requires a more statistical approach, using radial distribution functions, to describe the liquid solution structure. The net statistical exclusion of osmolytes from biomolecular surfaces, more so from the denatured state than from the native state, is the mechanism of osmoprotection against pressure denaturation.

**4. Fluctuation Solution Theory versus thermodynamic models**

We have demonstrated that the competition between weak, non-specific protein-osmolyte and protein-water interactions can be captured by FST via KB integrals directly from experimental data without any model assumptions whatsoever. Classical thermodynamic models, on the other hand, have provided a powerful approach towards the elucidation of the osmolyte effects on biomolecular folding and stability.[57–60] Here we clarify that thermodynamic models involve more assumption on the nature of protein-solvent interaction and are less clear in terms of the relationship between thermodynamic variables and independently-obtainable interactions.

**Cosolvent binding models** assume binding sites on a protein that can bind cosolvents. In practical applications, all sites are assumed to be the same, i.e. the same binding constant for the osmolyte (cosolvent) at each site is used.[57,58] This model, which is essentially the application of Hill model to account for the cosolvent role on proteins, gives

 (7)

where and respectively represent the molality and chemical potential of the species . The input of this model is the dependence of . The output of the model are and , which are determined by plotting against , because we have

 (8)

in which the gradient and the intercept provide the two independent quantities required for the determination of and .[61] For strongly excluded osmolytes, must become negative to account for the cosolvent-induced destabilization (). Clearly, this contradicts the definition of the binding constant. Moreover, since this model only considers the binding of cosolvents, protein hydration effects are not included. Finally, it is difficult to incorporate the effects of pressure into the binding model.

**Solvent exchange model** was introduced to resolve the paradox of the negative binding constant by allowing for an exchange equilibrium between water and cosolvent at the binding sites. This exchange can be characterized by an equilibrium constant, , where and are the mean binding constants of water and cosolvent at the binding sites, respectively.[60] Even though this model successfully resolved the paradox of negative binding constant through solvent exchange, this model completely ignores the major contribution from the excluded volume effect, which should be incorporated into analysis in an ad-hoc manner.[67–70] Furthermore, it is not easy to incorporate pressure effects into such a model.

**FST**, in contrast, provides a clear guideline for the independent determination of protein-osmolyte and protein-water interactions. The interactions have been characterized by KB integrals. Determining the two interactions requires the modulation of protein solvation free energy via two independent thermodynamic parameters, whose independence is guaranteed by the Gibbs phase rule.[50,71,72] The KB integrals quantify the distribution of osmolyte and water around the protein. Hence, there are no binding sites in this approach, although any strong binding is naturally incorporated into the integrals. Using the fluctuation formulas for the these integrals one can provide an alternative interpretation of the quantities of interest here.[54,73] The difference in KBIs defining the osmoprotection capacity can then be written

 (9)

where is the average number of cosolvent molecules in a fixed local volume around the denatured protein, compared to the average number in the same fixed local volume around the native form, . The “local volume” includes all bound and perturbed cosolvents out to a distance where the unperturbed bulk cosolvent distribution is realized. A similar expression can be written for . We believe that this provides a rigorous simple picture of the effects of osmolytes on the denaturation equilibrium.

**5. Conclusion**

Deep sea organisms accumulate various osmolytes to counteract high hydrostatic pressures that would otherwise destabilize the proteins responsible for necessary cellular functions.[1–4] In particular, the well-known osmolyte, trimethylamine N-oxide (TMAO), is used by deep sea fish in increasing concentration with depth.[3,4] The aim of this paper was to understand, at a molecular level, the general mechanism by which osmolytes (including TMAO) stabilize proteins under high pressure conditions.

 Denaturation pressure increases with osmolyte concentration have been measured already,[37,41] but exactly how such data should be interpreted on a molecular scale has remained unclear. This study has attempted to fill the gap between experimental observations and molecular interactions using a rigorous statistical thermodynamics approach.[42–51] The theory attributes the origin of osmolytes’ varying osmoprotection capacity to the competition between protein-osmolyte and protein-water interactions. Analysis of the experimental data using the theory indicates the following molecular-scale scenario for strong osmoprotection (see Figure 5):

1. the osmolyte is more strongly excluded from the denatured state than the native state;
2. the difference in osmolyte exclusion between the denatured and the native states are much larger than the change in hydration;
3. the denatured state is more hydrated than the native state.

TMAO represents the best osmoprotectant studied here and this indicates it is the most excluded from protein surfaces. Exactly why TMAO remains solvated rather than interacting directly with the protein surface has yet to be fully understood. Clearly, strongly solvated molecules will prefer to retain their solvation shells rather than desolvate to interact with specific groups on the protein, i.e. they will be excluded from the protein surface. Nevertheless, rationalizing the relative strengths of different osmolytes, all of which are generally excluded from the protein surface, is more difficult and will probably require computer simulation studies to provide the necessary detail. However, the theory presented here allows one to quantify this effect and provides a direct link between the molecular distributions and the corresponding thermodynamics.

The protein-water and protein-osmolyte interactions in solution give rise to a general “solvation” of the protein that is beyond the reach of traditional chemistry models - such as chemical equations and solvent binding site stoichiometry - despite decades of seminal attempts. Instead, this solvation results from weak, non-specific and long-ranged interactions, whose dynamic nature can only be characterized statistically, through the *average* spatial distribution of solvents.[42–51] Deep sea organisms have long been exploiting such weak interactions whose subtlety has eluded the theory of biomolecular solutions. Only recently have the required distributions been quantified using KB integrals, thereby providing the necessary insights into osmolyte and chaotrope behavior.
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**Figures and a Table**

****

**Figure 1.** Schematic approach to capturing weak and nonspecific interactions. The difference in concentration of water (blue) and osmolyte (orange) molecules between the “local” and “bulk” regions provides the key to describe the solvent effect in a statistical manner.

****

**Figure 2.** Schematic representation of the radial distribution functions (RDF) for water () and osmolyte () molecules around a conformational state of a protein. RDFs represent the local density of water and osmolyte in comparison to the bulk value corresponding to unity.

****

**Figure 3.** Protein-water and protein-osmolyte Kirkwood-Buff (KB) integrals, defined as for and for each conformation. Positive (green) and negative (red) contributions to the KB integral come from the range of where and , respectively.

****

**Figure 4.** Understanding the osmolyte effect on protein stability requires the consideration of local-bulk concentration differences for the water (blue) and osmolyte (orange) molecules around both the denatured and the native states of a protein (black).



**Figure 5.** Mechanism of osmoprotection against pressure denaturation. (i) The pressure-denatured state is more hydrated (water=blue) than the native. (ii) Osmolytes (orange) are more excluded from the denatured state than from the native. (iii) The effect of (ii) is much larger than (i).

**Table 1**

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| osmolyte |   |   |   |   |
|  | cm3 mol-1 | kbar M-1 | cm3 mol-1 | cm3 mol-1 |
| TMAO | -66 | 3 | 66 | -7930 |
| Glycerol | -66 | 1.7 | 66 | -4520 |
| Sorbitol | -66 | 2 | 66 | -5330 |
| Sucrose | -66 | 2.3 | 66 | -6140 |
| K2SO4 | -66 | 4.1 | 66 | -3670a |
| Urea | -66 | -2.8 | 66 | 7620 |
| CaCl2 | -66 | -1 | 66 | 920a |

**Table 1.** Pressure denaturation of Snase A in the presence of various osmolytes and chaotropes. Experimental data have been taken from Herberhold and Winter (2002) and Krywka et al. (2008). The temperature was fixed at 25 oC, except for TMAO (21 oC). aPer ion. The volume decrease on denaturation corresponds to approximately four water molecules. Glycerol did not display linear behavior even at low concentrations and so this result should be considered approximate.