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Abstract

In this paper, nonlinear reconstructions of the space-dependent potential and/or damping
coefficients in the wave equation from Cauchy data boundary measurements of the deflection
and the flux tension are investigated. This is a very interesting and challenging nonlinear in-
verse coefficient problem with important applications in wave propagation phenomena. The
uniqueness and stability results that are revised and in some cases proved demonstrate an
advancement in understanding the stability of the inverse coefficient problems. However, in
practice, the inverse coefficient identification problems under investigation are still ill-posed
since small random errors in the input data cause large errors in the output solution. In
order to stabilise the solution we employ the nonlinear Tikhonov regularization method. Nu-
merical reconstructions performed for the first time are presented and discussed to illustrate
the accuracy and stability of the numerical solutions under finite difference mesh refinement
and noise in the measured data.

Keywords: Inverse problem; Coefficient identification problem; Carleman estimates;
Wave equation; Nonlinear optimization.

1 Introduction

Many practical applications related to wind, wave, seismic or noise excitations require re-
constructing the applied loadings/forces/sources from the knowledge of output responses.
For example, in Huang (2001), time-dependent external forces in a nonlinear damped vibra-
tion system were retrieved from the knowledge of the displacement and velocity at different
times. Another application of interest concerns distinguishing between various types of seis-
mic events, e.g., explosion, implosion or earthquake, which generate waves that propagate
through the ground and can be recorded using seismometers. In Sjogreen and Petersson
(2014), a seismic source modelled as a point moment tensor in the elastic wave equation was
estimated from time-dependent wave form measurements. A final related application that is
mentioned concerns inverse problems in ocean acoustics, in which the point forces/sources
of the ocean seafloor are determined from acoustic pressure measurements on an array of
hydrophones, see Collins and Kuperman (1994).

The above practical applications can be viewed in an unified mathematical way as inverse
force problems for the hyperbolic wave equation

wy — Lu = F(x,t,u,u, Vu),

where the operator £ = V2 is the Laplacian for homogeneous media, and £ = ¢(z)V? or
L =V - (u(z)V) for inhomogeneous media with positive physical properties c¢(x) or u(x),



see Chow and Zou (2014), and wu(z,t) and F(z,t,u,u;, Vu) are unknown displacement and
forcing term that need to be identified from prescribed initial and Cauchy, i.e. both Dirichlet
and Neumann, boundary data.

The linear case when the force F'(z) depends only on the space variable = was investigated
in some detail both theoretically in Cannon and Dunninger (1970), Klibanov (1992), Engl et
al. (1994), Yamamoto (1995), and recently, numerically in Hussein and Lesnic (2014, 2016).
Also, the purely nonlinear case when the force F'(u) depends only on the displacement u, was
investigated in Cannon and DuChateau (1983). More recently, inverse coefficient identifica-
tion problems in which the force expresses as F'(x, u, u;, Vu) = Qo(x)u+ Q1 (x)u+Q2(z)-Vu,
with unknown space-dependent coefficients Qg (), Q1(x) and/or Qa(x), have been the point
of interest of some theoretical studies, see Liu and Triggiani (2011, 2013) and Badouin et al.
(2013). In these studies, the powerful technique of Carleman estimates was employed, see
Bukhgeim and Klibanov (1981), Beilina and Klibanov (2012), Klibanov (1992, 2013), and
Bellassoued and Yamamoto (2017). It is the pupose of this paper to make new mathemati-
cal and numerical contribution along the lines of these nonlinear space-dependent coefficient
identification problems for the wave equation.

The plan of the paper is as follows. In Section 2, we give the general setup of the inverse
coefficient identification problems (ICIPs) under investigation with particular analysis per-
formed in Section 3. The uniqueness and conditional Lipschitz-type stability of recovering
the potential coefficient Qo(x) is known to hold in certain regular spaces of functions under
the assumption of a non-zero initial displacement, as reviewed in Section 3.1, but similar
results for recovering the damping coefficient );(x) are not so well-documented. Therefore,
subsection 3.2 is devoted to proving these new uniqueness and conditional Lipschitz-type
stability results given by Theorem 4 concerning the recovery of the space-dependent damp-
ing coefficient. The proof is based on Carleman estimates for the wave equation with forcing
terms and approprite extensions of solutions and coefficients to the negative time interval.
The analysis requires non-zero initial velocity being prescribed, which may be a practical
limitation but this condition is essential for the applicability of the method of Carleman
estimates because we must choose/control an initial velocity whose sign is the same every-
where in the closure of the space domain. However, if we change many times the initial
displacement or velocity so as the union of their supports covers the closure of the space
domain, then the set of all corresponding observation data can yield the same uniqueness
and stability results of Theorems 1-4.

After theoretical analysis, Sections 4 and 5 describe the numerical methods used for solv-
ing the direct and inverse problems based on the finite difference discretisation and nonlinear
contrained minimization using the MATLAB toolbox routine [sgnonlin. Section 6 presents
and discusses numerical results for the three ICIPs that are investigated. Various features
of the investigation include the case of partial Cauchy data, inversion of data contaminated
with noise and regularization. Finally, Section 7 presents the conclusions of the study and
directions for possible future work.

2 Mathematical formulation

Consider a medium occupying a bounded region ) in R, n = 1,2,3, with a sufficiently
smooth boundary 052, e.g. of class C%2. Throughout this paper, we assume that n = 1,2, 3.
For the case of higher dimensions, n > 3, we can argue similarly but we have to assume
more regularity of solutions, and we do not discuss it here. Define the space-time cylinder



Qr =Q x (0,T), where T' > 0. We wish to find the displacement u(x,t) and the spacewise
dependent coefficients Qo(x) and/or @Q1(x) of the lower-order terms in the hyperbolic wave
equation

uy = Vi + Qo(z)u + Q1(z)u, in Q. (1)

In equation (1), Q) is called the potential coefficient, whilst @)1 is called the damping coeffi-
cient. In principle, we could add the extra term Q9(z) - Vu with known or unknown vector
coefficient Q2(x) to the right-hand side of (1), see Liu and Triggiani (2011, 2013), but this
additional extension will be investigated in a separate work.

The initial conditions are

u(z,0) =p(z), x€Q, (2)

u(z,0) =Y(x), xe€Q, (3)

where ¢(z) and 1 (x) represent the initial displacement and velocity, respectively. On the
boundary we can prescribe Dirichlet, Neumann, Robin or mixed boundary conditions.
Let us consider, Neumann boundary conditions being prescribed, namely,

%(m,t) =q(x,t), (z,t) €02 x(0,T), (4)
where ¢ is a given function.

If the functions @y and @); are given, then equations (1)-(4) form a direct well-posed
problem. However, if some of the functions )y and/or )1 cannot be directly observed they
hence become unknown and then clearly, the above set of equations is not sufficient to
determine uniquely the solution of the so-generated ICIP. In order to compensate for this
non-uniqueness, we consider the additional measurement given by the Dirichlet boundary

data,
uw(z,t) = P(x,t), (x,t) € 0Q x (0,7T), (5)

where P is a prescribed boundary displacement. We can also consider the case when the
boundary displacement Dirichlet data (5) is being prescribed and it is the flux tension Neu-
mann data (4) which is being measured.

Note that the unknowns Qo(x) and Q1(x) are interior quantities depending on the space
variable z € 2 C R", whilst the additional measurement (5) is a boundary quantity depend-
ing on (x,t) € 0Q x (0,7).

2.1 Preliminaries and notations

For the definitions and notations of concepts related to classical spaces of functional analysis,
see Adams (1978) and Lions and Magenes (1972). Also denote by
diam(?) := min max |z — y| (6)
zeQ) ye
the diameter of the bounded domain €2 C R™, n > 1. Let v be the outward unit normal to

the boundary 02 and, for any fixed M > 0, denote the admissible set for the coefficient ()
as

Un = {Q € WH>();

Qi MY L3 = {Q € ¥ [|Q ]y < M} (D)

In the next section, we analyse more closely the uniqueness of solution of the ICIP’s
associated to equations (1)-(5).




3 Mathematical analysis

In this section, the discussion is divided into two subsections 3.1 and 3.2 with respect to the
three inverse problems generated when Qq(x), or Q(x), or Qo(x) and ()1 (z) is/are unknown,
respectively.

3.1 Unknown coefficient Qy(x)

In this section, we find it useful to review the state-of-the art in the case when the potential
Qo(x) is the unknown coefficient, whilst ), (z) is known and, for simplicity, taken to be zero.
In this case, equation (1) simplifies to

uy = Viu+ Qo(x)u in Q. (8)

Before we state the global uniqueness and Lipschitz stability in determining the coef-
ficient Qq(x), it is useful to mention the well-posedness of the associated direct problem,
which can be proved by standard methods, see Lions and Magenes (1972) and Lemma 2.2
of Imanuvilov and Yamamoto (2001a).

Lemma 1.
Assume that ¢ = 0, i.e. the Neumann boundary condition (4) is homogenous,
0
a—u(x,t) =0, (x,1)€dQx(0,T), 9)
v

and that the compatibility conditions

D
e {99 € H*(Q); (7(5

‘ . 0
:O}7 (VNS {Q/)EHZ(Q);‘ :O} (10)
ov o

are satisfied. Assume also that Qo € Upry for some M > 0 is known. Then the direct
problem (2), (3), (8) and (9) is well-posed in the sense that there exists a unique solution

u € C([0, 7] H(92)) N C([0, T]; H*(2)) N C*([0, T]; H'(Q2)) (11)

o0

and furthermore, this solution satisfies the stability estimate

ulleoqom:ms ) + ullor oz + Nullezqorsm @)y < Cllellas@) + [1¥lm2@),  (12)
for some positive constant C' = C(Q, T, M).

Previously, Sun (1990) showed that if the initial conditions (2) and (3) are homogeneous
then the Neumann to Dirichlet map in certain function spaces continuously determine the
potential function Qg(z) in (8), but this seems to assume too much information. Indeed,
with much less information, for the inverse problem (2), (3), (5), (8) and (9) we have the
following global uniqueness and Lipschitz stability result due to Imanuvilov and Yamamoto
(2001a).

Theorem 1. (see Theorem 1.1 of Imanuvilov and Yamamoto (2001a))
Let T > diam(Q2) and assume that conditions (10) are satisfied and that

()] = o >0, Vrel, (13)
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for some vy > 0. Let uy and uy be the unique solutions of the direct problem (2), (3),
(8) and (9) corresponding to two arbitrary coefficients Q(()l) and Q(()2) in Ung for some fized
M > 0. This makes sense according to Lemma 1 and denote by P; := ui|oaxor) the
corresponding Dirichlet boundary values of u; for i = 1,2. Then, there exists a positive
constant C = C(2, T, M, p,v) such that the following Lipschitz stability estimate holds:

or, 0P,

HQ(()l) - Q(()Q)HLz(Q) <C o5t ot (14)

H1 (8% (0,T))

We can also have the Dirichlet problem, see Yamamoto (1999) and Baudouin et al. (2013).
First, the corresponding direct problem is well-posed, as given by the following lemma.

Lemma 2. (see Chapter 1 of Lions (1988), Chapter 3 of Lions and Magenes (1972), Lemmas
6-8 of Yamamoto (1999) and Lemma 1 of Baudouin (2011))
(a) Assume that Qo € L>®(Q2) is given,

pEINQ), veH(Q), Pel00x(0,T)), (15)
and that the compatibility condition
P(z,0) = ¢(x), z€df (16)

is satisfied. Then the direct problem (2), (3), (5) and (8) is well-posed in the sense that there
exists a unique solution

u € C([0,T7; L*(Q)) N CH([0, T]; H (), (17)
and furthermore, this solution satisfies the stability estimate
lull o o.ri22(0)) < Cllellrz@ + ¥ Ila-19) + | Pl 2200x0/7)) (18)

for some positive constant C = C(Q2,T, Qo).
(b) Assume that P = 0, i.e. the Dirichlet boundary condition (5) is homogenous,

u(z,t) =0, (z,t) € 0Qx(0,7), (19)
and that Qo € L5 for some M > 0 is known. Assume also that
p € Hy(Q), ovelQ) (20)

Then the direct problem (2), (3), (8) and (19) is well-posed in the sense that there ezists a
unique solution

u € C([0,T]; Hy () N C([0, TT; L*(%)), (21)
and furthermore, we have the stability estimates

e O Z2) + 1Vl Oz < Clleli@ + 1¥11@),  t€10,T], (22)
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‘8V

< C(llellaae + 1Yl @): (23)
L2(90% (0,T))

for some positive constant C' = C(Q, T, M).
If instead of conditions (20) we have the stronger assumptions

p € H*(Q)NHy(Q), v € Hy(Q), (24)
then, instead of (23) we have the estimate

ou

5 < C(llellaz@ + 1l ny@)- (25)

H(0,T;L2(9))

For the inverse problem (2)-(5) and (8) we have the following uniqueness and Lipschitz
stability result due to Yamamoto (1999).

Theorem 2. (see Theorems 2 and 4 of Yamamoto (1999))
Let T > diam(S2) and assume that

e HY(Q), ¢ eL*Q), PeclL*0Qx(0,T)). (26)

Also assume that

lo(z)] > o >0, ae x€, (27)

for some constant @y > 0. Let uy and uy be the unique solutions of the direct problem (2),
(3), (5) and (8) corresponding to two arbitrary potentials Q(()l) and Q(()2) in Ly for some fized
M > 0. Denote by q; := %‘QQX(&T) the corresponding Neumann boundary values of u; for
1 =1,2. Further, assume that

uy or ug € WH(Qr). (28)

Then q1 = q2 implies Q(()l) = Q(()Q) and uy = uy. Furthermore, assuming that Q(()2) € L>(Q) is
given and that

[ llws.o (@x0,1y) < M, (29)

then there ezists a positive constant C' = C(2, T, p, 1, M, Q((f)) such that the following Lip-
schitz stability holds:

C_IHQ(()U - Q(()Q)Hm(g) <||a — a2 ‘Hl(O,T;L2(8Q)) <] ‘Q((JU - Qt()Q)Hm(Q)’ (30)
for all Q) € LY.

In certain applications, the flux (4) can only be measured on a portion I'y C 0f2, namely,

%(M) — q(z,1), (2,) €Ty x (0,T). (31)



In this case, we further need the geometrical assumptions that, see Klibanov (1992, 2013)
and Beilina and Klibanov (2012),

Jxzo ¢ Q such that {z € 0Q|(x — xp) - v(z) > 0} C Ty, (32)
T > sup |z — o), (33)
e

in order for the Carleman estimates to be applicable. Then we still have the local Lipschitz
stability estimates (30) for ¢, — ¢z € H*(0,T; L*(T)), assuming that Q(()z) € LY and

uy € HY(0,T; L™(1)), (34)

instead of (29), see Theorem 1 of Baudouin (2011). Remark that since W?3(Q2 x (0,7T)) C
HY(0,T; L>(Q)) assumption (34) is weaker than (29). Also, condition (34) can be guaranteed

uniformly for Q(()Q) € L%y if the data (2), (3) and (5) have the higher regularity
o€ H*(Q), ¢eH(Q), PecH*0,T,H*Q)), (35)
and satisfy the compatibility conditions (16) and
Oy P(x,0) = (x), x € 09, (36)

see Remark 1 of Baudouin (2011).

3.2 Unknown coefficient (Q;(z)

In this section, we investigate the case when the damping term @ (z) is the unknown coeffi-
cient, whilst Qg (z) is known and, for simplicity, taken to be zero. In this case, equation (1)
simplifies to

uy = Vu+ Qi(rv)u, in Qr. (37)

Then for the inverse problem (2), (3), (5), (31) and (37) we have the following uniqueness
result due to Bukhgeim et al. (2001).

Theorem 3. (see Theorem 2 of Bukhgeim et al. (2001))
Let the assumptions (26), (32) and (33) be satisfied and also assume that

()| > >0, ae z€Q (38)

for some constant 1y > 0. Let uy and ug be the unique solutions of the direct problems (2),

3), (5) and (37) corresponding to two arbitrary damping coefficients Q(l) and Q(z) m L>°(
1 1

and assume that condition (28) is satisfied. Denote by q; := %h‘oX(O,T) the corresponding

Neumann boundary values of u; on I'g x (0,T) fori=1,2. Then ¢ = qo implies le) = §2)

and u; = us.

The proof in Bukhgeim et al. (2001) is long and somewhat complicated. In what follows,
we give a simpler proof as well as establish the Lipschitz stability of the inverse problem by



using similar arguments to those employed by Imanuvilov and Yamamoto (2001b). We also
can assume without loss of generality that

{z € 0Q|(x — xp) -v(x) > 0} =Ty, (39)

instead of (32).

Theorem 4.
Let the assumptions (26), (33), (38) and (39) be satisfied. Let uy and uy be the unique so-
lutions of the direct problems (2), (3), (5) and (37) corresponding to two arbitrary damping

coefficients Q(ll) and Q?) in LS for some fized M > 0. Further, assume that

u; € H*(0,T; L*(Q)) 0 H*(0,T; H*(Q)), (40)
3| 3 0,7;22(0)) < M, (41)
871,@'
< 42
T <M, (42)
L (Qx(0,T))

for i = 1,2. Denote by q; = %]pox(oj). Then there exists a positive constant C' =
C(Q,T, M, p,1,h) such that the following Lipschitz stability estimate holds:

Hle) - Q§2)HL2(Q) < O| ‘Ch - ‘12‘ ‘Hl(O,T;LQ(Fo))' (43)

Proof. Denoting by U := uj — ug, f(x) = le)(q:) — Q?) () and R = Oyus, we immediately
obtain from (2), (3), (5) and (37) the following system:

Utt = V2U —+ Q%(ZE)Ut =+ f([E)R(I, t) n QT; (44)
U(z,0) =Uy(x,0) =0, z €, (45)
U(x,t) =0, (x,t)€0Qx(0,T). (46)

We then have an inverse linear space-dependent force problem of determining f(x) from the
Neumann data measurement

aa_(ljv(xj) = QI(xvt) - QQ(IL‘,t),, <x7t) € F0 X (OaT) (47>

Remark that condition (38) implies
R(z,0) #0, ae. €. (48)
and condition (40) yields that

U e H*0,T; L*(Q) N H*(0,T; H*(Q)). (49)



As n = 1,2,3 and from the Sobolev embedding theorem H?(Q)) C C(Q), condition (40) for

uy implies that
Re HY0,T;L>(Q) and R,0.R € L>®(Qr).
The Lipschitz stability condition (43) that we have to prove recasts as

1 fllz2) < ClOU || 0,1522(ro))-

(50)

(51)

First, we make the even extension of U to (=T, 0) keeping the hyperbolicity of the wave

equation (44). We extend U, le) and R to the time interval (=7, 7T) by

) U(,t),  (z,t) €Qx[0,T)
Ula1) = {U(:c, 1), (a,0) € Qx (=T, 0)

QP @),  (x,0) eQx[0,T)
w,t) = {_Q?)(x), (z,t) € Q x (=T,0)

) R(z,1), (x,t) € Q x[0,T)
R, t) = {R(m, —t), (x,t) € QA x (=T,0)

Then from (45) and (52) one can easily observe that

aU(x,t),  (x,8) €Qx[0,T)

atU(ﬂf,t) = {—8,5U(5U, —t), ($,Zf) c 0 x (—T, 0)

02U (x,t) = {at?U(“”t% (z,t) €2 x [0,T)

02U (x,—t), (z,t) € Qx (=T,0)
and thus (49) has been extended to
Uec H-T,T; L*(Q) N H*(~T,T; H*(Q)).
Also from (54) we have extended (50) to
Re H'(-T,T;L*(Q)) and R € L=(Qx (=T,T)).
Thus the whole system (44)-(46) has been extended to

Up(z,t) = V2U(2,t) + Q(x, )Up(x,t) + f(x)R(x,t), (x,t) € Qx (=T, T),
U(z,0) =Uy(x,0) =0, z €,

U(z,t) =0, (z,t)€dQx(=T,T).
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(55)

(58)

(59)

(60)

(61)



First, we have a Carleman estimate, see Imanuvilov and Yamamoto (2001b) and Bellas-
soued and Yamamoto (2014), given in the following lemma.

Lemma 3.

Let Q € L®(Qr), 10 ¢ Q, B€ (0,1) and A > 0 be sufficiently large. Set
b(z,t) = |z — xo|* — B2, a(x,t) = @Y, (62)

Then there exists constants s > 0 and C' > 0 such that

/ (8| Vo V2 + s3V2)eX @ qgdt < C / IP(V) 2@ ddt
Qr

T

T
+C / / 5|0,V |?e? @D dS (x)dt (63)
-7 JTy

for all s > s and V € H*(Q x (=T, T)) satisfying
Vipaxrry =0 and V(x,£T) =Vi(z,£T) =0, =z €. (64)
In (63), we used the notation
P(V) = Vi = VV = Q(a,t)V;. (65)
Second, we verify that
0(Q(z,)0.U (x,1)) = Q(x,t)0?U(x,t) in L*(Q x (=T,T)), (66)
where we have denoted 92U (z,t) = Uy(z,t). Indeed, let € Q be arbitrarily fixed. Then

for any g € C5°(—7,T), from (53) and (55), we have (using g(£7") = 0)

—/ 8t(Q(x,t)(9tU(x,t))g(t)dt:/_T Q(x,t)0U (x,t)g' (t)dt

(/ / ) ©,0)0U (x, t)g (t)dt = /OT le)(x)atU(a?,t)g’(t)dt

+ [ aP@aut, —ogwar (67
-7
From (49) we have that 9,U € H?*(0,T; L*(€2)) and integration by parts yields
0
/ Q(z, )0,U (z, t)g (t)dt = / QW t)g'(t)dt+/ QW (@)0,U (z, —t)g (t)dt
M =0
= Q@) (. dt\ + Q@U@ ~Hg(t)|

/ QWM (2)02U (x, t)g(t)dt + / QWM (2)02U (z, —t)g(t)dt. (68)
By g(£7) = 0 and equations (45), (53) and (56), we obtain that the right hand-side of (68)
is equal to — ffT Q(z,t)0?U (x,t)g(t)dt. Therefore, the identity (66) is satisfied in the weak

sense in L*(Qr).
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In view of (66), by taking the ¢-derivative in (59)-(61) we obtain
O} (0 U) (z,t) = V2(O,U) (x,t) + Q(z,4)0,(0,U (2, ¢)) + f(x)9R(,1t),
(l’,t) € x (_Ta T),

0U(2,0) =0, 0(0U)(x,0) = f(x)R(x,0), z€Q,

8tU = 0

90X (~T,T)

From (33) and o ¢ Q, we can choose 8 € (0,1) such that

1
T > —sup |z — x|

\/B €N

Then from (62) we obtain
b(x,+T) <0, b(z,0)>0, zcq.
Then we can choose a sufficiently small 6 > 0 such that

br,t) <=5, x€Q, |[T—t<25 or [t+T]|< 26,
b(x,t) >6, x€Q, [t <26

This implies that

alr,t)<eM<1l, z€Q, |[T—t <25 or [t+T|< 29,
a(z,t) > e > 1, reQ, |t <26

We now define a cut-off function X € C*°(R) such that 0 < & <1 and

L T -t/ <6 or |t+T|<3,
1, [t < T —20.

Set
z = (0, U)Xe* € H*(—T,T; L*(Q)) N H (=T, T; H*(Q))
and
w = (U)X € H*(—=T,T; L*(Q)) N H (=T, T; H*(2)).
Using (65) and (69) by direct calculation we obtain that

Pz = (0;R)fXe* + 2s(=Va - Vz + (0;a)0,2) + s*(|Val]* — (9,a)?)z
+5((0] — V? = Q0)a)z + (0, X)(20;U — QO,U) + €**(0; X)O,U in Qr,

and

Pw = (O,R)fX + (0,X)(202U — QO,U) + (0?X)0,U in Qr.

11
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(70)

(71)

(75)



Applying Lemma 3 to (80) and noting that w(z, +7T) = dyw(x,+T) = 0, we have

/ (5|VoiU)? + sU?) e @D dzdt < C / [(O:R) fX |2 @D dadt

T

+C / (|0, X 22020 — QO,U | + |(92X)9,U|?)e*** @ dzdt + C D?*e* (81)

T

for sufficiently large s > 0, where

D? = Hal/UH%Il(fT,T;LQ(Fo)) = 2||8VU”%11(0,T;L2(F0))' (82)

Throughout the proof, C' denotes an arbitrary generic positive constant independent of s.
From (76) it follows that the second integral in the right-hand side of (81) does not vanish
onlyint € (=T + 9, —T 4 26) U (T — 26,7 — 6). Therefore, (52), (55), (56) and (75) yield

C/ (10:X 212020 — QAU | + |(82X)9,U|*)e* @V dxat
T
< CestUHJZLﬂ(—T,T;L?(Q)) < 20625HUH%{2(0,T;L2(Q)) = CQQSMi (83)

where M := ||U|| g2(0,r;12(2))- Hence from (81) and (83) we obtain

/ (S’thw’Z + 83w2>€23a(z,t)dxdt < C |(8tR)f]2e2S“(x’t)dxdt + 0623/\/1% + CDQeCS (84)
T Qr

for sufficiently large s > 0.
Next we multiply (79) by 0;z(x,t) for t € (0,7) and integrate with respect to x € Q.
Then, for some functions A € (L>®(Q))"*, by, by € L>°(Qr), using (65) we have

/(832)&2(&—/(V2z)8tzd:c—/Q(:c,t)\atzIde

0 Q Q

= / fX(E)tR)eS“(x’t)ﬁtzdx—ks/(A(x,t).V%tz)@tzdx—I—/(sbo+s2b1)z8tzdx
Q Q Q

+ / ((0,X) (202U — QB,U) + (02 X)9,U)e** @09, zdx, t € (0,T). (85)
Q

From (60), (71), (76) and (77) we have that z(z,0) = 0 = z(x,T) = 2z(z,T) for x € Q and
that z|sax,r) = 0. Then, by integration by parts we have

T T

/ [left-hand side of (85)]dt :/ 1(9,5 (/ \8tz|2d:c) — / Q(x,1)|0s2|*dx
0 o |2 0 0

—i—lﬁt (/ ]Vz|2dac> }dt = —1/ (|0e2(z, 0)* + |Vz(z,0)|?) dx
2 Q 2 Ja

_/0 /QQ(x,t)|3tz(x,t)|2dxdt. (86)

Since from (77) we have 9,z = (02U)Xe** + (9,U)(9;(Xe**)) and using (60), from (59), (70)
and (76) we have

iz(x,0) = (U (x,0)X(0)e™ ™ = f(x)R(x,0)e* ™0, |Vz(x,0)]> =0, z € Q.
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Consequently, (86) implies that

T
/ [left-hand side of (85)]dt = —_/ |f(x | |R(x O)|2 25a(2,0) 7
0

0 Q(z,1)|0p2(z, ) | dadt. (87)

On the other hand, by the Cauchy-Schwarz inequality, similarly to (83), we obtain

T
‘ / [right-hand side of (85)]dt
0

§/ |f)€(8tR)65“8tz]dxdt+Cs/ \Vyi2||0pz|dadt

T T

+032/ |28tz]dxdt+0/ {]@X!(]éfm+latU])+|8fX\|8tU|}]8tz|esadxdt
T Qr

< C/ | flPe** dxdt + C/ (8|Vai2|? + Cs*2?)dadt + Ce** M3, (88)
Qr Qr

where we have also used that

1 1
§%|202| = |(s%22)(s'/%0,2)| < 5322 + —s|8tz|2 s°2% + §5|sz|2

1
2
and

$|Vze2]|0pz] < (|vxt2|2 +102) < sVl

By (48), there exists §y > 0 such that |R(z,0)| > Jy > 0 a.e. Q. Substituting (87) and (88)
into (85), we obtain

/ |f(x)2e2@0dr < C | |f(x)|Pe* dadt + C [ (s|Veyz|? + °22)dxdt + Ce* M2,
Q Qr Qr

for sufficiently large s > 0. Rewritting (84) in terms of z := we** and substituting into the
above inequality result in

/ |f(x) 2= dz < C / |f(2)|Pe®* @D dxdt + Ce** M? + CD?e*, (89)
Q

T

for sufficiently large s > 0. Here

T
/ ‘f(x)|2e2sa(z,t)dxdt < / |f<l,>|262sa(x,0) (/ 625(a(m,t)—a(m,0))dt) dr. (90>
T Q T

Since a(z,t) — a(x,0) = eHle—wol? (e‘wt2 — 1) < 0if t # 0, the Lebesgue theorem implies

T
/ 625(a(x,t)—a(x70))dt = 0(1) as S — 00.
-T

Therefore, by choosing s > 0 sufficiently large, equations (89) and (90) imply

%/ |f(x)|2628“(x’0)dx <(1- 0(1))/ |f(m)|2625“($’0)dx < C’eQSM% + CD%e%". (91)
Q Q
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On the other hand, a usual a priori estimate for the initial boundary value problem (44)-(46)
gives

My = Ul s20,m;0200) < CNf Rl mro,m2)) < CNlfll 2 (92)

Thus, (91) yields

/Q |f () Pe** "V dy — Ce? /Q |f ()P < CD*e, (93)

for large s > 0. In view of (75), we have

623&(:&,0) > 6256’\5 reQ

and (93) yields
56)\6 S S
(€ — Ce®)||flI72q) < CD?*
for large s > 0. Since

Aé)

)

and 1 — e™ < 0, choosing s > 0 large enough we can obtain that

Aé Aé _
6286 . 0625 _ 6286 (1 . 0628(1 e

1
3¢ I l72(@) < CD%.

This inequality, (47) and (82) together with f(x) = le)(a:) - QgQ)(x) yield the Lipschitz
stability estimate (43), as required. This ends the proof of Theorem 4.

As for the simultaneous determination of the potential Qy(z) and the damping term
Q1(z), see Liu and Triggiani (2011, 2013) for a related (but different) formulation corre-
sponding to the inverse problem (1)-(5) on the time interval ¢t € (=77,7") but not on (0,7).

4 Numerical solution of the direct problem
In this section, we consider the direct initial Neumann boundary value problem (1)-(4) for

simplicity, in one-dimension, i.e. n =1 and Q = (0, L) with L > 0, when the coefficients
Qo(z), Q1(x) and Qo(z) are known and the displacement u(z, t) is to be determined, namely,

U (2, 1) = Uga(x, 1) + Qo()u + Q1(x)us + Q2(x)uy, (x,t) € (0,L) x (0,77, (94)
w(z,0) = @(x), wu(z,0)=1(x), =x€][0,L], (95)

ou ou
—%(O,t) =q(0,t) =: qo(t), %(L,t) =q(L,t) =:qp(t), te(0,T]. (96)

In the direct problem (94)-(96) of interest is to determine the Dirichlet boundary data (5)
at ¢ = 0 and z = L, namely

w(0,8) = P(0,1) = Py(t), u(L,t) = P(L,t) = P(t), te(0,T]. (97)
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The discrete form of the problem (1)-(4) is as follows. We divide the solution domain
(0, L) x (0,7) into M and N subintervals of equal space length Az and time step At, where
Ax = L/M and At = T/N. We denote u;; = u(z;,t;), where z; = iAx, t; = jAL,
Qoi := Qo(z;), Qi = Q1(z;) and Qe = Qa(x;) for i = 0, M, j = 0, N. Then, a central-
difference approximation to equations (94)-(96) at the mesh points (x;,t;) = (iAz, jAt) of
the rectangular mesh covering the solution domain (0, L) x (0,7) is, see e.g. Smith (1985),

" _ T—FT’oQgiu‘ ' 2_2r+(At>2Q0iu- ‘ T_TOQ%u- o 1+T1Q1iu- .
M - Qu Y 1 —rQu YT —nQu Y 1=mQu Y

i=1,(M—-1), j=1,(N—1), (98)

reswi Uil — Uj—1 R PV RN
= ; — M : : = ; - 1 M — 1
U0 gO(.CEl), t 07 ) IAL 1?(%), t ) ( )v (99)
ou duy; — Ug; — U 4
_ 0 t — 5] 5] »J — t
ax( ) J) 2AfL’ q0< J)’
ou Sunrj — 4upr—1 5+ Unr—2 [
—(L,t;) = - o L= qr(t; =1,N 100
8.75( 7]) 2AI QL( J)7 J ) ) ( )

where r = (At)?/(Az)?, ro = (At)?/(2Az) and r; = At/2. Equation (98) represents an
explicit finite-difference method (FDM) which is stable if » < 1, giving approximate values
for the solution at mesh points along t = 2At, 3At, ..., as soon as the solution at the mesh
points along ¢ = At has been determined. Putting j = 0 in equation (98) and using (99),
we obtain

2—2r + (At)2QOz
2

r+r i
Uiy = —OQQSO(%H) +

- plm) + T ()

2
FAUL 4+ 7mQu)v(z;) i=1,(M —1). (101)

The time-marching FDM procedure described above provides the displacement u throughout
the solution domain and in particular the Dirichlet data (97) given by

up; = Po(tj), wun;= Pr(t;), j=1,N. (102)

5 Numerical approach to the inverse problems

In the inverse problem stated in Section 2, we wish to determine the solution of unknown
(u(z,t), Qo(x),Q1(x)) by minimizing the nonlinear objective function

F(Qo, Q1) = |lu(z,;Qo, Q1) — P(:Evt)H%Q(BQX(O,T))‘ (103)

This minimisation is accomplished using the MATLAB optimisation toolbox routine lsqgnon-
lin which attempts to find a minimum of a sum of squares, starting from an arbitrary initial
guess, subject to constraints. In MATLAB, this routine allows to choose the trust-region-
reflective algorithm based on the interior-reflective Newton method, see Coleman and Li
(1994), and more details about its generic implementation for minimizing least-squares func-
tionals like (103) can be found in Ito and Liu (2013). Alternatively, one could use the
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MATLAB toolbox routine fmincon based on the interior point algorithm, but the com-
parison between [sqnonlin and fmincon made in Hussein and Lesnic (2016) for a similar
minimization problem revealed equal performance in accuracy but for some increase in the
computational time in the fmincon.

In practice, the additional observation (5) comes from measurement which is inherently
contaminated with errors,

Pi(x,t) = P(z,t) + ¢, (x,t) € O x (0,T), (104)

where € stands for the amount of noise. In this case, we replace in the objective functional
(103) the exact data P(z,t) by the noisy data P¢(z,t).

6 Numerical results and discussion

In all examples in this section we consider, for simplicity, the one-dimensional case, i.e. n =1
and Q = (0,L), with L=T = 1.

6.1 Example 1 (determination of Qy(x) when @;(x) is known)

In this example, the inverse initial boundary value problem (2)-(5) and (8) requires to deter-
mine both the potential Qy(z) and the displacement u(z,t) (assuming that ¢ (x) is known
and taken for simplicity to be zero), from the governing equation

U = Ugz + Qo(z)u, (z,t) € (0,1) x (0,1), (105)

with the input data
u(z,0) = p(x) = 2+ cos(mx), wu(x,0)=1v(x) =2+ cos(mx), =z €]0,1], (106)
S0 = a0 =0, S0 =a®=0, te@1] (107)
u(0,t) = Py(t) = 3¢, wu(l,t)=Pi(t)=¢", tel0,1]. (108)

Remark that the Neumann boundary conditions (107) are homogenous and that the initial
data (106) satisfy conditions (10) and (13). Then, Lemma 1 and Theorem 1 are applicable
for the direct and inverse problems (105)-(107) and (105)-(108), respectively. In particular,
it follows that the inverse problem (105)-(108) is uniquely solvable and, in fact, it can easily
be checked that its exact solution is given by

u(z,t) = e'(cos(rx) +2), (z,t) €10,1] x [0,1]. (109)

_ 2+ (1+ 7%) cos(mx)

Col@) 2 + cos(mx)

. xel0,1]. (110)

First, before we attempt the inversion, it is worth to assess the convergence and accuracy
of the FDM direct solver described in Section 4. Therefore, solving the direct problem (105)-
(107) when @ is assumed known and given by (110) we obtain the numerical results for the
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boundary Dirichlet data presented in Figure 1 for various N = M € {5,10,20} in comparison
with the exact solutions (108). From this figure a rapid monotonically increasing convergence
of the numerical solutions to their exact targets (108) and excellent accuracy can be observed
(in fact the numerical results obtained with NV = M = 10 and 20 are undistinguishable).

(a) (b)
9 3
8l
2.5¢
7t
S 6 - 2
El s
50
1.5¢ m
— Wezact
4r . ZZ;;FJ\{:AV:S . o UappN=M=5
- UappN=M=10 w UappN=M=10
- - -UappN=M=20 1 ‘ ---UappN=M=20 ‘ ‘
0 02 0.4 06 0.8 1 0 0.2 04 06 08 1
t 4

Figure 1: The exact solutions (a) u(0,t) = 3e’, (b) u(1,t) = €' in comparison with the
numerical solutions for various N = M € {5, 10,20}, for the direct problem of Example 1.

Next, we attempt solving numerically the inverse problem (105)-(108) by minimizing the
least-squares objective function

N N

F(Qy) =D (ul0,t;: Q) = Polty))* + Y _(ull, 153 Q) — Pi(ty))?, (111)

j=1 j=1

using the routine Isgnonlin described in Section 5 starting with the initial guess zero. Re-
mark that when both Dirichlet data in (108) are measured this corresponds to the full data
measurement (5) and minimizing (111) imposes 2N constraints in M unknowns. In this
subsection, we also investigate the case when we only measure partially the data in (108) in
which case we minimize the partial least-squares objective function

N
erartzal Z O t]? Q (t]))z (112)

Jj=1

In this case, minimizing (112) imposes N constraints in M unknowns.

For exact data (108), the results are depicted in Figure 2. From this figure it can be seen
that the numerical solution for Qo(x) converges to the exact solution (110), as the FDM
mesh size decreases, and there is not much difference in the excellently obtained accuracy
when using both data in (108) or, when using the partial data in (108) alone. This is true for
exact data and confirms the theory of subsection 3.1, but for noisy data which we consider
next the accuracy of the solution changes significantly, as described below.

We consider therefore solving the inverse problem with fixed N = M = 20 but with
noise included in the Dirichlet boundary measured data (108), as described in (104). This
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is numerically simulated by

Pf(t;) = P(t;)+¢,, j=1N, i=0,1, (113)
where (Eé)j:ﬁ are N random noisy variables generated using the MATLAB command
‘normrd’ from a Gaussian normal distribution with mean zero and standard deviation o; =
p x maxepo,r) | Pi(t)| for i = 0,1, where p represents the percentage of noise.

(a) (b)
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Figure 2: (a) The objective function (111), as a function of the number of iterations, and (b)
the exact solution (110) for the coefficient Qo(z) in comparison with the numerical solutions,
for various N = M € {5,10,20}, no noise for the inverse problem of Example 1. Figures (c)
and (d) represent the same quantities as (a) and (b), but obtained by minimizing the partial
objective function (112) instead of (111).

In order to investigate the stability of the numerical solution we include p € {1,3,5}%
noise into the input data (108), as given in (113). In this case the perturbed noisy data (104)
replaces the exact data in (111). The numerical solutions for Qy(z) obtained by minimizing
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(111) or (112) with no regularization are plotted in Figure 3. It can be clearly seen that
very high and unbounded oscillations appear. This clearly shows that the ICIP’s under
investigation are ill-posed. In order to deal with this instability we employ the Tikhonov
regularization which minimizes the penalised least-squares functional

M
FAQy) = F(Qy) + 2 _ Qs (114)
i=1
or, its partial version
M
fpartml,)\(go) = fpartial(QO) + A Z Q?)m (115>
i=1

where A > 0 is a regularization parameter to be prescribed. Including regularization we
obtain the numerical solutions presented in Figure 5, whose accuracy errors

1 M

Eo =y | 57 D (Qoeract(2:) = Quapp(:))?, (116)

=1

as functions of A, are plotted in Figure 4. From Figure 4 it can be seen that the minimum
of the error occurs around A = 0.05 for p = 1% and A = 0.1 for p € {3,5}%. Other than
that, the regularization parameter can also be chosen by trial and error. By plotting the
numerical solution for various values of A we can infer when the instability starts to kick off.

100

501

=50

-100

Figure 3: The exact solution (110) (—) for the coefficient Qy(x) in comparison with the nu-
merical solutions obtained by minimizing (111) (- - -) or (112) (eee), with no regularization,
for p = 1% noisy data for the inverse problem of Example 1.
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Figure 4: The accuracy error Ey, as a function of A, for p € {1,3,5}% noise, for the inverse

problem of Example 1, obtained by minimizing: (a) the functional (114) and (b) the partial
functional (115).

Figure 5 shows the regularized numerical solution for Qo(x) obtained for p € {1,3,5}%
noisy data. From Figures 5(a) and 5(c) it looks like it may be possible to stop after just 2
or 3 iterations because the objective function is no longer significantly decreasing. We note
however that because we are already including a positive regularization parameter A > 0 in
the minimization of (114) or (115), there is no need to stop the iterations at an appropriate
threshold, as usually happens with semi-convergent iterative regularization methods, see Hao
et al. (2012). From Figure 5(b) it can be seen that the numerical results are stable and they
become more accurate as the amount of noise p decreases. Also, by comparing Figures 5(b)
and 5(d) it can be clearly seen that adding more information to the inverse problem, i.e.
using the Dirichlet data (108) at both endpoints « € {0, 1} instead of only at x = 0, improves
significantly the accuracy of the reconstruction.
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Figure 5: (a) The regularized objective function (114), as a function of the number of
iterations, and (b) the exact solution (110) for the coefficient QQo(x) in comparison with the
numerical solutions, for p € {1,3,5}% noise, for the inverse problem of Example 1. Figures
(c) and (d) represent the same quantities as (a) and (b), but obtained by minimizing the
partial regularized objective function (115) instead of (114).

In the remaining of this section we will only consider, for brevity, the global Cauchy data
prescription given by the Dirichlet and Neumann data (4) and (5) (when I’y = 09 in (31)).

6.2 Example 2 (determination of )1(x) when Qy(z) is known)

In this example, the inverse initial boundary value problem (2)-(5) and (37) requires to
determine both the damping term @ (z) and the displacement wu(z,t) (assuming that Qq(z)
is known and taken for simplicity to be zero), from the governing equation

Ut = Uy + Q1(2)ug, (x,1) € (0,1) x (0,1), (117)
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with the same input data (106)-(108). One can observe that the conditions of Theorem 3 are
satisfied hence the solution of the inverse problem (106)-(108) and (117) is unique. Moreover,
one can easily check that the solution (u(z,t), @1(x)) is given by equation (109) for u(z,t),
whilst for 1(x) has the same expression as that of equation (110), namely,

_ 2+ (1 + 7%) cos(mx)

eosms) 0 U € [0,1]. (118)

Q1()

We attempt solving numerically the inverse problem (106)-(108) and (117) by minimizing
the least-squares objective function

N N

F(Q) => (u(0,t;;Q,) = Pol(t;))> + > _(u(l,t;Q,) — Pi(t;))*, (119)

j=1 j=1

using the routine Isgnonlin described in Section 5 starting with the initial guess zero.
For exact data (108), the results are depicted in Figure 6 and similar convergent results
as those obtained in Figure 2 for Example 1 can be observed.

(a) (b)
5 5,
10 “N=M-=5
“““ N=M=10
---N =M =20
o DN
2 ¢
$10° | g 0
= A
E g
2 o —
B3 Ay &
2 \
£107 -5
__________________ _Qlcxact
° QlappN:]\I:5
o QuappN=M=10
10_100 10 20 30 40 -10 L Qoo | ‘
Number of iterations 0 02 04 T 0.6 0.8 1

Figure 6: (a) The objective function (119), as a function of the number of iterations, and (b)
the exact solution (118) for the coefficient )1 (x) in comparison with the numerical solutions,
for various N = M € {5, 10,20}, no noise for the inverse problem of Example 2.

Next, we fix M = N = 20 and add p = 1% noise in the Dirichlet boundary data (108),
as given in (113). As shown in Figure 7, the unregularized numerical solution obtained by
minimizing (119) is seen to be highly unstable. This is similar to the unstable behaviour of
the numerical results shown with dashed line (- - -) in Figure 3 for Example 1, though the
amplitude of the oscillations in Figure 7 for Example 2 is about 3 times lower than that for

Example 1.
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Figure 7: The exact solution (118) (—) for the coefficient Q);(x) in comparison with the
numerical solution (- - -), with no regularization, for p = 1% noisy data for the inverse
problem of Example 2.

As for Example 1, in order to stabilise the solution the functional (119) is regularized
and this recasts into minimizing the penalised least-squares functional

FAQ) = FQ)+AY_ G (120)

The accuracy error defined as

M
1

El = M E(Qlexact(fpi) - Qlapp(xi))27 (121>

as a function of )\, is plotted in Figure 8 for p € {1,3,5}% noise and similar behaviour to

that illustrated in Figure 4 for Example 1 can be observed. Based on Figure 8 or on trial

and error, with a suitable choice of the regularization parameter A depending on the amount

of noise p, stable numerical results are obtained, as illustrated in Figure 9. Nevertheless,

criteria such as the L-curve method, see Hansen (2001), which plots the residual |/F(Q,)

versus the solution norm [|@, || for various values of A > 0, could also be employed to select an
appropriate value of the regularization parameter at the corner of the L-curve (if obtained),
as described elsewhere, see e.g. Huntul et al. (2017).
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Figure 8: The accuracy error Ej, as a function of A, for p € {1,3,5}% noise, for the inverse
problem of Example 2.
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Figure 9: (a) The regularized objective function (120), as a function of the number of
iterations, and (b) the exact solution (118) for the coefficient (1(x) in comparison with the
numerical solutions, for p € {1,3,5}% noise and regularization parameters A\ € {0.05,0.1},
for the inverse problem of Example 2.

6.3 Example 3 (determination of Qy(x) and Q(z))

In this example, the inverse initial boundary value problem (1)-(5) requires to determine the
potential Qo(x), the damping term Q1(z) and the displacement wu(z,t) from the governing
equation

Uy = Ugy + +Qo(x)u + Q1(x)uy, (z,t) € (0,1) x (0,1), (122)
with the homogeneous flux data (107) and

u(z,0) = p(x) =0, uz,0)=1(x) =2+ cos(rx), z€]0,1], (123)
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u(0,t) = Py(t) = 3(e" — 1), wu(l,t)=P(t)=¢" -1, te][0,1]. (124)

One can easily check that the triplet solution (u(z,t), Qo(z), Q1(x)) of the inverse problem
(107), (122)-(124) is given by

u(z,t) = (' — 1)(cos(mz) +2), (x,t) €[0,1] x [0,1]. (125)
_ m?cos(mx)

Qo) = 2 + cos(mx)’ z € [0.1] (126)

Qi(x) =1, z€][0,1]. (127)

We attempt solving numerically the inverse problem (107), (122)-(124), by minimizing
the least-squares objective function

N N

F(Qy Q) =Y (u(0,t;;Q;Q,) — Pol(t))* + > (u(1,t;;Q;Q,) — Pa(ty))?,  (128)

J=1 Jj=1

using the routine Isgnonlin described in Section 5 starting with the initial guess zero.

For exact data (124), the results are depicted in Figure 10. From this figure it can be
seen that the numerical solution for Qy(z) and @ () converges to the exact solution (126)
and (127), respectively, as the FDM mesh size decreases.

Next we consider solving the inverse problem with fixed N = M = 40 but with p = 1%
noise included in the Dirichlet boundary data (124), as given in (113). As shown in Figure
11, the unregularized numerical solutions for both Qy(z) and @(x) obtained by minimizing
(128) is seen to be highly unstable.
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Figure 10: (a) The objective function (128), as a function of the number of iterations, (b)
the exact solution (126) for Qy(z) and (c) the exact solution (127) for Q1(z) in comparison
with the numerical solutions, for various N = M € {10,20,40}, no noise for the inverse
problem of Example 3.
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Figure 11: The exact solutions given by (a) equation (126) and (b) equation (127) for the
coefficients Qy(x) and Q1(x), respectively, in comparison with the numerical solutions, with
no regularization, for p = 1% noisy data for the inverse problem of Example 3.

In order to stabilise the solution, the functional (128) is regularized and this recasts into
minimizing the penalised least-squares functional

M M
FaQy Q) = F(QuQ)+A) Q5+ A> Qi (129)
=1 i=1

The numerically obtained results for p = 1% noise and A\ = 0.01 are illustrated in Figure
12. By comparing the ordinate (y-axis) scale in Figures 11 and 12 the benefit of regularization
can be clearly observed. Of course, more rigorous choices of the regularization parameter
remain an open issue, and, as preliminary studies, e.g. Huntul et al. (2017), indicate it
may be well that the objective functional (129) has to be generalised to include two different
regularization parameters A\; and Ay penalising the last two terms in it. However, in this case
the simultaneous choice of multiple regularization parameters, see Belge et al. (2002) and
Fornasier et al. (2014), becomes an even harder problem than the previous single parameter
case, and therefore is deferred to a future work.
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Figure 12: The exact solutions given by (a) equation (126) and (b) equation (127) for the
coefficients Qy(x) and Q1(x), respectively, in comparison with the numerical solutions, with
regularization, for p = 1% noisy data for the inverse problem of Example 3.

7 Conclusions

In this paper, nonlinear identifications of the space-dependent potential and/or damping
coefficients in the wave equation have been investigated. As illustrated in Figures 3, 7 and
11, these inverse coefficient identification problems are ill-posed since small random errors
in the input data cause large errors in the output solution. In order to stabilise the solution,
the nonlinear Tikhonov regularization method has been employed. The minimization has
been performed numerically using the MATLAB toolbox optimization routine Ilsqnonlin.
Numerical results presented and discussed for various examples have been concerned with
the inverse reconstruction of the coefficient Qy(x), or Q1(x), or both Qo(x) and Q(z).

We mention that the numerical techniques of this paper (FDM plus lsgnonlin minimiza-
tion of the Tikhonov functional) have recently been applied successfully in Hussein et al.
(2014) and Hussein and Lesnic (2016), for solving a similar coefficient identification problem
for the heat equation. Therein, many more examples have been tested including successful
recoveries of non-smooth coefficients.

In the case of exact data, the numerical results presented in Figures 2(b), 2(d), 6(b) and
10(b), 10(c) show that for all Examples 1-3 the numerical solutions are convergent to their
corresponding analytical solutions, as the FDM mesh size decreases, and no regularization
is needed.

The case of partial Cauchy data has also been considered in subsection 6.1 for the inverse
problem of retrieving the potential Qo(z). By comparing Figures 2(b) and 2(d) one has
observed that in the case of exact data accurate numerical solutions have been obtained
in both cases of full or partial Cauchy data being considered. However, for noisy data by
comparing Figures 5(b) and 5(d) one has observed that, as expected, the full Cauchy data

provide more (significant) information than the partial Cauchy data.

Another comparison was made by observing Figures 5(b) and 9(b) corresponding to the
identification of the potential Qq(x) and the damping coefficient Q;(x), respectively. From
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these figures it has been seen that there was no major difference between the two regularized
solutions in terms of stability and accuracy.

A final inverse problem consisted in simultaneously identifying both Qo(z) and Q;(z), as
performed in subsection 6.3. As expected, this is a more difficult problem than the separate
single identification of the coefficient Q(z) or @1(x), as performed in subsections 6.1 and
6.2, respectively. A complete uniqueness theorem for this problem given by (1)-(5) with a
single choice of initial data (2) and (3) which must also satisfy non-zero conditions for the
technique of Carleman estimates to be applicable is still missing, but it is hoped that this
would be possible to formulate and prove in an immediate future work. At this stage, at
least numerically, for exact data, Figures 10(b) and 10(c) have shown that both coefficients
can be retrieved accurately, but for noisy data, Figures 12(a) and 12(b) have showed that
the accuracy and stability deteriorate. On the other hand, comparison of Figures 11 and 12
has showed that the use of regularization significantly alleviates the highly unbounded and
oscillatory numerical reconstructions obtained when no regularization was employed.

Future work will be concerned with the reconstruction of the vectorial function Qs(z) in
the wave equation uy = V2u + Qo(r)u + Q1 (z)us + Q2(z) - Vau.
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