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Empathy is apparent in computer-mediated communication (CMC), yet little is known about the situa-
tional predictors of empathic responses when interacting digitally. We used a diary methodology to
explore: (1) the degree three types of empathy (cognitive, affective, and compassionate) are experienced
in students' everyday (text- and image-based) dyadic digital interactions; (2) which situational factors
are important for (different types of) empathy in CMC; and (3) how empathy reported in everyday CMC
affects participants' perceptions of their empathy in CMC and face-to-face (FtF) contexts. One hundred
student volunteers (50 women, Mage = 22.57 years) completed a “digital interaction diary” for three
consecutive days, yielding 1939 observations. Participants reported significantly more cognitive than
affective empathy, and significantly greater affective than compassionate empathy. Several situational
variables (e.g., number of communications, recipient) were related to empathy overall, while others (e.g.,
subject, mood) contributed to discrete contextual profiles for the empathy subtypes. Empathy reported
in the diaries predicted a more favourable ratio of perceived CMC to FtF empathy, particularly for those
lower in baseline trait empathy. These findings help elucidate the multidimensional experience of
empathy in CMC interactions.

© 2016 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY license

(http://creativecommons.org/licenses/by/4.0/).

1. Introduction

Computer-mediated communication (CMC) is increasingly
ubiquitous, yet we still have much to learn about its relationship
with humans' psychological processes, which evolved over
millennia in the absence of technology. Here we focus on empathy,
defined as a multidimensional capacity to recognise, feel, and/or
react compassionately to others' emotional states (Ekman, 2003).
While some have historically demonised CMC as emotionally
barren, lacking the nonverbal channels necessary for intimate
interpersonal communications (e.g., Short, Williams, & Christie,
1976; Siegel, Dubrovsky, Kiesler, & McGuire, 1986), others have
argued for the affiliative potential of CMC, noting a lack of evidence
to concede that it is less emotionally-involved than face-to-face
(FtF) communication (e.g., Derks, Fischer, & Bos, 2008; Walther,
1992, 1996). Indeed, recent analyses of social networking sites
like Twitter and Facebook indicate that digital posts are often
emotive (Bollen, Pepe, & Mao, 2011; Coviello et al., 2014), and
people develop meaningful, empathic relationships online (Preece

& Ghozati, 2001). While “digital empathy” is apparent, the situa-
tional determinants of empathy in CMC are not well understood,
nor are the different empathic experiences people may have digi-
tally. In this paper we use a naturalistic diary method to explore the
state determinants of empathy in text- and image-based CMC.

1.1. Empathy

Empathy is a complex psychological phenomenon (Batson,
2009), which best describes a set of related, but fundamentally
separable, emotion systems (Davis, 1983). It has been associated
with a number of other psychological concepts, including sympathy
or concern (Goetz, Keltner, & Simon-Thomas, 2010); perspective-
taking (Lamm, Batson, & Decety, 2007); theory of mind or “men-
talizing” (Hooker, Verosky, Germine, Knight, & D'Esposito, 2008);
emotion recognition (Soto & Levenson, 2009), and emotion
contagion (Hatfield, Rapson, & Le, 2009).

Following the emotions theorist Paul Ekman, we adopt a
tripartite classification in our working definition of empathy:
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Neither empathy nor compassion is an emotion; they refer to
our reactions to another person's emotions. In cognitive empathy
we recognise what another person is feeling. In emotional empathy
we actually feel what that person is feeling, and in compassionate
empathy we want to help the other person deal with his situation
and his emotions. We must have cognitive empathy, in order to
achieve either of the other forms of empathy, but we need not have
emotional empathy in order to have compassionate empathy.
(Ekman, 2003, p. 180).

Thus, like Ekman, we find it useful to operationalise empathy in
terms of its cognitive, affective, and compassionate correlates, for
which the latter are thought to be hierarchically dependent on the
former.

“Cognitive empathy”, or emotion recognition (Soto & Levenson,
2009), describes the perception and (accurate) identification of
others' feeling states. It is functionally separable from affective
empathy (or shared feeling; Shamay-Tsoory, Aharon-Peretz, &
Perry, 2009), though it may be a precursor (Ekman, 2003). Cogni-
tive empathy has been shown to predict positive social outcomes,
such as helping behaviour (Marjanovic, Struthers, & Greenglass,
2012), injustice sensitivity (Decety & Yoder, 2016), and compas-
sion for others (Batson, Early, & Salvarani, 1997). Further, some have
proposed that cognitive empathy may be more adaptive (than af-
fective empathy) in these scenarios, for example by minimising
potential distress associated with the sharing of negative emotion
(Einolf, 2012). Nevertheless, cognitive empathy has a possible “dark
side”, facilitating manipulation and exploitation (Wai & Tiliopoulos,
2012); psychopathy, for example, may be characterised by high
levels of cognitive empathy, in the absence of affective empathy and
compassion (Baron-Cohen, 2011).

“Affective empathy”, or emotion contagion (Hatfield et al.,
2009), describes the subjective mirroring of others' feeling states.
It may occur via both explicit and implicit routes (Hatfield,
Cacioppo, & Rapson, 1993), with the two pathways potentially
differing in their antecedents. As with cognitive empathy, affective
empathy has been associated with both positive and negative
outcomes. On the one hand, affective empathy has been shown to
explain the link between mimicry and prosocial behaviour (Stel,
van Baaren, & Vonk, 2008), facilitate social bonding (Stel & Vonk,
2010), and may be necessary to keep cognitive empathy “in-
check”, by allowing people to feel the consequences of their actions
(e.g., Jolliffe & Farrington, 2006). On the other hand, distress that
can result from sharing potent, negative emotions can be detri-
mental, leading to maladaptive outcomes, such as withdrawal and
avoidance (Singer & Klimecki, 2014). While often associated with
negative emotions, both cognitive and affective empathy are
valence non-specific.

“Compassionate empathy”, or feelings of sympathy, concern,
and compassion for another (Goetz et al., 2010), is theorised to be a
common, but not definite, consequence of the two other forms of
empathy. Compassion is often conceptualised as a discrete proso-
cial affective state in its own right (Goetz et al., 2010), linked to
positive outcomes such as charitable behaviour (Weng et al., 2013).
Of the three types of empathic response outlined above, compas-
sionate empathy is seen as the most socially desirable.

Empathy can be measured at both a trait (i.e., dispositional
propensity; Reniers, Corcoran, Drake, Shryane, & Vollm, 2011) and
state (i.e., “in-the-moment”; Shen, 2010a) level. The ability to
emphasise is an individual difference factor that is thought to be
relatively stable over time (Leiberg & Anders, 2006), momentary
assessments of state empathy, while less commonplace, have been
shown to be related to transitory phenomena, such as message
persuasion (Shen, 2010b). Thus, empathy can affect (and be affected
by) many aspects of our social lives, not least our day-to-day

interactions, whether FtF or via CMC (Carrier, Spradlin, Bunce, &
Rosen, 2015).

1.2. Empathy in CMC

Two opposing positions emerge on empathy in CMC. The first is
that digital communication technology is an obstruction to affili-
ative interactions, and hence the occurrence of empathy. Such a
perspective is reflective of what are known as “cues-filtered-out”
theories (Walther & Parks, 2002). These theories propose — to
varying degrees — that reduced interpersonal cues in traditional
CMC (i.e., nonverbal behaviour, prosodic speech qualities etc.)
reduce the information transmitted, thus resulting in more
impersonal and less empathic exchanges (Walther, Loh, & Granka,
2005). Social presence theory (Short et al., 1976), for example,
hypothesised that the fewer cues a system supported the less
warmth and involvement users' experienced. Lack of social context
cues theory (Siegel et al., 1986; Sproull & Kiesler, 1986) proposed
that reduced cues in CMC produced self-focused, disinhibited,
negative exchanges. Media richness theory (Daft & Lengel, 1986)
argued that the interpersonal quality of exchanges depended on
the cues supported, immediacy of feedback, potential for natural
language, and message personalization. While these theories were
formed during early CMC, some remain popular (D'Urso & Rains,
2008).

The contrary position is that CMC has the potential to be as
personal and, in some instances, even more intimate than FtF in-
teractions. Social information processing theory (Walther, 1992)
proposed that individuals' adapt to communication mediums in
order to develop interpersonal affinity, but that such bonds may
take longer to develop in CMC than FtF (Walther & Parks, 2002).
This is supported by data that suggests users compensate for the
absence of nonverbal cues in textual CMC (e.g., Derks, Bos, & von
Grumbkow, 2008; Walther et al., 2005). Hyperpersonal theory
(Walther, 1996) was developed to account for instances of increased
intimacy and desirability in CMC (e.g., Walther, 1995). Features
unique to textual CMC, such as selective impressions, reduced in-
hibitions, timely construction of messages, feedback, and editing,
can contribute to a more favourable interaction (Bargh, McKenna, &
Fitzsimons, 2002). Thus, increased anonymity and distance in CMC
can paradoxically facilitate greater empathic connections than
otherwise possible (Preece, 1998), for example due to increased or
more personal disclosures (Jiang, Bazarova, & Hancock, 2011;
Tidwell & Walther, 2002). This is especially the case for CMC on
shared experiences, themes, or interests, such as within online
support communities (Caplan & Turner, 2007), which provide ac-
cess to empathic relationships that may otherwise not have been
physically possible.

The utility of cues-filtered-out theories has been moderated by
empirical and anecdotal evidence of highly interpersonal and
empathic exchanges digitally, and the development of meaningful
relationships online (Preece & Ghozati, 2001). In her work on on-
line community spaces, Jenny Preece and colleagues (Feng, Lazar, &
Preece, 2004; Preece & Ghozati, 2001; Preece, 1999) catalogued an
array of empathic digital exchanges and coined the term “empathic
[online] communities” to describe compassionate online support
forums. Indeed, there is evidence that cognitive (e.g., Hancock,
Landrigan, & Silver, 2007), affective (e.g., Hancock, Gee, Ciaciaco,
& Mae, 2008), and compassionate empathy (e.g., Pfeil & Zaphiris,
2007), can all occur via CMC. A study on massive emotion conta-
gion, for example, explored the effects of rainfall on the emotional
content of millions of Facebook users' status updates, and the ef-
fects of these on their friends' updates (when controlling for local
precipitation) across 100 US cities, over three years (Coviello et al.,
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2014). The authors estimated that a rainy day in New York
contributed to an extra 1500 negative posts by local users and
indirectly to approximately 700 more negative posts by friends
elsewhere. Recent work also suggests that CMC can be used to build
cross-cultural relationships and reduce intergroup prejudice
(Walther, Hoter, Ganayem, & Shonfeld, 2015).

1.3. Situational determinants of empathy in CMC—the present
research

It is apparent that “digital empathy” exists in CMC, and that
technology should neither be branded as a “limitation” or “libera-
tion” to empathy in itself (Walther, 1996). Rather, we argue that
empathy in CMC is likely to depend more on situational factors (e.g.,
the recipient, topic of conversation) than fixed traits or the
communication medium itself. Furthermore, it is plausible that
different types of empathy (i.e., cognitive, affective, and compas-
sionate) may have different contextual profiles. Work in FtF contexts
suggests that a range of state factors may contribute to empathic
experiences; for example, the target of one's empathy (e.g., Meyer
et al., 2012), interaction topic (e.g., Pfeil & Zaphiris, 2007), and
participants' mood (e.g., Silani, Lamm, Ruff, & Singer, 2013). Yet,
there is scarce research on the situational determinants of empathy
in CMC, let alone different types of empathy.

We used a bespoke “digital interaction diary” to explore natu-
ralistically the state determinants of empathy in university stu-
dents' CMC. Young adults are amongst the biggest users of social
media and technology, hence the importance of studying CMC in
this group (Duggan, Ellison, Lampe, Lenhart, & Madden, 2015). We
restricted our focus largely to “first-generation” (i.e., textual) CMC
to ensure a clear differentiation from FtF, but allowed for static
image content. Participants completed their diaries for three
consecutive weekdays, reporting on the characteristics of their
digital interactions and associated empathic responses. We
explored three questions:

1.3.1. Research question 1

To what extent do university students experience empathy in
their everyday dyadic (text- and image-based) digital interactions?

Based on Ekman (2003) typology, affective and compassionate
empathy are hierarchically dependent on cognitive empathy. Thus,
we predicted that participants would experience empathy in CMC,
and greater levels of cognitive empathy than affective or compas-
sionate empathy. Further, as affective empathy can occur regardless
of message valence, but compassion is primarily elicited in
response to negative states, we expected to observe greater levels
of affective empathy than compassion.

1.3.2. Research question 2

Which situational factors are important as predictors of cogni-
tive, affective, and compassionate empathy in digital interactions?

Based on work in FtF contexts, we expected certain variables,
such as whether the recipient was closer interpersonally to the
participant (Hoffman, 2000), to be important determinants of
empathic responses. However, we did not foresee their relative
importance. We also expected some variables, such as the mood of
the recipient, to emerge as a differential predictor of empathic
outcomes (e.g., a sad recipient engendering more compassionate,
but not necessarily cognitive or affective, empathy).

1.3.3. Research question 3

Is the empathy experienced in digital interactions related to
participants' perceived degree of empathy in CMC and FtF
contexts?

Participants’ empathic experiences in their digital interactions

may affect their perceptions of it as an empathic medium. We
predicted that, when controlling for trait propensity to empathise,
the amount of empathy reported in the diaries would be signifi-
cantly related to participants' perceived degree of empathy in
their digital and FtF interactions, but to a greater extent in the
former.

2. Method
2.1. Participants

One hundred volunteers (50 women) at the host institution
completed “digital interaction diaries” over three days, yielding
1939 separate observations. Participants' ages ranged from 18 to 58
(M =22.57,SD = 5.62). They were mostly UK nationals (n = 64) and
undergraduates (n = 71) studying a range of disciplines. Roughly
half (n = 52) reported being in a romantic relationship of some
form.

2.2. Materials

2.2.1. Digital interaction diary

We created a custom “digital interaction diary” to record details
of interactions and participants' associated empathic responses.
The diary contained instructions and templates for recording data
(see Fig. 1). We chose a compact (A5) paper, rather than digital,
diary in an effort to maximise ecological validity, by minimising the
invasiveness of the data collection method on participants' digital
interactions, and to allow participants to have access to the diary in
real-time, at all times, during data collection (e.g., without an
internet connection).!

The diary was designed to measure details about participants’
digital interactions including the duration; mode (text messaging/
Snapchat/email/commenting/instant messaging); content (text/im-
age/both); device being used (mobile phone/tablet/laptop/PC);
number of communications made (2—10/11—20/21—30/31—40/
41-50/51+); whether the interaction was publicly viewable (pri-
vate[public); who the recipient was (romantic partner|friend/family
memberfwork or university acquaintance/other); whether the
recipient was known to the participant FtF (yes/no); the main topic
of the interaction (work or study/social life[significant event/other);
and the main subject of the interaction (me/them/mutual/other).
While this list was not exhaustive, we attempted to produce a task
that was not too burdensome to encourage more reliable
responding (Reis & Gable, 2000).

Participants' empathy in each interaction were measured using
nine specially-constructed Likert items (the Measure of State
Empathy [MSE]; see Measures). Finally, two 9-point pictorial scales
were used to measure participants' perceptions of their own, and
their partner's mood during the interaction (i.e., 1 = highly negative,
9 = highly positive). These pictorial scales are adapted portrait
versions of the Self-Assessment-Manikins first developed by Lang
(1980) and modified by Suk (2006).>

2.3. Measures

2.3.1. Trait empathy
Trait cognitive and affective empathy were measured using the

T Paper and digital diaries typically yield equivalent data (Green, Rafaeli, Bolger,
Shrout, & Reis, 2006).

2 The diary also included several 7-point Likert items (0 = not at all, 6 = entirely)
asking about participants' perceptions of their partner's empathy and confidence in
their judgments, which are not reported here.
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Fig. 1. Example diary entry template from the “digital interaction diary”.

Questionnaire of Cognitive and Affective Empathy (QCAE; Reniers
et al., 2011). For each of 31 items, participants rated their agree-
ment on a 4-point Likert scale (1 = strongly disagree, 4 = strongly
agree). Nineteen items (e.g., “I am good at predicting how someone
will feel”) comprise the cognitive subscale, possible scores ranged
from 19 to 76. Twelve items (e.g., “people I am with have a strong
influence on my mood”) comprise the affective subscale, possible
scores ranged from 12 to 48. The QCAE has been shown to have
good internal reliability and validity (Reniers et al., 2011). Cron-
bach's alphas for the cognitive, o = 0.92, affective, o. = 0.80, and
total, a = 0.90, scales in this sample were excellent.

2.3.2. State empathy

A new 9-item scale, the Measure of State Empathy (MSE) was
constructed to capture our triadic operationalisation of empathy.
Three 3-item Likert subscales were designed to measure state
levels of cognitive, affective, and compassionate empathy based on
definitions adapted from Ekman (2003): “understanding how
someone is feeling, but not necessarily also feeling it” (cognitive);
“physically feeling the same way as another person is feeling” (af-
fective); and “in-the-moment feelings of compassion, sympathy or
concern” (compassion). In order to facilitate introspective recall,
participants were also given these definitions (see Fig. 1). Partici-
pants rated their agreement with each item on a 7-point Likert
scale (0 = not at all, 6 = entirely). Example items for the cognitive,
affective, and compassionate subscales were: “I understood how
the individual I was interacting with was feeling”; “I experienced
the same emotions as the other person”; and “I felt a sense of
compassion for my interaction partner”, respectively.

The majority of factor analytic diagnostics on the valid diary
observations (after omitting errors and missing data; k = 1831),
including the Minimum Average Partial criterion (MAP; Velicer,

1976); parallel analysis (Horn, 1965); Root Mean Square Error of
Approximation (RMSEA; Steiger & Lind, 1980) and empirical
Bayesian Information Criterion (eBIC; Revelle, 2014) suggested the
optimal extraction of three factors. A factor analysis on the poly-
choric correlation matrix of the MSE, using an Oblimin rotation,
produced an interpretable factor structure with the scale items
loading on the hypothesised factors (see Table 1). The internal re-
liabilities of the cognitive, o = 0.94, affective, « = 0.91, compas-
sionate, o = 0.88, and total, o. = 0.93, MSE scales were found to be
excellent.

2.3.3. Perceived digital/FtF empathy

Two 7-point Likert items (0 = not at all, 6 = entirely) were
administered within a post-diary survey to measure participants'
perceptions of their degree of empathy in CMC (“to what extent do
you think you experience empathy in your (text and image-based)
digital interactions?”) and FtF (“to what extent do you think you
experience empathy in your face-to-face interactions?”) contexts.

2.3.4. Control variables

Primary analyses controlled for participants’' demographics (i.e.,
gender, age, nationality [UK/International], relationship status [yes/
no]) and the number of diary entries recorded. The post-diary
survey also included questions about the reliability of partici-
pants' data, including if the participant had completed the diary
honestly (yes/no); the extent the interactions in the diary repre-
sented their digital interactions more generally (1 = not at all,
7 = entirely); and the extent (if at all) completing the diary affected
how they interacted digitally (1 = not at all, 7 = entirely). Post-hoc
robustness checks on the regression models were carried out using
these variables.
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Table 1
Factor loadings for the Measure of State Empathy (MSE).
Scale item Factor 1: Factor 2: Factor 3:
cognitive compassionate affective
(1) I understood how the individual I was interacting with was feeling 0.96 —-0.08 0.01
(4) I knew what the person I was interacting with felt emotionally 0.86 0.10 0.01
(7) I could identify the feelings my interaction partner was having 0.91 0.04 0.01
(2) The other person's feelings transferred to me 0.30 0.10 0.53
(5) I felt the same way as the individual I was interacting with -0.01 -0.01 0.96
(8) I experienced the same emotions as the other person 0.01 0.01 0.93
(3) I'had feelings of concern for the individual I was interacting with 0.03 0.84 —0.04
(6) I experienced feelings of sympathy towards the other person 0.01 0.94 -0.05
(9) Ifelt a sense of compassion for my interaction partner -0.02 0.81 0.16
Proportion variance (= = 0.83) 0.31 0.27 0.25
Proportion explained (= = 1) 0.37 0.32 0.31

Note. Pattern matrix based on polychoric correlation matrix with Oblimin rotation (k = 1831). Salient item loadings (>0.40) are in bold. Tucker Lewis Index = 0.97;

RMSEA = 0.09, 90% CI [0.08, 0.10]; empirical 42 = 11.44.

2.4. Procedure

Ethics approval was granted by the appropriate Ethics Com-
mittee at the host research institution prior to data collection. The
diary was first piloted with a smaller group of students (N = 10) to
assess its suitability for our research questions. Participants were
opportunity sampled from university email advertisements. Inter-
ested volunteers were emailed a link to an online survey where
they completed informed consent, demographic questions, and the
QCAE (Reniers et al., 2011). They then arranged a 10-min slot to
collect their diary from the researcher, where the study instructions
were explained in detail, an example diary template was discussed,
and any discrepancies clarified.

We used an event-sampling methodology (Reis & Gable, 2000).
Participants were asked to record details of up to 10 text- and
image-based digital interactions a day, between the hours of
07:00—13:00 (morning) and 14:00—20:00 (afternoon), recording
up to the first five interactions in the morning session to allow
space for afternoon responses. This level of response was designed
to limit burden and be simple and clear to follow, based on earlier
practical discussions with a pilot focus group. Participants were
asked to keep the diary with them at all times, and to complete a
diary entry as soon as possible after each interaction.

A target “digital interaction” was defined as: “... any two-way
contact with another real person using text and/or image-based
(but not audio-visual) methods of digital communication”. Par-
ticipants were told that each interaction was specific to a partic-
ular person and a particular technology, and that we are
interested in dyadic interactions only. Participants were asked to
complete a diary entry as soon as possible when they considered
the interaction to be over, and were given guidance on deter-
mining the duration of a target interaction, beginning when they
received contact from someone and (if unsure) classed as over
when they had not received any communication for more than an
hour, or at the end of the respective (morning/afternoon) time
window.?

Participants completed the diary over three weekdays and
returned the diary to the researcher as soon as convenient there-
after. It was emphasised to the participants that they should
respond as honestly and fully as possible, and try to behave as
typically as possible in their digital interactions whilst completing
the diary, recording interactions that would occur in their life as
normal. Upon diary return, the participants completed a brief

3 Full diary instructions are available from the corresponding author upon
request.

survey, which included questions detailed above and a re-
administered QCAE (Reniers et al.,, 2011). The participant then
sealed their diary and the survey in an envelope. All data were
linked with anonymised identifiers. Participants were reimbursed
£30 for their participation.

2.5. Data cleaning and analysis

Following entry, the data were cleaned.* Any observations that
deviated significantly from the diary instructions (e.g., of a total
duration greater than 360 min; involving multiple recipients etc.)
were omitted. To minimise data loss, any interactions recorded
outside of the prescribed time windows were retained if found to
be valid in all other ways. Any errors in duration (<0) were coded as
missing. This left 1849 valid diary observations.

While we allowed participants to specify qualitatively the
platform used whilst commenting or instant messaging (e.g.,
Facebook, Twitter), due to relatively small cell sizes, these data were
condensed for analyses. Furthermore, the qualitative data speci-
fying “other” responses for recipient (n = 87), topic (n = 247), and
subject (n = 80) of the interaction were screened and recoded into
more meaningful categories wherever possible (e.g., recipient:
other “lecturer” was recoded as “work/university”). The remaining
“other” responses for recipient (n = 58) described interactions with
strangers, professionals, or an acquaintance not classified as a
friend (e.g., “eBay seller”, “blogger met online”). The remaining
“other” responses for topic (n = 177) included practical issues or
general conversation (e.g., “bills”, “general chat”). The remaining
“other” responses for subject (n = 20) were unclassifiable.

Multilevel analysis, in the form of random intercept models, was
used to control for the nested structure of the data, where diary
responses were clustered within individuals. As participants' affect
was highly correlated with estimations of their recipients' affect,
r = 0.75, p < 0.001, recipients’ affect was recoded into two binary
variables, indicating whether it was lower (“— Recipient”; yes/no)
or higher (“+ Recipient”; yes/no) than that of the participant. Due to
the small number of image-only interactions (k = 60), the content
of the interaction was condensed into a binary variable indicating
whether an interaction contained images or not (yes/no). The
baseline comparison group for all contrasts of nominal variables
was designated as the most common occurrence (e.g., text
messaging for mode of interaction).

4 There were systematic mistakes to “date/time of entry” in as many of 19% of
observations, where participants had erroneously written the date/time of the start
of the interaction. Consequently, this variable was omitted.
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Table 2
Descriptives of the digital interaction diary data.
K (%) M SD Range Skew

Duration (min) 1820 (98.4) 46.87 60.88 0-360 2.29

Interaction mode 1848 (99.9) — — — —
text message: 1054 (57.0); email: 169 (9.1); comment: 140 (7.6); IM: 375 (20.3); Snapchat: 110 (6.0)

Communication type 1680 (90.9) - — - -
text: 1267 (75.4); image: 60 (3.6); both: 353 (21.0)

Device 1838 (99.4) - — — -
phone: 1459 (79.4); PC: 125 (6.8); laptop: 211 (11.5); tablet: 43 (2.3)

# communications 1843 (99.7) - — - -
2—10: 1140 (61.9); 11—20: 387 (21.0); 21—30: 150 (8.1); 31—40: 79 (4.3); 41-50: 26 (1.4); 51+: 61 (3.3)

Viewable 1694 (91.6) — — — -
private: 1574 (92.9); public: 120 (7.1)

Recipient 1847 (99.9) — — — —
partner: 326 (17.7); family: 311 (16.8); friend: 892 (48.3); work/university: 262 (14.2); other: 56 (3.0)

Known FtF 1725 (93.3) - — - -
yes: 1586 (91.9); no: 139 (8.1)

Topic 1766 (95.5) - - — -
work/study: 517 (29.3); social life: 815 (46.1); sig. event: 76 (4.3); other: 177 (10.0); multiple: 181 (10.2)

Subject 1687 (91.2) - - — -
me: 338 (20.0); them: 354 (21.0); mutual: 834 (49.4); other: 20 (1.2); multiple: 141 (8.4)

Cognitive empathy 1842 (99.6) 10.75 5.10 0-18 -0.63

Affective empathy 1842 (99.6) 8.59 532 0-18 -0.11

Compassionate empathy 1837 (99.4) 6.69 5.54 0-18 0.35

Affect 1843 (99.7) 6.41 1.65 1-9 -0.42

— recipient 1842 (99.6) - — - -
yes: 460 (25.0); no: 1382 (75.0)

+ recipient 1842 (99.6) - — — -
yes: 371 (20.1); no: 1471 (79.9)

Valid k observations (%) 1849 (100)

Note. Individual categories and their frequencies are reported below each nominal variable, with the percentage of valid cases for that category in parentheses. IM = instant
messaging; # communications = number of communications; FtF = face-to-face; —/+ Recipient = recipient had lower/higher affect than the participant.

All data were analysed using R 3.2.2 (R Core Team, 2015), using
packages arm (Gelman & Su, 2015), Ime4 (Bates, Maechler, Bolker,
& Walker, 2015), ImerTest (Kuznetsova, Brockhoff, & Christensen,
2015), moments (Komsta & Novomestky, 2015), and psych
(Revelle, 2014). To normalise model residuals, the dependent var-
iables of any models with residual skew suggesting a significantly
non-normal distribution (z-scores > + 1.96) were optimally power
transformed prior to regression analysis, which resulted in re-
siduals that approximated normal (skew and kurtosis z-scores < +
1.96). Following this, to allow for comparisons within models, all
continuous variables were standardised by centring and dividing by
two SDs to put them in the same metric as binary variables
(Gelman, 2008). The models were fit by maximum likelihood
estimation, and missing data excluded listwise.

3. Results

3.1. To what extent do university students experience empathy in
their everyday dyadic (text- and image-based) digital interactions?

The descriptive data from the digital interaction diaries are
presented in Table 2. The mean number of interactions recorded
across participants was 18.49 (SD = 6.44), with a mean duration of
46.87 min (SD = 60.88). Participants did experience empathy in
their digital interactions (the mean of all empathy subscales was
significantly different from zero at p < 0.001). Participants reported
significantly greater levels of cognitive empathy on average than
either affective, t(1838) = 25.91, p < 0.001, d = 0.60, or compas-
sionate empathy, {(1833) = 35.57, p < 0.001, d = 0.83. In turn,
compassion was experienced significantly less than affective
empathy, t(1833) = —-15.59, p < 0.001, d = 0.36. In this sample,
participants were significantly more likely to report being in a
positive than neutral mood in their interactions, t(1842) = 36.69,
p < 0.001, d = 0.85. More interactions were with recipients

perceived to be in a more negative (n = 460) than positive (n = 371)
mood than the participant.

3.2. Which situational factors are important as predictors of
cognitive, affective, and compassionate empathy in digital
interactions?

3.2.1. Random intercept models

The results of the random intercept models for the empathy
subtypes are presented in Table 3. Clustering at the participant level
accounted for a differing amount of the variance in the three out-
comes, but the majority of the variance was explained by within-
person (i.e., situational) effects. The variance partition compo-
nents (VPC) were VPC = 0.28, VPC = 0.32, and VPC = 041, for
cognitive, affective, and compassionate empathy, respectively,
indicating that unobserved between-person differences accounted
for the most variance (approximately 41%) in compassionate
empathy, and the least in cognitive empathy.

Of the trait control variables, three effects were of note. Inter-
national students reported significantly more compassion than UK
students, B = 0.14, p < 0.05. Age and being in a romantic relation-
ship had borderline significant positive effects on compassionate,
B = 0.12, p = 0.057, and cognitive empathy, B = 0.08, p = 0.093,
respectively. None of the main effects for the trait empathy scales
(cognitive or affective) were significant.

Certain situational predictors had similar effects on all three
empathy types. Number of communications was significantly
positively associated with cognitive, B = 0.17, affective, B = 0.15, and
compassionate, B = 0.12, outcomes (ps < 0.001). Less empathy was
reported in email exchanges (vs. text messaging) for cognitive,
B = -0.15, affective, B = —0.14, and compassionate, B = —0.16,
subscales (ps < 0.01). Recipient was important, with significantly
more cognitive, B = 0.18, affective, B = 0.16, and compassionate,
B = 0.15, empathy for partners (ps < 0.001); significantly greater
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Table 3
Random intercept models predicting three types of state empathy.

Cognitive empathy

Affective empathy

Compassionate empathy

Fixed effects B (SE) 95% Cl B (SE) 95% Cl B (SE) 95% Cl
Intercept 0.00 (0.03) —0.06 0.06 0.01 (0.03) —0.06 0.07 —0.02 (0.04) —0.09 0.06
Gender 0.02 (0.05) -0.08 0.12 0.06 (0.06) -0.05 0.16 0.04 (0.06) ~0.09 0.17
Age 0.07 (0.05) -0.03 0.17 0.09 (0.06) -0.03 0.20 0.12 (0.07)t -0.01 0.25
Nationality 0.06 (0.05) ~0.04 0.17 ~0.04 (0.06) ~0.15 0.08 0.14 (0.07)" 0.01 0.27
Relationship 0.08 (0.05)" ~0.01 0.18 0.06 (0.05) -0.05 0.16 0.01 (0.06) ~0.11 0.13
# interactions 0.02 (0.05) -0.07 0.12 0.08 (0.05) ~0.02 0.18 0.07 (0.06) -0.05 0.19
Trait CE 0.02 (0.05) -0.08 0.12 —0.05 (0.05) -0.15 0.06 —0.06 (0.06) -0.18 0.06
Trait AE 0.06 (0.05) -0.04 0.16 0.04 (0.05) -0.07 0.14 0.00 (0.06) -0.13 0.12
Duration 0.02 (0.02) -0.03 0.06 0.02 (0.02) -0.03 0.07 0.06 (0.02)" 0.01 0.10
# communications 0.17 (0.02)™" 0.12 0.21 0.15 (0.02)™" 0.10 0.20 0.12 (0.02)™ 0.07 0.16
Known FtF 0.16 (0.05)" 0.06 0.26 0.18 (0.05)" 0.07 0.28 0.07 (0.05) ~0.03 0.17
Image content 0.07 (0.03)" 0.01 0.12 0.07 (0.03)" 0.01 0.12 0.01 (0.03) -0.05 0.06
Publicly viewable —-0.17 (0.07)" -0.29 -0.04 —0.10 (0.07) -0.23 0.03 0.05 (0.07) —-0.08 0.18
Mode?
—Email ~0.15 (0.05)™" -0.26 -0.05 —0.14 (0.05)"" -0.25 —0.04 —0.16 (0.05)™" -0.26 -0.05
=Comment 0.14 (0.07)" 0.01 0.28 0.14 (0.07)" 0.01 0.28 —0.01 (0.07) -0.14 0.12
=IM —0.03 (0.03) -0.10 0.04 0.02 (0.03) —0.05 0.08 0.01 (0.03) —0.06 0.08
—=Snapchat 0.05 (0.05) ~0.05 0.14 0.02 (0.05) ~0.08 0.12 0.01 (0.05) ~0.09 0.11
Device®
=Tablet 0.02 (0.06) -0.10 0.13 0.02 (0.06) -0.10 0.13 0.06 (0.06) —0.05 0.18
—Laptop —0.03 (0.04) ~0.11 0.05 —0.03 (0.04) ~0.11 0.05 —0.01 (0.04) ~0.09 0.07
=PC —-0.01 (0.07) -0.15 0.12 0.07 (0.07) -0.07 0.20 —0.08 (0.07) -0.22 0.05
Recipient®
—Partner 0.18 (0.03)"™" 0.12 0.25 0.16 (0.03)™" 0.10 0.22 0.15 (0.03)"™* 0.09 0.22
—=Family 0.10 (0.03)™ 0.04 0.16 0.11 (0.03)™* 0.05 0.17 0.10 (0.03)™* 0.04 0.16
=Work/university ~0.17 (0.04)""" -0.25 -0.10 ~0.16 (0.04)"" ~0.24 ~0.09 ~0.10 (0.04)° -0.17 ~0.02
=Other —0.10 (0.07) -0.24 0.05 —0.01 (0.07) —0.15 0.13 —0.12 (0.07) —0.26 0.02
Topic?
=Work/study —0.04 (0.03) ~0.09 0.02 —0.01 (0.03) —0.06 0.05 0.01 (0.03) -0.05 0.06
—Significant event 0.08 (0.05) -0.02 0.18 0.15 (0.05)" 0.05 0.25 0.15 (0.05)" 0.05 025
—Other —0.10 (0.04)™* -0.17 -0.03 —0.02 (0.04) -0.10 0.05 —0.02 (0.04) —0.09 0.05
—Multiple 0.02 (0.04) ~0.05 0.10 ~0.02 (0.04) -0.10 0.05 0.06 (0.04) ~0.02 0.14
Subject®
—Me ~0.09 (0.03)™ ~0.15 ~0.03 ~0.07 (0.03)" ~0.13 ~0.01 ~0.10 (0.03)™" -0.15 -0.04
=Them 0.08 (0.03) 0.03 0.13 —0.10 (0.03)"** -0.15 —0.04 0.05 (0.03)t ~0.01 0.10
—Other —0.04 (0.09) -021 0.14 ~0.05 (0.09) ~0.22 0.13 ~0.15 (0.09) -0.33 0.04
—Multiple 0.02 (0.04) -0.07 0.10 0.01 (0.04) -0.08 0.10 0.04 (0.04) -0.04 0.13
Participant affect 0.21 (0.03)"*" 0.16 0.26 0.26 (0.03)™** 021 0.31 —0.07 (0.03)™* -0.12 ~0.02
— Recipient 0.02 (0.03) ~0.03 0.07 ~0.12 (0.03)"" ~0.17 -0.07 0.19 (0.03)"" 0.14 024
+ Recipient 0.07 (0.03)" 0.01 0.13 ~0.02 (0.03) -0.07 0.04 ~0.05 (0.03) -0.10 0.01
Random effects Var (SD) SD 95% CI Var (SD) SD 95% CI Var (SD) SD 95% CI
Intercept (ID) 0.04 (0.21) 0.17 0.25 0.05 (0.23) 0.19 0.27 0.07 (0.27) 0.23 0.32
Residual 0.11 (0.33) 0.32 035 0.11 (0.33) 0.32 0.34 0.11 (0.33) 0.32 0.34
VPC 0.28 (28%) 0.32 (32%) 0.41 (41%)
k observations (N) 1236 (98) 1236 (98) 1233 (98)
Log Likelihood —475.05 —475.85 —482.10

Note. All continuous variables standardised by centring and dividing by 2 SD to make them comparable with binary variables (Gelman, 2008). # interactions = number of
interactions; CE/AE = cognitive/affective empathy; # communications = number of communications; FtF = face-to-face; IM = instant messaging; —/+ Recipient = recipient
had lower/higher affect than the participant; Var = variance estimate. Nominal variable reference categories: text messaging; "mobile phone; “friend; 9social life; °mutual. T-
tests use Satterthwaite approximations to degrees of freedom. 'p < 0.10; "p < 0.05; "p < 0.01; *""p < 0.001.

cognitive, B = 0.10, affective, B = 0.11, and compassionate, B = 0.10,
empathy for family members (ps < 0.01); and significantly less
cognitive, B = —0.17, affective, B = —0.16, and compassionate,
B = —0.10, empathy for work/university colleagues (vs. friends;
ps < 0.05). Finally, all empathy types were impaired when the
subject of the interaction was the participant themselves (vs.
mutual), affecting cognitive, B = —0.09, affective, B = —0.07, and
compassionate, B = —0.10, outcomes (ps < 0.05).

Some situational variables significantly predicted more than one
empathy type, but in different ways. When the subject of the
interaction was the recipient (vs. mutual), participants had signif-
icantly greater cognitive empathy, B = 0.08, p < 0.01, and borderline
increased compassionate empathy, B = 0.05, p = 0.078, but
significantly less affective empathy, B = —0.10, p < 0.001. Positive
affect in the participant was strongly associated with greater
cognitive, B = 0.21, and affective, B = 0.26, empathy, but negatively

linked to compassion, B = —0.07 (ps < 0.01). Having an interaction
recipient who was in a more negative mood than the participant
positively predicted compassion, B = 0.19, but negatively predicted
affective empathy, B = —0.12 (ps < 0.001).

Finally, several predictors were uniquely related to one or two
types of empathy. The duration of the interaction period was
significantly positively associated with compassionate empathy
only, B = 0.06, p < 0.05. Knowing the interaction partner FtF
significantly positively predicted cognitive, B = 0.16, and affective,
B = 0.18, empathy (ps < 0.01), but not compassion. This pattern was
the same for interactions containing images, B = 0.07 (cognitive),
B = 0.07 (affective), and commenting (vs. text messaging), B = 0.14
(cognitive), B = 0.14 (affective; ps < 0.05). Interacting about a sig-
nificant event (vs. social life) was significantly positively associated
with affective, B = 0.15, and compassionate, B = 0.15, empathy
(ps < 0.01), but not cognitive empathy. An interaction that was
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digital to FtF empathy, B = 0.25, p < 0.05, but there were significant
interactions between trait empathy and M state empathy,
B = —0.51, and trait empathy and SD state empathy, B = —0.45
(ps < 0.05). The significant interactions observed in the latter
models indicate that empathy reported in the diaries had a more
positive effect on participants’ perceived digital empathy if they
were low (vs. high) in baseline (T1) trait empathy. All effects were
robust to the restricted analysis described in 3.2.2, except for the
product of T1 trait empathy and SD state empathy, which became a
borderline significant predictor of digital empathy, B = —0.37, and
the ratio of digital to FtF empathy, B = —0.36 (ps < 0.10).

4. Discussion

In this study we investigated the situational determinants of
three types of empathy in students' (text- and image-based) digital
interactions. First, we explored whether participants reported
experiencing cognitive, affective, and compassionate empathy in
CMC. In line with expectations, we found that participants reported
empathy in their interactions, and the observed pattern matched
our predictions that cognitive empathy would be experienced most
often, followed by affective and then compassionate empathy. This
result is consistent with theory suggesting that affective and
compassionate empathy are dependent on cognitive empathy (e.g.,
Ekman, 2003). However, it does not negate that affective empathy
(or indeed compassion) can occur via an implicit route, bypassing
the need for conscious recognition of emotion (Neumann & Strack,
2000). This may be more likely FtF than in CMC, however, due to the
nonverbal social cues underlying it (e.g., Dimberg, Thunberg, &
Elmehed, 2000).

Second, we argued that the influence of situational factors on
empathy in CMC has been overlooked. We present evidence that
empathy in digital interactions is strongly determined by a range of
situational variables, with the majority of variance in empathic
responses explained by within-persons (vs. between-persons) dif-
ferences. When holding all other variables constant, the number of
communications in an interaction and interacting with a person
who was interpersonally close (i.e., a partner or family member vs.
a friend) were positively associated with all three empathy types;
while using email (vs. text messaging), interacting with a person
who was interpersonally remote (i.e., a work/university contact),
and talking about yourself (vs. a mutual subject) negatively pre-
dicted all three types.

These findings appear consistent with the FtF literature. Longer
interpersonal interactions are associated with greater empathy
(e.g., Montague, Chen, Xu, Chewning, & Barrett, 2013), and it is
possible that this may be more pronounced in CMC, where inter-
personal connections may take longer to develop (e.g., Walther,
1992). Familiarity is known to facilitate empathy (Hoffman,
2000), with studies indicating heightened empathy for closer so-
cial others (e.g., Cialdini, Brown, Lewis, Luce, & Neuberg, 1997). The
effect of familiarity may be driven by experience and social bonds,
but also the prospect of increased future interactions with a
familiar individual (Walther, 1994). There is evidence that email is
considered a more formal interaction method than other CMC, and
a less preferred medium for interpersonal and emotive communi-
cations (Haste, 2005). Finally, that a focus on the self when inter-
acting reduces empathy is suggestive of “egoistic drift” (Hoffman,
2000), whereby a self-focused perspective reduces identification
with the target and consequential empathy.

In addition to commonalities, we uncovered distinct contextual
profiles for the three empathy types. Several variables heightened
cognitive and affective empathy, but did not significantly predict
compassion, including whether the recipient was known FtF,

whether the interaction contained images, and commenting (vs.
text messaging). These discrepancies could be explained by
compassionate empathy being rarer in participants' interactions
and only relevant in specific cases. That knowing an individual FtF
is important for empathy resonates with recent neurological evi-
dence indicating that the social suffering of known others and
strangers produces distinct patterns of brain activation (Meyer
et al., 2012). In accordance with cue theories of CMC, images pro-
vide another level of “media richness” that may provoke empathy
(Zeeberg, 2016). Lastly, commenting on social networks is debat-
ably a more selective process than text messaging, and people may
be more likely to be discerning in what they do and do not
comment on (e.g., Nasim, Ilyas, Rextin, & Nasim, 2013). For
example, major news events typically attract many more com-
ments than trivial ones. Thus, participants may have chosen to
comment on things that elicited an emotive or empathic reaction.
Further, to the extent that participants' comments reflected shared
interests or experiences, this may have also facilitated empathic
connections (Preece & Ghozati, 2001).

Talking about a significant event (vs. social life) significantly
predicted affect sharing and compassion, but not cognitive
empathy. This is consistent with evidence suggesting the social
sharing of emotion may be moderated by the intensity of events
and associated emotion (e.g., Luminet, Bouts, Delie, Manstead, &
Rimé, 2000). For example, there is some evidence that emotional
arousal impacts verbosity in text-based CMC (Guillory et al., 2011).
However, our data suggests that emotion associated with signifi-
cant events was not better recognised by participants (cf. the robust
analysis in 3.2.2); rather, that affect sharing may share independent
variance with compassion in this context.

Several predictors were important for one of the empathy types
only, including the total duration, which had a positive association
with compassion. If the interaction was publicly viewable and
about a practical/general topic (vs. social life), less cognitive
empathy was reported, while having a happier recipient positively
predicted cognitive empathy. People may choose to restrict the
information they disclose in perceived public (vs. private) contexts
(Joinson, 2001), which may help to explain the greater cognitive
empathy evident in the latter. There is evidence that positive
emotions, and especially happiness, are recognised quicker and
more accurately from people's expressions than negative emotions
(Tracy & Robins, 2008). Further, preliminary data hints that happier
participants may use more lexical cues than their negative coun-
terparts during instant messaging (Pirzadeh & Pfaff, 2014), thus
providing a mechanism for enhanced cognitive empathy in CMC
with happier recipients.

Finally, certain variables predicted two or more empathic out-
comes in divergent directions, allowing for the clearest separation
in their contextual profiles. In particular, when the subject of the
interaction was the recipient (vs. mutually relevant) this signifi-
cantly enhanced cognitive empathy and compassion (albeit
borderline), but impaired affective empathy, supporting the idea
that affect sharing is not always a prerequisite to compassionate
states (Ekman, 2003). Furthermore, participants' affect was posi-
tively associated with cognitive and affective empathy, but nega-
tively associated with compassionate outcomes, and having a more
negative recipient was positively with compassion, but impaired
the synchrony of affect. These findings make intuitive sense and fit
with evidence presented above (e.g., greater empathy through an
“other” vs. “egoistic” focus). Moreover, they support a functional
separation of the three dimensions of empathy assessed, providing
evidence that the MSE is capturing the latent constructs it was
designed to.

That being in a more positive affective state, and either having a
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more positive recipient or not having a more negative recipient
enhanced cognitive and affective empathy, respectively, is partic-
ularly interesting and may be driven by a number of factors. First, as
mentioned, emotion recognition was heightened when recipients
were in a more positive mood, thus, to the extent that cognitive
empathy precedes affective empathy, this may explain the findings
for both empathy types. Second, while research in FtF contexts
hypotheses a negativity bias in emotion contagion (e.g., Rozin &
Royzman, 2001), work in CMC has actually found the opposite,
with positive contagion dominating (Coviello et al., 2014). Such a
contradiction may be explained by the facets of hyperpersonal
theory (e.g., selective presentation; Walther, 1996). For example,
while there are more negative (68%) than positive emotion words
(32%) in the English dictionary (Averill, 1980), a large lexical anal-
ysis of millions of Facebook posts uncovered significantly more
(over double) positive than negative posts (Kramer, Guillory, &
Hancock, 2014). This is consistent with our data. Third, trait posi-
tive emotion is associated with increased self-reported empathic
skills (which do not necessarily translate into empathic perfor-
mance; Devlin, Zaki, Ong, & Gruber, 2014).

A curious finding was the lack of the expected effects of trait
empathy. While trait and state-level processes can operate
orthogonally to one another (Nezlek, Schiitz, Lopes, & Smith, 2007),
previous work has shown trait and state empathy indices to be
associated in human communication contexts (Shen, 2010a). A
potential explanation for this null result is the heterogeneity within
participants' interactions that may obscure any main effects of trait
empathy. It is, of course, also possible that the skills necessary to
empathise in textual CMC (without nonverbal cues) are qualita-
tively distinct from an underlying trait propensity to empathise per
se. Finally, it could be that the null result is a methodological
artefact due, for example, to the restricted sample size, relative to k
diary observations. Nevertheless, situational factors were shown to
have much stronger effects in this study.

In our final piece of analysis, we investigated whether partici-
pants' experiences of empathy recorded in the diaries affected their
perceptions of their empathy in CMC and FtF contexts. A series of
regression models contributed to an interesting pattern of results.
When controlling for T1 trait empathy, total empathy reported in
the diaries significantly predicted participants' perceived degree of
empathy in FtF and, to a greater extent, digital interactions. What is
more, reporting greater empathy in the diary was positively asso-
ciated with a more favourable ratio of perceived digital to FtF
empathy. These findings suggest that either the diaries accurately
reflected participants' capacities for empathy in CMC, or that
experiencing and reporting on empathy in CMC interactions while
completing the diary influenced participants' perceived degree of
empathy in CMC. While these two alternatives are unlikely to be
exclusive, and warrant further longitudinal investigation, evidence
for the latter emerges from a significantly greater amount of vari-
ance in T2 trait empathy being accounted for by digital empathy
than in T1 trait empathy, while the amount of shared variance
between trait and FtF empathy remained the same. Further, state
empathy had a significant interaction with T1 trait empathy when
predicting individuals' perceived digital empathy and digital/FtF
empathy ratio, suggesting that the overall amount (and range) of
empathy recorded in the diary had a differential effect on different
types of participants, with a stronger positive effect on those who
were lower in baseline (T1) trait empathy. These effects were not
apparent, however, for the measure of FtF empathy.

Thus, while limited by the absence of a controlled comparison,
completing a digital empathy diary may have had a context-specific
effect on participants' perceptions of their degree of capacity for
empathy in CMC, and particularly for those self-identifying as lower
in trait empathy at baseline, before completing the diary. Indeed,

monitoring one's behaviour (e.g., via a diary) can be a powerful and
simple tool for initiating attitudinal and behavioural change
(Michie, Johnston, Francis, Hardeman, & Eccles, 2008). It is there-
fore possible that, for participants identifying as low in baseline
trait empathy, experiencing greater empathy in CMC increased
their perceived capacity for empathy in CMC, but this directional
effect is impossible to confirm with the data available.

5. Limitations

A few limitations should be acknowledged. First, the variables
used in the diary were comprehensive, but not exhaustive, and, in
the interests of brevity, some variables that may have explained
variance in the outcomes were not included. For example, we did
not collect data on the gender (or any other demographic charac-
teristics) of the recipient (Derks, Fischer et al., 2008), neither did we
model the synchronicity of communications (Nowak, Watt, &
Walther, 2005), or participants' experience with CMC (Carlson &
Zmud, 1999). However, some of the measures that were included
in the diary can provide a degree of proxy for these omitted vari-
ables. For example, instant messaging was not found to be more
empathic than text messaging, despite the former implying greater
synchronicity. Nevertheless, further research could use more
immersive digital methods or tools to try and capture more data
and/or build on these findings. Second, establishing causal in-
ferences is problematic. For example, while it is clear for some
variables, such as mode of the interaction, that experienced
empathy is more likely a product than antecedent, it is also possible
that anticipated empathy influenced mode choice (Riordan &
Kreuz, 2010). Nonetheless, as the first of its kind, this study was
designed to be exploratory, naturalistic and ecologically valid, as a
complement to controlled experimental methods, which can test
the mechanisms underlying findings from this work in greater
detail. Lastly, given the broad scope possible, we restricted our
focus to textual and image-based CMC in this study, which neces-
sarily restricts our findings. Future comparisons with other kinds of
communicative mediums (i.e., audiovisual, FtF) using the MSE may
help to expand upon these results.

6. Conclusion

There is a long standing debate over empathy and digital tech-
nology. Often CMC is demonised as impeding empathy, due to its
reduced social cues (relative to FtF interactions). Such arguments
are usually affixed to the qualities of the medium, with little
consideration of the context or situational factors influencing dig-
ital interpersonal communication. We have shown that empathy in
CMC depends significantly on situational variables, and that the
contextual profile differs depending on the type of empathy being
measured. Furthermore, we provide evidence that individuals'
perceptions of their degree of empathy experienced in CMC (vs. FtF)
contexts is associated with the amount (and range) of state
empathy they report experiencing in that medium, especially when
they are lower in trait empathy to begin with. Thus, there is the
possibility that experiencing empathy in CMC contexts may help
produce more favourable interpretations of the technology for
facilitating empathy, but this interpretation requires further
investigation. The current findings help us to understand how
multidimensional empathy may be experienced in people's day-to-
day (text and image-based) digital interactions, as complementary
to other communication mediums.
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