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**Abstract**

**Background**

Pay for performance (P4P) incentive schemes are increasingly used world-wide to improve health system performance but results of evaluations vary considerably. A systematic analysis of this variation in the effects of P4P schemes is needed.

**Methods**

Evaluations of P4P schemes from any country were identified by searching for and updating systematic reviews of P4P schemes in health care in four bibliographic databases. Outcomes using different measures of effect were converted into standardised effect sizes and each study was categorised as to whether or not it found a positive effect. Subgroup analysis, meta-regression and multilevel logistic regression were used to investigate factors explaining heterogeneity. Random-effects models were used because they take into account heterogeneity likely to be due to differences between studies rather than just chance. Sensitivity analysis was used to test the effect of different assumptions.

**Findings**

96 primary studies were identified; 37 were included in the meta-analysis and meta-regression and all 96 in the logistic regression. The proportion of observed variation in study results that can be explained by true heterogeneity (I2) was 99.9%. Estimates of effect of P4P schemes were lower in evaluations using randomised controlled trials (SMD=0∙08; 95% CI: 0∙01 to 0∙15) compared to no controls (0∙15; 95%CI: 0∙09 to 0∙21), and lower for those measuring outcomes (e.g. smoking cessation) (SMD=0∙0; 95%CI: -0∙01 to 0∙01) compared to process measures (e.g. giving cessation advice) (0∙18; 95%CI: 0∙06 to 0∙31).

Adjusting for other design features and the evaluation method, the odds of showing a positive effect was three times higher for schemes with larger incentives (>5% of salary/usual budget) (OR = 3∙38; 95%CI: 1∙07 to 10∙64). There were non-statistically significant increases in the odds of success if the incentive is paid to individuals (as opposed to groups) (OR= 2∙0; 95%CI: 0∙62 to 6∙56) and if there is a lower perceived risk of not earning the incentive (OR= 2∙9; 95%CI: 0∙78 to 10∙83). Schemes evaluated using less rigorous designs were 24 times more likely to have positive estimates of effect than those using randomised controlled trials (OR = 24; 95%CI: 6∙3 to 92∙8).

**Interpretation**

Estimates of the effectiveness of incentive schemes on health outcomes are probably inflated due to poorly designed evaluations and a focus on process measures rather than health outcomes. Larger incentives and reducing the perceived risk of non-payment may increase the effect of these schemes on provider behaviour.

**Introduction**

Performance-based financing of health care or pay for performance (P4P) is increasingly used around the world as a mechanism to improve health system performance. Through the use of incentives linked to the achievement of metrics or targets it is hoped to improve delivery, utilisation, efficiency or outcomes of health care or pubic health services. There have been many evaluations of these schemes in different countries and several reviews of these studies.[1-3](#_ENREF_1) These reviews show that the evidence regarding its effectiveness is inconclusive and of limited use in informing policy due to the large variation in results of the evaluations.[4](#_ENREF_4),[5](#_ENREF_5) Heterogeneous results observed across P4P schemes might be explained by variation in design features, contexts, implementation factors, and evaluation design between the schemes.[1](#_ENREF_1),[6](#_ENREF_6) There are, however, no studies that explore heterogeneity in a structured quantitative way.

Given the increasing popularity of such schemes and their cost implications, it is important to analyse the results of these evaluations in more detail in order to explore the extent to which patterns exist which may have policy and practice significance. This paper systematically explores the extent and sources of heterogeneity in the results of evaluations of P4P schemes to identify features associated with success in P4P schemes.

**Methods**

We conducted a systematic review and meta-analysis.

*Literature search*

Evaluated P4P schemes were identified from published reviews of evaluations of the effectiveness of P4P. In addition, we updated one of the best systematic reviews,[1](#_ENREF_1) which scored 11/11 on the AMSTAR checklist, conducting the search up until April 2016 (Supplementary files S1-S5).[7](#_ENREF_7) Electronic database searches for systematic reviews were conducted in Database of Abstracts and Reviews of Effect (DARE), National Health Service Economic Evaluation Database (NHS EED), Health Technology Assessment (HTA)], Cochrane, and PubMed using the following keywords: financial incentives, performance based financing, and pay for performance. Websites and databases of health organisations involved in implementing and evaluating P4P were also searched e.g. The World Bank, Global Alliance for Vaccines and Immunisations (GAVI), and Cordaid.

There were no date or language restrictions. We included only primary studies that evaluated the impact of P4P on health service provider performance or quality of care.

*Potential sources of heterogeneity*

A template was used for data extraction to include: country of implementation, sample size and raw numbers of events (see supplementary file S6), the domain of performance (whether or not processes or outcomes measures were incentivised). We recorded three key design features of each evaluated scheme using a newly developed and validated P4P typology by Ogundeji *et al*: who receives the incentives (individuals or groups), size of incentive (large or small), and perceived risk of not earning the incentive (low or high) (see supplementary file S7).[8](#_ENREF_8) We also categorised the design of each evaluation to indicate whether it was a randomised controlled trial (RCT), a quasi-experimental study such as interrupted time series (statistical testing for a change in the outcome rate in measurements taken at ordered time periods before and after intervention) or before and after studies (as less well controlled studies can be more susceptible to bias).[9-12](#_ENREF_9)

*Statistical analysis*

1. Creating comparable measures of effect between studies

The measures of effect reported in the primary studies included: odds ratios, percentage point differences, means, and mean differences[[1]](#footnote-1). Therefore, we converted them into two common measures which could be compared across studies and combined.

First we converted them to standardised mean differences (and associated standard errors). This could only be done where data on absolute differences (percentages or numbers), sample size, standard deviations or standard errors or variance were reported.[13](#_ENREF_13),[14](#_ENREF_14) Some primary studies reported multiple principal outcome measures, for example, prescribing conduct, smoking cessation, and blood pressure reduction. If these were all included in the analyses without appropriate handling, it would overestimate the amount of independent information, so producing overly precise and possibly biased estimates.[15](#_ENREF_15),[16](#_ENREF_16) Selecting a primary outcome measures from the multiple outcomes reported was difficult, as the indicators/measures incentivised and reported covered different clinical areas. In these cases we computed a summary effect and its associated standard error using the formulae suggested by Borenstein et.al.[14](#_ENREF_14) (See supplementary file S8). We cautiously assumed a correlation of 0∙5 between outcomes in different clinical areas (e.g. smoking cessation and hospital mortality) and 0∙75 for outcomes in similar clinical areas (e.g. cholesterol and blood pressure levels in diabetic patients).[14](#_ENREF_14),[17](#_ENREF_17) We also conducted a sensitivity analysis using lower correlation values of 0∙5 and 0∙25 respectively.

A second approach to dealing with multiple outcome measures was to convert measures of effect to binary outcomes, coded according to whether or not the evaluation found that the P4P was effective. This approach requires less consistent data reporting and so increases the number of studies included, though losing information. We defined effectiveness as a statistically significant (P<0∙05) difference favoring the use of P4P over control groups. Because failure to find a statistical significance might be due to low power (small sample size), we also conducted a sensitivity analysis classifying outcomes with statistically non-significant positive effects as effective.

1. Extent of heterogeneity

An ‘inverse-variance weighted DerSimonain-Laird random-effects model’ was used to conduct the meta-analysis using Stata statistical package (version 12) ‘metan’ command. A random effects model was used because the observed differences among study results are likely to be due to differences between the studies and not chance.[14](#_ENREF_14),[18](#_ENREF_18) We pooled all relevant included studies and quantified heterogeneity using the I2 test statistic, which describes the percentage of the variability in effect estimates that is due to heterogeneity rather than chance.[19](#_ENREF_19) Publication bias was assessed by a visual inspection of a funnel plot.

1. Exploring heterogeneity

We undertook three different analyses to explore the potential sources of heterogeneity: sub-group analysis, meta-regression and multilevel logistic regression.

We stratified the meta-analysis into subgroups by (i) evaluation design (presenting separate pooled estimates of RCTs, quasi-experimental studies, and studies with no adequate control group) and (ii) domain of performance (process, intermediate outcomes, and health outcomes). In addition, we extended the subgroup analysis to reflect the different categories of quasi-experimental studies. This included pre-post design with control groups, cross sectional, interrupted time series (ITS), and other longitudinal studies.

A few studies that reported aggregate results from the analysis of mostly process measures with a few intermediate outcome measures were classified as studies using process measures. This is because in most cases, process measures have been shown to have an influence on related intermediate outcome measures.[8](#_ENREF_8)

We used meta-regression and a multilevel logistic regression model to explore the effects of the three design features (who receives the incentive, size of incentive, and risk of not earning the incentive) and the adequacy of control groups in the evaluation. Two sets of analyses were performed in each model; a univariate analysis for each explanatory variable and second, a multivariate analysis with each set of explanatory variables in the model simultaneously (Table 1).

For the meta-regression model, where available we used standardized mean difference (SMD) and 95% confidence intervals. The multilevel logistic regression model used the binary outcome of statistically significant effect or no effect of the P4P scheme.

Meta-regression analysis was performed in Stata 12 using the ‘metareg’ command which performs random-effects regression using aggregate level data. This extends the variance-weighted least squares regression by estimating an extra additive component of variance, which requires specification of the standard errors within each study.[20](#_ENREF_20) The random effects model considers the residual heterogeneity among intervention effects not modeled by the explanatory variables.[21](#_ENREF_21)

Several schemes had more than one evaluation, and within each evaluation there were sometimes more than one outcome. This nested or clustered structure (outcomes within studies within schemes) led us to use a multilevel logistic regression analysis which was performed in Stata 12 using the ‘xtmelogit’ command. This analyses clustered data by accounting for intra-class correlation (by correcting standard errors) and correcting denominator degrees of freedom for number of clusters (giving an estimate of the variability caused by each level of cluster).[22](#_ENREF_22) The fixed effect part of the model presents estimates that are interpreted similarly to a logistic regression (with robust standard errors) and the random effects part of the model accounts for the clustering effect or the amount of unexplained variation at each level.[16](#_ENREF_16)

**Results**

**Study characteristics**

Through the reviews and the updated search, 96 P4P evaluation studies (Figure 1) evaluating 68 different incentive programmes which met our inclusion criteria were identified. Included and excluded studies are shown in supplementary files S9 and S10. The characteristics of the included studies are summarised in supplementary file S11. Schemes had different scopes and sizes, and were implemented in different countries and contexts (ownership and funding), with varying levels of complexity.

There were 270 outcomes (from the 96 studies) across different areas of health care, such as cancer or tuberculosis screening, curative care, disease management, patient satisfaction, smoking cessation advice, hospital mortality, vaccinations, and utilization of health services.

All 96 studies could be included in the logistic regression and 37 reported sufficient data to be included in the meta-analysis and meta-regression (see supplementary files S12 and S13).

*Meta-analysis*

Figure 2 shows a forest plot of the 37 studies[23-59](#_ENREF_23) included in the meta-analysis, stratified by evaluation design (RCT=6, quasi-experimental=11, and no control groups/before and after studies=20). Figure 3 shows them by domain of performances (processes or outcomes).

The pooled overall effect is SMD = 0∙13, (95% CI: 0∙02 to 0∙24, p<0∙0001), which indicates a small but statistically significant overall positive effect of P4P. There was considerable heterogeneity I2 = 99∙9% (CI=99∙91 to 99∙92).[19](#_ENREF_19) The funnel plot is roughly symmetrical (see supplementary file S14). However, the Begg and Mazumdar test did indicate evidence of asymmetry (tau = 0.31, P = 0.008). Inspection of the graph suggests that the two points at the top right of the plot, papers by Kuo et al., 2011 and Lee et al., 2010, both from Taiwan, may be responsible for this. If we remove these two studies, the test is no longer significant (tau = 0.13, P = 0.3).

The subgroup analysis by study design (Figure 2) found that evaluations using RCTs had a much smaller overall positive effect (SMD= 0∙08, 95% CI: 0∙01 to 0∙15, I2= 0∙0% CI: 0∙00 to 74∙62) compared to the quasi experimental studies (0∙12, 95% CI: -0∙05 to 0∙29; I2= 99∙90% CI: 99∙89 to 99∙90), and those with no control group (0∙15, 95%CI: 0∙09 to 0∙21; I2= 96∙06% CI: 94∙31 to 97∙27). More granular analysis of categories of quasi-experimental studies (supplementary file S15) showed that evaluations using either interrupted time series designs or cross sectional studies had lower estimates of effect (SMD= 0∙07, 95% CI: -0∙03 to 0∙17; I2 = 73.52% CI: 11∙33 to 92∙10) and (SMD= 0∙03, 95% CI: 0∙01 to 0∙05; I2 = 0.00% CI: 00∙00 to 64∙80) respectively, compared to pre-post studies with control group (SMD= 0∙22, 95% CI: -0∙03 to 0∙47; I2 = 99∙96% CI: 99∙95 to 99∙96). Studies under the pre-post with control group appeared to have a larger effect estimate compared to the other quasi-experimental groups and studies with no controls (SMD= 0∙22, 95% CI: -0∙03 to 0∙47). This is could be because the pooled estimate is being positively skewed by two apparent outliers (Kuo et al., 2011 and Lee et al., 2010, both set in Taiwan) with large study sizes and large effect sizes.

Stratification by the domain of performance measured (Figure 3) found that schemes measuring success by improvements in *outcomes* such as reduction in hospital mortality or smoking cessation showed no effect (SMD=0∙00, 95%CI: -0∙01 to 0∙01) whereas those using *intermediate outcomes* such as blood pressure or cholesterol reduction (0∙07 95%CI, -0∙01, 0∙15) or *process measures* such as cancer screening or smoking cessation advice (0∙18, 95%CI: 0∙06 to 0∙31) showed larger effects.

*Meta-regression*

Table 2 shows the output from the univariate and multivariate analyses using standardised mean difference (SMD). These indicate that larger incentives and low risk of not earning the incentive increases the size of the estimate of the effect. However, all of these showed very small effects[60](#_ENREF_60) and none of these were statistically significant (I2=98.4%). However, given that I2 measures may be inflated or deflated by high or low precision of included studies[61](#_ENREF_61), another possible reason that I2 estimates are high could be because of the number of included studies with small standard errors (high precision).

*Multilevel logistic regression*

A likelihood ratio test of the multilevel logistic regression against an ordinary logistic regression model indicates that the multilevel model is a better fit to the data (Chi2 (df=2) 24∙43 P< 0∙0001). Table 3 shows that P4P schemes using large incentives had over three times the odds of reporting a positive effect. Similarly schemes where there is a lower perceived risk of not getting the incentive payment were nearly three times more likely to show a positive effect. Incentives paid to individuals rather than groups may be more effective, but the result was not statistically significant. As shown before, poor evaluation design was associated with a large increase in the odds of showing a positive effect (OR = 24; 95%CI: 6∙3 to 93).

The random effects parameters of the multilevel logistic regression model are shown in supplementary file S16; this estimates variation that is unaccounted for through the standard deviations at each level. There is no evidence of unexplained variation at the scheme/programme level, but there is evidence of some unexplained variation at the study level. A standard deviation of 1.83 at the study level indicates that outcomes in an evaluated P4P study which is one standard deviation above the mean have odds of being effective 6.2 times higher than comparable outcomes in an average evaluated P4P study [exp (1.83) = 6.20]

*Sensitivity analyses*

Results of sensitivity analyses performed in both regression models showed no material changes or lead to different conclusions compared to the original models (see supplementary file S17-S18).

**Discussion**

To our knowledge this is the first systematic quantitative exploration showing how design features and method of evaluation may influence the effectiveness of health care incentive schemes.

Overall, we found that although 70% of the outcome variables measured showed a positive effect, the overall size of the effects of P4P schemes was very modest (standardised effect size of only 0∙14). The impact of such schemes on health outcomes is probably even lower; studies using final outcomes as the basis for payment (such as mortality, morbidity or patient behaviour change) had a much lower effect than those using only process or intermediate outcome measures as the basis of payment (such as the supply of services or their uptake). Even this is likely to be an overestimate as we found that schemes evaluated using randomised controlled trials and other rigorous designs showed little or no effect.

We found that, in line with theory, larger incentives and reducing the risk of non-payment increases the likelihood of a positive effect and the size of that effect. Payments to individuals are more effective than to groups, but this was not statistically significant.

*Limitations*

Due to inadequate reporting of effect estimates, study sample sizes and standard errors, 60 out of 96 studies could not be included in the meta-analysis and the meta-regression. This led to loss of information and statistical power to detect the small effect sizes as statistically significant, and limited the number of variables that could be explored simultaneously.[14](#_ENREF_14) We mitigated this partially by converting the outcomes variables of all 96 studies to a binary variable (whether or not there was a statistically significant positive effect), thus allowing inclusion of all P4P evaluation studies in a multilevel logistic regression model. However, whilst this increases the number of studies, the analysis has low power to detect anything but large associations as statistically significant. It also loses information about the size of the effect; studies with small and large positive effects are treated equally. Using the criterion of a statistically significant positive effect is a rather crude way to categorise studies, however, reclassifying the studies so that any positive effect (whether or not statistically significant) was categorised as positive did not materially alter the results.

The categorisation of P4P schemes as incentivising process change when in fact they use a mixture of mainly process but also some outcome measures introduces some error and might over-estimate the impact of such schemes.

Large heterogeneity estimates observed (using the I2) could have been exaggerated as a result of the large number of studies.[61](#_ENREF_61) However, there was a high likelihood of underlying heterogeneity due to factors of policy and methodological significance which further justified the decision to explore variation in a systematic way.[62](#_ENREF_62)

A major potential source of bias in meta-analyses is the selective publication of positive results more likely in smaller studies. However, our funnel plot shows no evidence of this, a key strength in this analysis. Although, the Begg and Mazumdar test did indicate evidence of asymmetry, likely as a result of 2 studies from Taiwan by Kuo et al., 2011 and Lee et al., 2010, which nullifies the significant value of the test when excluded.

The size of incentive was the most influential design feature in both models. Schemes paying incentives of >5% of clinician’s salary or hospital/group budget) are more effective compared to those paying less. This suggests that incentive size is one of the most important design features to consider for the effectiveness of P4P. This confirms evidence from other studies.[63](#_ENREF_63),[64](#_ENREF_64) However, theoretical literature suggesting that clinicians often aspire to reach a ‘target income’[65](#_ENREF_65),[66](#_ENREF_66) would imply that clinicians close to their target income, may not be as responsive; in such cases the incentive may not stimulate desired behaviours.

The more money spent on incentives to improve performance, however, the less likely it is that the scheme will be cost effective. Few evaluations consider whether the extra costs of P4P schemes are justified by the additional health benefits derived from the improvements performance[67](#_ENREF_67) or indeed whether similar improvements could have been more effectively and efficiently achieved by other means.[68](#_ENREF_68)

The importance of the perceived risk of not earning the incentive is consistent with results from the review of reviews by Eijkenaar.[69](#_ENREF_69) This risk is smaller if the health care provider is more confident that they can make the necessary changes and reach any targets set and that if they make the necessary changes, they will actually get paid. Thus low risk is indicated by: a short time lag between verification of performance and receipt of the incentive payment (time preference);[70](#_ENREF_70),[71](#_ENREF_71) payments conditional on absolute improvement (on a continuous scale) rather than relative to other peoples’ performance and payments based on measures of process domains rather than outcome.

The variable ‘who receives the incentive’ was not statistically significantly associated with effectiveness. Theory predicts that paying groups could bring about better performance than paying individuals, because organisations are capable of promoting behaviour change in employees through a wide range of strategies.[72](#_ENREF_72) Our findings might reflect that in many P4P schemes where incentives were paid to groups, individual clinicians benefitted as well. This agrees with two narrative reviews, which found that incentives aimed at the individual provider level and/or team level generally reported positive results compared to very large groups.[1](#_ENREF_1),[69](#_ENREF_69)

Our findings are in line with literature suggesting that the effectiveness of P4P might be greater for process indicators compared to outcome indicators,[2](#_ENREF_2),[73](#_ENREF_73) they are easier for providers to influence directly and less likely to be influenced by external factors than are health outcomes. Even in large and relatively homogeneous schemes (in terms of design features), such as the UK quality and outcomes framework (QOF), higher overall performance on QOF indicators is not associated with lower mortality rates for key incentivised conditions.[74](#_ENREF_74)

The effectiveness of interventions evaluated with poorer designs such as inadequate control groups is likely to be over-estimated.[11](#_ENREF_11),[12](#_ENREF_12),[75](#_ENREF_75) Adequate controls are important because incentive schemes often are accompanied by other improvement activities and additional funds. These findings demonstrate the need for more rigorous evaluations, with longer term follow up to assess sustainability of effect.

Other factors, not examined in this paper, will also influence the results of P4P and explain heterogeneity, such as setting, length of programme, organisational preparedness, healthcare system, provider/patient characteristics, dimension of care.[1](#_ENREF_1),[69](#_ENREF_69),[76-79](#_ENREF_76) These require mixed methods evaluative approaches.

**Implications**

Despite the popularity of P4P in healthcare, their effectiveness in improving health care performance has been shown to be variable and modest (particularly in improving health outcomes). Evaluations are often poorly designed and lack adequate controls and so over-estimate their impact. Some of the heterogeneity in results can be explained by design features. Policy makers should design their schemes taking into account how these features enhance effectiveness. These include payment of sufficiently large incentives and the use of performance measurement and payment regimes which reduce the perceived risk of not being paid if the required performance improvement is made. Evaluations of P4P should use well controlled designs and include assessment of their cost-effectiveness.
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1. Effect estimates in studies lacking control group were mean change before and after the intervention, and change from baseline trends for interrupted time series designs [↑](#footnote-ref-1)