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DARMON POINTS ON ELLIPTIC CURVES OVER NUMBER FIELDS OF ARBITRARY SIGNATURE

XAVIER GUITART, MARC MASDEU, AND MEHMET HALUK ŞENGÜN

ABSTRACT. We present new constructions of complex and $p$-adic Darmon points on elliptic curves over base fields of arbitrary signature. We conjecture that these points are global and present numerical evidence to support our conjecture.
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1. Introduction

Let $F$ be a totally real number field and let $E/F$ be a modular elliptic curve of conductor $\mathfrak{N}$. This means that there is a weight 2 Hilbert modular form $f_E$ over $F$ which is a newform with integral Hecke eigenvalues and satisfies $L(f_E, s) = L(E/F, s)$. Let $K$ be any quadratic extension of $F$. The modularity of $E$ implies the analytic continuation and functional equation of the completed $L$-function of the base change of $E$ to $K$:

$$\Lambda(E/K, s) = \text{sign}(E/K)\Lambda(E/K, 2 - s),$$

where $\text{sign}(E/K) \in \{\pm 1\}$.

It is well-known (see [Dar04, Section 3.6]) that if $\text{sign}(E/K) = -1$ the celebrated Birch and Swinnerton-Dyer conjecture (BSD) predicts that there should be a systematic collection of non-torsion points on $E$ defined over suitable ring class fields of $K$. Indeed, if $H$ is a ring class field of $K$ of conductor coprime to $N$ the $L$-function of $E/H$ factors as

$$L(E/H, s) = \prod_{\chi: \text{Gal}(H/K) \to \mathbb{C}^\times} L(E/K, \chi, s),$$

and each twisted $L$-function $L(E/K, \chi, s)$ is known to satisfy a functional equation analogous to (1.1), but with a sign that is independent of $\chi$ and which, in fact, equals $\text{sign}(E/K)$. We obtain the following consequence of BSD.

**Conjecture 1.1.** If $\text{sign}(E/K) = -1$ then

$$\text{rank}(E(H)) = [H: K]$$

if and only if $L'(E/K, \chi, 1) \neq 0$ for all characters $\chi$ of $\text{Gal}(H/K)$.

If $K$ is totally imaginary and $E$ admits a parametrization from a Shimura curve, which happens when $E$ is modular and the Jacquet–Langlands hypothesis is satisfied (either the degree of $F$ is odd or there exists a prime dividing $\mathfrak{N}$ exactly), we know that Conjecture 1.1 holds as a result of works of Gross–Zagier [GZ86], Kolyvagin [Kol90], Zhang [Zha01], Bertolini–Darmon [BD90], and Tian [Tia03]. Key to these works is the construction of a canonical collection of points on $E$, called Heegner points, arising from the complex multiplication theory on Shimura curves.

No other cases of Conjecture 1.1 have been proven besides this one. One of the main difficulties stems from the fact that, when $K$ is not totally imaginary, no modular method seems to be available for systematically manufacturing points over ring class fields of $K$. In spite of these obstructions, Darmon envisioned in his influential paper [Dar01] a conjectural $p$-adic analytic construction of global points on elliptic curves over $\mathbb{Q}$ which should be defined over ring class fields of certain real quadratic fields. Over the years there have been many works which, building on the ideas of Darmon in [Dar01], introduce conjectural constructions of global points on elliptic curves in settings that go beyond the classical one. Such points are indistinctly referred to in the literature either as Stark–Heegner points or as Darmon points.

The common feature shared by all of these constructions is that the points are defined by local analytic methods. Namely, they involve a certain place $v$ of $F$ (which can be either archimedean or non-archimedean) which does not split in $K$ and such that the ring class field $H$ is contained in the completion $K_v$, together with a recipe yielding a point $P_H \in E(K_v)$. The formula giving $P_H$ bears some resemblance with the local formulas for classical Heegner points (which will be reviewed in Section 1.1), and the $P_H$ are conjectured to be global, belonging to $E(H)$, and to enjoy analogous properties to those satisfied by Heegner points.
This plethora of constructions can be divided into two types, according to the nature of the local field:

- **Non-archimedean Darmon points**, in which $K_v$ is a $p$-adic field and the rigid analytic geometry of the $p$-adic upper half plane plays a distinguished role. This is the case of the original construction of Darmon [Dar01a], as well the subsequent generalizations of Greenberg [Gre09], Dasgupta [Das05], and Longo–Rotger–Vigni [LRV09].

- **Archimedean Darmon points**, where $K_v = \mathbb{C}$ and complex analytic methods are used. The first archimedean construction was also given by Darmon himself [Dar04, §8], in the case where $K$ is almost totally real (ATR) and a certain Heegner-type condition is satisfied, and later generalized by Gartner [Gär12].

These conjectures are supported by abundant numerical evidence [DG02], [DP06], [GM12], [GM13b], [DL03], [GM13a]. Actually, a theme that runs in parallel with providing constructions of Darmon points is that of finding the algorithms that allow for their effective computation in order to test the conjectures.

Suppose now that $E$ is defined over a number field $F$ of signature $(r,s)$, i.e., with $r \geq 0$ real places and $s \geq 0$ complex places. In this more general framework the notion of modularity can be phrased as the existence of a cohomological modular form $f_E$ of weight 2 for $GL_2$ over $F$ such that $L(f_E, s) = L(E/F, s)$. The majority of modularity results concern the case where $F/\mathbb{Q}$ is totally real, and in this case the extensive work of Wiles and others (see [Wil95, TW95, BCDT01] for $F = \mathbb{Q}$ and Skinner–Wiles [SW01] for $[F: \mathbb{Q}] > 0$) ensures the modularity of $E/F$ under some mild assumptions (recent work of Freitas, Le Hung and Siksek [FLHS13] shows that if $F/\mathbb{Q}$ is real quadratic then all elliptic curves over $F$ are modular). In contrast, when $s > 0$ there has been very little progress towards the analogous results, except for extensive numerical verifications (e.g. [GHM78, Cre84, CW94, GHY12, GY12]).

It is natural to expect that Conjecture 1.1 holds for general $F$. If one assumes that $E/F$ is modular and $K/F$ is a quadratic extension, some standard conjectures concerning the functional equations of twisted $L$-functions (cf. [Dar04, Remark 3.18]), allow for Conjecture 1.1 to be regarded as a consequence of BSD again. So if $\text{sign}(E/K) = -1$, one also expects the existence of an abundant supply of non-torsion points defined over ring class fields of $K$. In this general context, Trifković introduced in [Tri06] a non-archimedean construction of Darmon points that applies to curves defined over imaginary quadratic base fields. Therefore, up to now Darmon points have been constructed only for curves $E/F$ where either $F$ is totally real or imaginary quadratic.

The main contributions of the present article are new constructions of both archimedean and non-archimedean Darmon points on elliptic curves defined over arbitrary number fields $F$. They work over any pair $(E/F, K/F)$, under the minimal assumptions that $E/F$ is modular and $\text{sign}(E/K) = -1$, which are inherent to the method. We present our constructions under the additional assumption that the narrow class number of $F$ is one. This is done in order to make the method more transparent and concrete, and the general class number case should be treated adelically as in Gärtner [Gär12]. Our construction coincides with the previous ones in the cases where $F$ is totally real or imaginary quadratic, and thus this work can be regarded as an extension of all the previous constructions to arbitrary base fields.

In addition to the new constructions, we take advantage of the concrete nature of the method and carry out numerical experiments to test the validity of our conjectures. In particular, we provide the first numerical examples of Darmon points on elliptic curves over number fields with mixed signatures, and verify that our approximations are very close to global points.
For the convenience of the reader, and in order to describe more precisely our results, we devote the rest of the introduction to outline our main constructions (relegating the details to Sections 3 and 4). In fact, building on the elegant cohomological perspective introduced by Greenberg [Gre09], we present them in a language that unifies, at least formally, the archimedean and the non-archimedean constructions. That is to say, although the techniques used in the two cases are rather different, namely $p$-adic and complex analytic, the recipe giving the points $PH$ can be expressed in a formalism that encompasses the two types of points simultaneously. We hope that providing this unified framework may help in the future to clarify the relationship between the two kinds of points which at the moment, and to the best of our knowledge, seems rather mysterious.

We begin by recalling the classical construction of Heegner points, presented in a way that motivates the constructions of this paper.

1.1. Revisiting classical Heegner points. Let $E$ be an elliptic curve over $\mathbb{Q}$ of conductor $N$, which we assume squarefree for simplicity. Let $K$ be a quadratic imaginary field of discriminant coprime to $N$, and suppose $\text{sign}(E/K) = -1$. Let $\Sigma_{\mathbb{Q}}$ be the set of places of $\mathbb{Q}$, and denote by $\infty \in \Sigma_{\mathbb{Q}}$ the archimedean place. Define the following subset $S(E, K)$ of $\Sigma_{\mathbb{Q}}$:

$$S(E, K) = \{ p \mid N : p \text{ is inert in } K \} \cup \{ \infty \} = \{ v \in \Sigma_{\mathbb{Q}} : v \mid N \infty \text{ and } v \text{ does not split in } K \}.$$

It is well-known that $\text{sign}(E/K) = (-1)^{\#S(E, K)}$, hence the negative sign assumption is equivalent to $S(E, K)$ having odd cardinality.

The set $S(E, K)$ induces a factorization $N = DM$, where $D$ is simply the product of the (finite) primes in $S(E, K)$. Let $B/Q$ be the (indefinite) quaternion algebra of discriminant $D$ and let $R \subset B$ be an Eichler order of level $M$. We denote by $X_0(D, M)/Q$ the Shimura curve associated to this data, which is the coarse moduli space classifying pairs $(A, \iota)$ where $A$ is an abelian surface and $\iota$ is an inclusion $R \hookrightarrow \text{End}(A)$. Since $E$ is modular there exists a surjective morphism defined over $\mathbb{Q}$

$$\pi : J_0(D, M) = \text{Jac}(X_0(D, M)) \longrightarrow E.$$ (1.2)

Let $\mathcal{O} \subset K$ be an order of conductor relatively prime to $N$, and let $\text{CM}(\mathcal{O}) \subset X_0(D, N)$ denote the set of CM points attached to $\mathcal{O}$. It is well-known that these points are defined over the ring class field $H_{\mathcal{O}}$ of $\mathcal{O}$. Thus any degree zero divisor $C \in \text{Div}^0(\text{CM}(\mathcal{O}))$ gives rise to a point in $J_0(D, M)(H_{\mathcal{O}})$; its projection under $\pi$ is what is known as a Heegner point on $E$, and it is also defined over $H_{\mathcal{O}}$.

Although the modular parametrization (1.2) is algebraic and defined over $\mathbb{Q}$, one can obtain useful analytic expressions for it by extending scalars to the completion $K_v$ of $K$ at a place $v \in S(E, K)$. The analytic uniformizations of $J_0(D, N)$ and $E$, and hence the resulting formulas for the Heegner points, come in two flavors, depending on whether the chosen place is $v = \infty$ or $v = p$.

1.1.1. Heegner points via archimedean uniformization. This corresponds to the case $v = \infty$, so that $K_v = \mathbb{C}$. The analytic structure of $E(\mathbb{C})$ is given by the Weierstrass uniformization $E(\mathbb{C}) \simeq \mathbb{C}/\Lambda_E$, for some lattice $\Lambda_E = \mathbb{Z} \oplus \mathbb{Z}\tau$. In order to unify the notation with the non-archimedean case, it is convenient to consider instead the Tate uniformization map $\eta_{\text{Tate}} : \mathbb{C}^\times /q^2 \rightarrow E(\mathbb{C})$, where $q = \exp(\tau) = e^{2\pi i \tau}$.

Let $B$ be as above, which we recall is the quaternion algebra ramified at the places $S(E, K) \setminus \{ v \} = S(E, K) \setminus \{ \infty \}$. Let $\Gamma \subset B$ denote the group of norm 1 elements of $R^\times$, which acts on the complex upper half plane $\mathcal{H} = \{ z \in \mathbb{C} : \text{Im}(z) > 0 \}$ by means of a fixed splitting $B \otimes_{\mathbb{Q}} \mathbb{R} \simeq M_2(\mathbb{R})$. The
complex uniformization of \(X_0(D, M)\) is then given by the isomorphism
\[
X_0(D, M)(\mathbb{C}) \simeq \Gamma \backslash \mathcal{H}.
\]

Let \(f_E \in S_2(\Gamma)\) be the weight two newform for \(\Gamma\) attached to \(E\) by means of the Modularity Theorem and the Jacquet–Langlands correspondence. That is to say, \(f_E\) is a holomorphic function on \(\mathcal{H}\) such that the differential \(\omega_E = 2\pi i f_E(z)dz\) is invariant under \(\Gamma\), vanishes at the cusps if \(B = M_2(\mathbb{Q})\), and \(T_\ell \omega_E = a_\ell \omega_E\) for almost all primes \(\ell\) (where \(T_\ell\) denotes the \(\ell\)-th Hecke operator and \(a_\ell = \ell + 1 - \#E(\mathbb{F}_\ell)\)). Under the identification \(\text{Div}^0(\Gamma \backslash \mathcal{H}) \simeq J_0(D, M)(\mathbb{C})\), the complex analytic incarnation of (1.2) is the map
\[
\text{Div}^0(\Gamma \backslash \mathcal{H}) \xrightarrow{\tau_2 - \tau_1} \eta_{\text{Ta}} \left( \int_{\tau_1}^{\tau_2} \omega_E \right)
\]
where \(\int_{\tau_1}^{\tau_2} \omega_E\) is a shorthand for \(\exp(\int_{\tau_1}^{\tau_2} \omega_E)\).

Let now \(\psi : \mathcal{O} \hookrightarrow \mathbb{R}\) be an optimal embedding and denote by \(\tau_\psi \in \mathcal{H}\) the single fixed point of \(\mathcal{O}\) acting on \(\mathcal{H}\) via \(\psi\). The class \([\tau_\psi]\) of \(\tau_\psi\) in \(\Gamma \backslash \mathcal{H}\) corresponds to a CM point under the identification (1.3), and in fact all elements of \(\text{CM}(\mathcal{O})\) arise in this way for some \(\psi\). One associates to \([\tau_\psi]\) the following degree 0 divisor: we consider \(\tau_\psi^0 = (T_\ell - \ell - 1)[\tau_\psi] \in \text{Div}^0(\text{CM}(\mathcal{O}))\). In this way, to any \(\psi\) we can associate the Heegner point
\[
P_\psi = \eta_{\text{Ta}} \left( \int_{\tau_\psi^0} \omega_E \right) \in E(\mathcal{O}) \subset E(\mathbb{C}).
\]

We remark that there are several ways of associating a degree 0 divisor to \([\tau_\psi]\), and that this is not the one that is usually considered in the literature; for instance, when \(B = M_2(\mathbb{Q})\) the degree 0 divisor that is usually associated to \(\psi\) is \([\tau_\psi] - [i\infty]\). However, the one presented above is more appropriate for later generalizing to Darmon points.

In order to motivate the structure of the Darmon point construction that will be given below, let us reinterpret the three ingredients that appear in (1.4) in a slightly different manner. First, the differential \(\omega_E\) can be seen as a differential 1-form in \(\mathcal{H}\) that is invariant under the action of \(\Gamma\); that is to say, we can view \(\omega_E\) as an element in \(H^0(\Gamma, \Omega^1_H)\). Second, the identification \(\text{Div}(\Gamma \backslash \mathcal{H}) \simeq H_0(\Gamma, \text{Div}^0 \mathcal{H})\) allows us to regard \([\tau_\psi]\) as an element in \(H_0(\Gamma, \text{Div} \mathcal{H})\). Observe that \((T_\ell - \ell - 1)[\tau_\psi]\) lies in the image of the natural map
\[
H_0(\Gamma, \text{Div}^0 \mathcal{H}) \longrightarrow H_0(\Gamma, \text{Div} \mathcal{H}),
\]
and we let \(\Delta_\psi\) be a preimage of \((T_\ell - \ell - 1)[\tau_\psi]\) in \(H_0(\Gamma, \text{Div}^0 \mathcal{H})\). Finally, since the natural integration pairing \(\int : \Omega^1_H \times \text{Div}^0 \mathcal{H} \to \mathbb{C}^\times\) (given by exponentiation of the line integral) is equivariant with respect to the action of \(\text{GL}_2(\mathbb{R})\), it induces a well defined pairing
\[
\int : H^0(\Gamma, \Omega^1_H) \times H_0(\Gamma, \text{Div}^0 \mathcal{H}) \to \mathbb{C}^\times.
\]

Summing up, we see that the Heegner point \(P_\psi\) of (1.4) is obtained by means of the following recipe:

1. the elliptic curve \(E\) gives rise to a cohomology class \(\omega_E \in H^0(\Gamma, \Omega^1_H)\); and
2. the optimal embedding \(\psi\) gives a homology class \(\Delta_\psi \in H_0(\Gamma, \text{Div}^0 \mathcal{H})\); and

\[\text{If } B = M_2(\mathbb{Q}) \text{ then } \Gamma \backslash \mathcal{H} \text{ is actually isomorphic to the open modular curve.}\]
(3) $P_\psi$ is the image under Tate’s uniformization of

$$J_\psi = \int_{\Delta_\psi} \omega_E \in \mathbb{C}^\times / q^{\mathbb{Z}}.$$  

1.1.2. Heegner points via non-archimedean uniformization. In this case the place $v \in S(E, K)$ at which we localize (1.2) is a prime $p$, so that $K_v = K_p$ is the quadratic unramified extension of $\mathbb{Q}_p$. Of course, this is only possible if $S(E, K) \setminus \{\infty\}$ is non-empty. Since $p$ is a prime of multiplicative reduction the analytic description of $E(K_p)$ is given by the Tate uniformization $\eta_{Ta}: K_p^\times / q^{\mathbb{Z}} \to E(K_p)$, where now $q \in \mathbb{Q}_p^\times$ denotes the Tate parameter of $E$.

The local description of $X_0(D, M)(K_p)$ is given by the Čerednik–Drinfel’d uniformization as follows. Let $\mathcal{B}/\mathbb{Q}$ denote the quaternion algebra ramified at the places $S(E, K) \setminus \{v\} = S(E, K) \setminus \{p\}$. Choose $\mathcal{R} \subset \mathcal{B}$ a $\mathbb{Z}[1/p]$-Eichler order of level $M$, and let now $\Gamma$ denote the group of norm 1 elements of $\mathcal{R}^\times$. The group $\Gamma$ acts on the $K_p$-points of the $p$-adic upper half plane, which we denote by $\mathcal{H}_p = K_p \setminus \mathbb{Q}_p$, by means of a fixed splitting $\mathcal{B} \otimes_{\mathbb{Q}} \mathbb{Q}_p \simeq M_2(\mathbb{Q}_p)$. The Čerednik–Drinfel’d uniformization provides with an isomorphism of rigid analytic spaces

$$X_0(D, M)(K_p) \simeq \Gamma \backslash \mathcal{H}_p.$$  

Let $S_2(\Gamma)$ denote the space of weight two rigid analytic modular forms for $\Gamma$. It consists of rigid analytic functions on $\mathcal{H}_p$ satisfying certain invariance properties with respect to the action of $\Gamma$. Thanks to the Modularity Theorem and the Čerednik–Drinfel’d uniformization, there exists a newform $f_E \in S_2(\Gamma)$ such that $T_\ell f_E = a_\ell f_E$ for almost all primes $\ell$. By results of Teitelbaum (see for example [Tei90]) $S_2(\Gamma)$ can be identified with the space of rigid analytic differential forms on $\Gamma \backslash \mathcal{H}_p$.

Equivalently, $f_E$ can be identified with a rigid analytic differential on $\mathcal{H}_p$ which is invariant under the action of $\Gamma$, and thus with a cohomology class $\omega_E \in H^0(\Gamma, \Omega^1_{\mathcal{H}_p})$.

Now let $\psi: \mathcal{O} \hookrightarrow \mathcal{R}$ be an optimal embedding of $\mathbb{Z}[1/p]$-algebras. Let $\tau_\psi \in \mathcal{H}_p$ be one the two fixed points of $\mathcal{O}$, acting on $\mathcal{H}_p$ by means of $\psi$. The image $[\tau_\psi]$ of $\tau_\psi$ in $\Gamma \backslash \mathcal{H}_p$ corresponds to an element of $\text{CM}(\mathcal{O})$ under (1.6), and all the points in $\text{CM}(\mathcal{O})$ arise in this manner for some $\psi$. Similarly as before we interpret $[\tau_\psi]$ as lying in $H_0(\Gamma, \text{Div} \mathcal{H}_p)$, and we let $\Delta_\psi$ be a preimage of $(T_\ell - \ell - 1)[\tau_\psi]$ under the natural map $H_0(\Gamma, \text{Div}^0 \mathcal{H}_p) \to H_0(\Gamma, \text{Div} \mathcal{H}_p)$.

By results of Bertolini–Darmon [BD98] the $p$-adic formula for (1.2) is given explicitly in terms of the so-called multiplicative line integrals of $f_E$ (see 4.3 below for the precise definition). Namely, under the identification $\text{Div}^0(\Gamma \backslash \mathcal{H}_p) \simeq J_0(D, M)(K_p)$ it is of the form

$$\text{Div}^0(\Gamma \backslash \mathcal{H}_p) \longrightarrow E(K_p)$$

$$\tau_2 - \tau_1 \mapsto \eta_{Ta} \left( \int_{\tau_1}^{\tau_2} f_E \right).$$

The multiplicative line integrals give rise to a well defined pairing at the level of (co)homology

$$\int : H^0 \left( \Gamma, \Omega^1_{\mathcal{H}_p} \right) \times H_0 \left( \Gamma, \text{Div}^0(\mathcal{H}_p) \right) \longrightarrow K_p^\times,$$

and we can attach a Heegner point to $\psi$ by means of the formula

$$P_\psi = \eta_{Ta} \left( \int_{\Delta_\psi} \omega_E \right) \in E(H_0) \subset E(K_p).$$
If we compare with the expression for the Heegner point obtained in the archimedean case we see that, although the ingredients that appear in it are fundamentally of a different nature, the formal structure underlying the construction is rather similar. Namely:

1. The elliptic curve $E$ gives rise to a cohomology class $\omega_E \in H^0(\Gamma, \Omega^1_{H^p})$;
2. The optimal embedding $\psi$ gives a homology class $\Delta_{\psi} \in H_0(\Gamma, \text{Div}^0 H_p)$;
3. $P_{\psi}$ is the image under Tate’s uniformization of

\[
\int_{\Delta_{\psi}} \omega_E \in \mathbb{C}_p^\times/q^\mathbb{Z}.
\]

Suppose now that $E$ is a modular elliptic curve defined over an arbitrary number field $F$, and that $K/F$ is a quadratic extension with $\text{sign}(E/K) = -1$. If $K/F$ is a CM extension and the Jacquet–Langlands condition holds, then these constructions generalize: there is a modular parametrization generalizing (1.2), and the Heegner point construction has been generalized by Zhang [Zha01].

However, if $K/F$ is not CM then one is at a loss of generalizing the above strategy. In fact, if $F$ is not totally real then no analogue of the modular parametrization (1.2) is known (or even expected to exist). The general philosophy underlying what has been known as Darmon points can be viewed as seeking appropriate analogues of the analytic formulas (1.5) and (1.8), even (and specially) in those situations where no natural generalization of the geometric counterpart (1.2) is available. In the next subsection we give an overview of the main construction of this paper which, following ideas of Greenberg [Gre09], replaces the $H_0$ and $H^0$ above by higher (co)homology groups.

1.2. Darmon points on curves over arbitrary number fields. The following notations will be in force for the rest of the article. Let $F$ be a number field of narrow class number one (in order to avoid the adelic language) with signature $(r,s)$, i.e. $r \geq 0$ real places and $s \geq 0$ complex places. Let $E/F$ be a modular elliptic curve of conductor $N$ which, for simplicity, we assume to be squarefree. Let $K/F$ be a quadratic extension whose discriminant is coprime to $N$. Let $\infty_F = \{\sigma_1, \ldots, \sigma_{r+s}\}$ denote the set of infinite places of $F$ and let $0 \leq n \leq r$ be the number of real places of $F$ which split in $K$. The set $\infty_F$ can be partitioned into three (each of them possibly empty) sets:

- $\{\sigma_1, \ldots, \sigma_n\}$ are real places which split in $K$ (i.e. $K \otimes_{F,\sigma_i} \mathbb{R} = \mathbb{R} \oplus \mathbb{R}$),
- $\{\sigma_{n+1}, \ldots, \sigma_r\}$ are real places which ramify in $K$ (i.e. $K \otimes_{F,\sigma_i} \mathbb{R} = \mathbb{C}$),
- $\{\sigma_{r+1}, \ldots, \sigma_s\}$ are the complex places, which always split in $K$ (i.e. $K \otimes_{F,\sigma_i} \mathbb{C} = \mathbb{C} \oplus \mathbb{C}$).

Let us also define

\[ S(E, K) = \{w \mid \Re \infty_F : w \text{ is non-split in } K\}; \]

that is to say, the set of places that are either archimedean or dividing the conductor and such that they do not split in $K$. The sign of the completed $L$-function of $E/K$ is conjectured (see [Dar04, Remark 3.18]) to be given by

\[ \text{sign}(E/K) = (-1)^{\#S(E,K)}. \]

From now on we assume this conjecture (which is known if $F$ is totally real). In addition, we suppose that the functional equation of $E/K$ has sign $-1$ or, equivalently, that $S(E, K)$ has odd cardinality.

Fix an element $v \in S(E, K)$. Let $B$ be the quaternion algebra over $F$ whose set of ramification places is given by

\[ \text{ram}(B) = S(E, K) \setminus \{v\}. \]

Observe that this is possible precisely because of our assumption that $\#S(E, K)$ is odd.
Since the place $v$ is not split in $K$, it extends to a unique place in $K$, which will also be denoted $v$. We write $F_v$ and $K_v$ for the completions of $F$ and $K$ at $v$. If $v$ is an archimedean place then $F_v = \mathbb{R}$ and $K_v = \mathbb{C}$. If $v$ is non-archimedean, say $v = p$, then $F_v$ is a finite extension of $\mathbb{Q}_p$ (where $p = p \cap \mathbb{Z}$) and $K_v$ is the quadratic unramified extension of $F_v$.

The points that we denote in this note are manufactured as local points, in the sense that by construction they lie in $E(K_v)$. The actual details of the construction vary depending on whether the chosen place $v$ is archimedean or non-archimedean. Nonetheless, in a similar way to what has been for Heegner points above, we present the construction in a way that formally unifies the archimedean and non-archimedean cases.

Let $\mathfrak{d}$ be the discriminant of $B$, and let $m$ be the ideal of $F$ defined by the equation

$$\mathfrak{d} = \begin{cases} m \mathfrak{d} & \text{if } v \text{ is archimedean} \\ p \mathfrak{d} & \text{if } v = p. \end{cases}$$

Denote by $\mathcal{O}_{F,v}$ the ring of $(v)$-integers in $F$ (this is just $\mathcal{O}_F$ if $v$ is archimedean and the usual ring of $(p)$-integers $\mathcal{O}_{F,(p)}$ if $v = p$). Let $R_0(m)$ be an Eichler order of level $m$ in $B$ and denote by $R_0(m)^1_1$ its group of elements with reduced norm 1. Let $\Gamma_0(m) \subset B^\times/F^\times$ be the image of $R_1^\times$ under the natural map $B^\times \to B^\times/F^\times$. For simplicity let us assume that $\Gamma_0(m)$ does not have any elliptic element of finite order. Set $R = R_0(m) \otimes \mathcal{O}_F \mathcal{O}_{F,(v)}$ and let $\Gamma \subset B^\times/F^\times$ denote the image of $R_1^\times$ in $B^\times/F^\times$.

Let $\mathcal{H} = \{ z \in \mathbb{C} : \text{Im}(z) > 0 \}$ be the complex upper half plane. For a prime $p \in S(E, K)$ we put $\mathcal{H}_p = K_p \setminus F_p$, the $K_p$-rational points of the $p$-adic upper half plane. It is notationally convenient to introduce:

$$\mathcal{H}_v = \begin{cases} \mathcal{H} & \text{if } v \text{ is archimedean} \\ \mathcal{H}_p & \text{if } v = p. \end{cases}$$

We denote by $\mathbb{H}$ the upper half space

$$\mathbb{H} = \{ (x, y) \in \mathbb{C} \times \mathbb{R} : y > 0 \}.$$ 

Since $v$ does not ramify in $B$, we can fix an isomorphism

$$\iota_v : B \otimes_v F_v \mbox{ } \cong \mbox{ } M_2(F_v).$$

Fix also splitting isomorphisms for the following archimedean places:

$$\iota_i : B \otimes_{\sigma_i} \mathbb{R} \cong M_2(\mathbb{R}) \text{ for } i = 1, \ldots, n, \text{ and}$$

$$\iota_i : B \otimes_{\sigma_i} \mathbb{C} \cong M_2(\mathbb{C}) \text{ for } i = r + 1, \ldots, s.$$ 

Observe that $B^\times$ acts on the space (see Section 2)

$$\mathcal{H}_v \times \mathbb{H}^n \times \mathbb{H}^s$$

by means of $\iota_v \times \iota_1 \times \cdots \times \iota_n \times \iota_{r+1} \times \cdots \times \iota_{r+s}$. We stress that in the above product the first copy $\mathcal{H}_v$ can be either the complex or the $p$-adic upper half plane, depending on whether $v$ is archimedean or non-archimedean.

Let $\Omega^n_{\mathcal{H}_v}$ denote the space of regular differential 1-forms in $\mathcal{H}_v$. This means the usual holomorphic 1-forms in $\mathcal{H}$ if $v$ is archimedean, and the rigid analytic differential forms on $\mathcal{H}_p$ if $v = p$. There is
an integration pairing

\[ \int : \Omega^1_{\mathcal{H}_v} \times \text{Div}^0(\mathcal{H}_v) \to K_v \]

\[ (\omega, \tau_2 - \tau_1) \mapsto \int_{\tau_2}^{\tau_1} \omega, \]

given by the usual complex line integral if \( v \) is archimedean and by the Coleman integral if \( v \) is non-archimedean. In order to define Darmon points, it is better (and in the non-archimedean case it is compulsory) to work with a multiplicative version of the above integration pairing. It turns out that if \( v \) is non-archimedean, one can define multiplicative Coleman integrals only for differentials that have integer residues. Denote by \( \Omega^1_{\mathcal{H}_v}(\mathbb{Z}) \) the module of rigid analytic differentials with integer residues, which is the one that we will work with in the non-archimedean case. In order to lighten the notation, we set

\[ \Omega_v = \begin{cases} 
\Omega^1_{\mathcal{H}_v} & \text{if } v \text{ is archimedean}, \\
\Omega^1_{\mathcal{H}_v}(\mathbb{Z}) & \text{if } v \text{ is non-archimedean}.
\end{cases} \]

Then there is a well defined pairing (see §4.3 below the precise definition)

\[ \int : \Omega_v \times \text{Div}^0(\mathcal{H}_v) \to K_v^\times. \]

Let us fix a choice of “signs at infinity”, which can be viewed as a map

\[ \lambda_\infty : \{\sigma_1, \ldots, \sigma_n\} \to \{\pm 1\}. \]

The curve \( E \), together with the above choice of signs, determines a character \( \lambda_E \) of the Hecke algebra “away from \( d_v \)” as follows:

\[ \lambda_E([T_l]) = a_l(E) \text{ for primes } l \nmid d, \quad \text{and } \lambda_E([T_{\sigma_i}]) = \lambda_\infty(\sigma_i) \text{ for } i = 1, \ldots, n, \]

where \( T_l \) (resp. \( T_{\sigma_i} \)) denotes the Hecke operator at the prime ideal \( l \) (resp. at the infinite place \( \sigma_i \)), and \( a_l(E) = |l| + 1 - \#E(\mathcal{O}_F/l) \) (cf. §2.1 below for the definitions).

Let \( \mathcal{O} \) be an order in \( K \) such that \( (\text{disc}(\mathcal{O}/\mathcal{O}_F), \mathfrak{d}) = 1 \). Let \( \text{Pic}^+ \mathcal{O} \) denote the narrow Picard group of \( \mathcal{O} \), which class field theory identifies, via the reciprocity map, with the Galois group of the narrow ring class field \( H^+_\mathcal{O} \) of \( \mathcal{O} \):

\[ \text{rec} : \text{Pic}^+(\mathcal{O}) \simeq \text{Gal}(H^+_\mathcal{O}/K). \]

An embedding of \( \mathcal{O}_F \)-algebras \( \psi : \mathcal{O} \to R \) is said to be optimal if it does not extend to an embedding of a larger order into \( R \). Denote by \( E(\mathcal{O}, R) \) the set of optimal embeddings, which admits a well-known natural action of \( \text{Pic}^+(\mathcal{O}) \).

As we explain in the body of the paper, we construct:

1. A cohomology class \( \Phi_E \in H^{n+s}(\Gamma, \Omega_v) \) attached to \( \lambda_E \);
2. A homology class \( \Delta_\psi \in H_{n+s}(\Gamma, \text{Div}^0(\mathcal{H}_v)) \) associated to any \( \psi \in E(\mathcal{O}, R) \). In fact, \( \Delta_\psi \) is only well defined modulo the subgroup \( \delta(H_{n+s+1}(\Gamma, \mathbb{Z})) \), where \( \delta \) denotes a certain connecting homomorphism.
3. The integration pairing (1.12) induces, by cap product, a pairing at the level of (co)homology groups:

\[ \int : H^{n+s}(\Gamma, \Omega_v) \times H_{n+s}(\Gamma, \text{Div}^0(\mathcal{H}_v)) \to K_v^\times. \]
By letting \( L = \left\{ \int_{\delta(c)} \Phi_E : c \in H_{n+s+1}(\Gamma, \mathbb{Z}) \right\} \subset K_v^{\times} \) we define

\[
J_\psi = \int_{\Delta_\psi} \Phi_E \in K_v^{\times}/L.
\]

The following conjecture is an extension to base fields \( F \) of mixed signature of conjectures of Oda [Oda82] and Yoshida [Yos94] if \( v \) is archimedean, and of theorems of Darmon [Dar01b], Dasgupta–Greenberg [DG12], and Longo–Rotger–Vigni [LRV09] if \( v \) is non-archimedean and \( F = \mathbb{Q} \).

**Conjecture 1.2.** There exists an isogeny \( \beta : K_v^{\times}/L \to E(K_v) \).

Granting this conjecture, we define the point

\[
P_\psi = \beta(J_\psi) \in E(K_v).
\]

We regard \( H_0^+ \) as a subfield of \( K_v \) by means of a fixed embedding. The following conjecture is an extension to base fields \( F \) of mixed characteristic of the archimedean conjectures of Darmon [Dar04], Gärtner [Gär12], and of the non-archimedean conjectures of Darmon [Dar01b], Greenberg [Gre09], and Trifković [Tri06].

**Conjecture 1.3.** The isogeny \( \beta \) can be chosen in such a way that \( P_\psi \) is the image of a global point in \( E(H_0^+) \). In addition, for any \( \alpha \in \text{Pic}^+(\mathcal{O}) \) we have that \( P_{\alpha \cdot \psi} = \text{rec}(\alpha)(P_\psi) \).

In the rest of the paper we give the details of the construction outlined above: we make explicit the definition of the cohomology class \( \Phi_E \), the homology class \( \Delta_\psi \), and the integration pairing leading to \( J_\psi \). As mentioned before, the actual construction is different, depending on the nature of the chosen place \( v \): Section 3 is devoted to the case where \( v \) is a archimedean, and Section 4 to non-archimedean \( v \).

In Section 5 we present some effective algorithms for computing the points \( P_\psi \) (both archimedean and non-archimedean) in the only setting that seems to be computationally treatable at the moment, which is when \( n + s \leq 1 \). They have been computed using our own Sage [S+14] implementations\(^2\), which in turn use some Magma [BCP97] code of Aurel Page to work with Kleinian groups, as well as Pari [The14] routines for elliptic curves. In particular, we are able to perform explicit computations of three new types of Darmon points, that are a novelty of the present paper:

1. In Example 5.4, we compute an archimedean point on a curve \( E \) defined over a cubic field \( F \) of signature \((1, 1)\), over a field \( K \) which is totally complex. In this case the algebra \( B \) is the split matrix algebra.
2. In Example 5.5, we compute a non-archimedean point on a curve \( E/F \), where \( F \) is cubic of signature \((1, 1)\) and \( K \) is totally complex. In this case \( B \) is a quaternion division algebra.
3. In Example 5.6, we compute non-archimedean points on a curve \( E/F \) where \( F \) is a quadratic imaginary field. A similar type of points had already been computed by Trifković [Tri06] in the case where \( B \) is the split matrix algebra. The novelty of our method and computations is that the underlying algebra \( B \) is a division algebra.

In all these examples we find that the computed points coincide with global points up to high numerical precision. This gives empirical evidence in support of the rationality of the Darmon points over mixed signature base fields constructed in this article.

\(^2\)To be found at [https://github.com/mmasdeu/darmonpoints](https://github.com/mmasdeu/darmonpoints) and [https://github.com/mmasdeu/cubicpoints](https://github.com/mmasdeu/cubicpoints).
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2. Review of Cohomology and Modular Forms

In this section, we review some fundamental definitions and facts about the cohomology $S$-arithmetic groups and modular forms for $GL_2$ over number fields as they will be used in our constructions.

Let us start by recalling some basics. Let $H = \{ z \in \mathbb{C} : \Im(z) > 0 \}$ denote the upper half-plane model of the real hyperbolic 2-space. The Lie group $PGL_2(\mathbb{R})$ acts on $H$ via the following rule

$$(a \ b \ c \ d) \cdot z = \begin{cases} 
\frac{az + b}{cz + d}, & \text{if } ad - bc > 0, \\
\frac{a\bar{z} + b}{c\bar{z} + d}, & \text{if } ad - bc < 0.
\end{cases}$$

Let $H = \{ z = (x, y) \in \mathbb{C} \times \mathbb{R} : y > 0 \}$ denote the upper half-space model of the real hyperbolic 3-space. The Lie group $PGL_2(\mathbb{C})$ acts on $H$ via the rule

$$(a \ b \ c \ d) \cdot z = \left( \frac{(ax + b)(cx + d) + acy^2}{|cx + d|^2 + |cy|^2}, \frac{|ad - bc|y}{|cx + d|^2 + |cy|^2} \right).$$

Finally, given any number field $F$ and a prime ideal $p$ of $F$, consider the $p$-adic upper half-plane $H_p = \mathbb{P}^1(K_p) \setminus \mathbb{P}^1(F_p)$, where $K_p$ is the unramified quadratic extension of $F_p$. The $p$-adic Lie group $PGL_2(F_p)$ acts on $H_p$ via

$$(a \ b \ c \ d) \cdot z = \frac{az + b}{cz + d}.$$

2.1. Operators on the cohomology. As in Section 1.2, let $F$ be a number field with narrow class number one, ring of integers $\mathcal{O}_F$ and signature $(r, s)$. Let $B$ be a quaternion algebra over $F$ with discriminant $\mathfrak{d}$ that is split at $m \leq r$ real places $\{ \sigma_1, \ldots, \sigma_m \}$ of $F$. Let us fix a finite set $S$ of places $F$ at which $B$ splits, including all such infinite ones. Let $G = G_{B}$ be the algebraic group over $F$ such that $G(A) = (A \otimes_F B)^x / A^x$ for any $F$-algebra $A$, and let $\Gamma$ be an $S$-arithmetic subgroup of $G(F)$. View $\Gamma$ as a discrete subgroup of the group

$$G = \prod_{v \in S} G(F_v) = PGL_2(\mathbb{R})^m \times PGL_2(\mathbb{C})^s \times \prod_{v \in S \text{ finite}} PGL_2(F_v).$$

Let $C(\Gamma)$ be the commensurator of $\Gamma$, that is, the group of all $g \in G$ such that the intersection of $\Gamma$ and $g\Gamma g^{-1}$ has finite index in both groups. Given a $\mathbb{Z}[C(\Gamma)]$-module $M$ and $g \in C(\Gamma)$, we form the linear map $T_g$ (called a Hecke operator) acting on $H^i(\Gamma, M)$ (action on homology is defined similarly) via the following diagram

$$
\begin{array}{ccc}
H^i(\Gamma, M) & \xrightarrow{res} & H^i(\Gamma, M) \\
\downarrow & & \downarrow \\
H^i(\Gamma \cap g\Gamma g^{-1}, M) & \xrightarrow{\alpha} & H^i(g^{-1}\Gamma g \cap \Gamma, M)
\end{array}
$$

where the map $\alpha$ is induced by conjugation by $g^{-1}$. 
In this paper, we will only consider $S$-arithmetic groups that arise via the following construction. Choose an Eichler $O_F$-order $R_0(n) \subset B$ of some level $n$ that is coprime to $\mathfrak{d}$ (see Section 4). Let $\Gamma = \Gamma_0(n)$ be the $S$-arithmetic group given by the image in $G(F)$ of the group of reduced norm 1 elements $R_1^S$ where $R = R_0(n) \otimes_{O_F} O_{F,S}$ and $O_{F,S}$ is the ring of $S$-integers of $F$.

Thanks to our global assumption that $F$ has narrow class number one, every ideal has a totally positive generator. Given a prime ideal $I$ of $F$ that is away from $S$ and coprime to $\mathfrak{d}$, choose such a generator $\pi$. Then there is an element $\gamma_\pi \in R^S$ with norm $\pi$ that is (viewed as an element of $G$) in $C(\Gamma)$ (when $B$ is the matrix algebra, we can take $\gamma_\pi$ to be $\begin{pmatrix} 0 & 1 \\ \mathfrak{d} & 0 \end{pmatrix}$). We will denote the associated Hecke operator with $T_1$ or $U_1$ depending on whether $I \mid n$ or not, respectively.

We will also need the involutions at infinity that act on the cohomology of $\Gamma$. Since $F$ has narrow class number one, there are units $\epsilon_1, \ldots, \epsilon_n$ in $O_F$ such that for $1 \leq i, j \leq n$, one has $\sigma(i) \epsilon_i > 0$ if and only if $i \neq j$. It follows from the Norm Theorem for quaternion algebras, see [Gre09, Section 2] for details, that there are elements $\gamma_{\sigma_i} \in R^S$ of norm $\epsilon_i$ that are (when viewed in $G$) in the normalizer of $\Gamma$ in $G$ (and thus in $C(\Gamma)$) and the Hecke operators $T_{\sigma_i}$ that they give rise to as involutions on the cohomology of $\Gamma$. For example, if $B$ is the matrix algebra we can take $\gamma_{\sigma_i}$ to be $\begin{pmatrix} 0 & \epsilon_i \\ \epsilon_i & 0 \end{pmatrix}$.

2.2. Decomposition of the cohomology. In this section we summarize some well-known results on the structure of the cohomology of arithmetic groups, mostly due to Harder, following [Har75, Har87, LS01]).

Let $\Gamma$ be an $S$-arithmetic group as above. Then as a discrete subgroup of $G$, it acts on the space
\[ X := \mathcal{H}^m \times \mathbb{H}^s \times \prod_{v \in S} \mathcal{H}_v \]
properly and discontinuously. Since $\Gamma$ arises from reduced norm one elements of $R_0(n)$, the action is an orientation-preserving isometry on every component.

Consider the quotient space $X_\Gamma = \Gamma \backslash X$. As the universal cover $X$ is contractible, one can show that the cohomology of the space $X_\Gamma$ agrees with that of its fundamental group $\Gamma$, that is,
\[ H^i(X_\Gamma, \mathbb{C}) \simeq H^i(\Gamma, \mathbb{C}). \]

When $\Gamma$ is arithmetic (that is, $S$ only consists of infinite places), $X_\Gamma = \Gamma \backslash X$ is a finite-volume Riemannian orbifold of dimension $2m + 3s$ and one can say much more about the structure of the cohomology of $X_\Gamma$. So for the rest of this section, let us assume that $\Gamma$ is arithmetic. Note that typically one assumes $X_\Gamma$ to be a smooth manifold for the results that will follow, but one can extend these to arbitrary $X_\Gamma$ by passing to a finite normal subgroup $\Gamma' \subset \Gamma$ and then taking $\Gamma/\Gamma'$-invariants.

Any cohomology class in $H^i(X_\Gamma, \mathbb{C})$ can be represented by a harmonic differential $i$-form on $X_\Gamma$. Moreover, there is Hecke module decomposition
\[ H^i(X_\Gamma, \mathbb{C}) \simeq H^i_{\text{univ}}(X_\Gamma, \mathbb{C}) \oplus H^i_{\text{cusp}}(X_\Gamma, \mathbb{C}) \oplus H^i_{\text{inf}}(X_\Gamma, \mathbb{C}) \]
where the summands on the right hand side are called the universal subspace, the cuspidal subspace and the infinity subspace respectively. The summand $H^i_{\text{inf}}(X_\Gamma, \mathbb{C})$ is related to the cusps of $X_\Gamma$ so it only appears in the cases where $X_\Gamma$ is non-compact.

Let $\mathcal{C}^i(X_\Gamma)$ denote the space of cuspidal harmonic differential $i$-forms on $X_\Gamma$. Then there is an injection $\mathcal{C}^i(X_\Gamma) \to H^i(X_\Gamma, \mathbb{C})$ whose image defines the subspace $H^i_{\text{cusp}}(X_\Gamma, \mathbb{C})$. It is well-known that (see, for example, [LS01, Prop. 2.14.]) the cuspidal part of the cohomology vanishes outside a
certain interval around the middle degree, namely
\begin{equation}
H^i_{\text{cusp}}(\Gamma, \mathbb{C}) = \{0\} \text{ unless } m + s \leq i \leq m + 2s.
\end{equation}

Let $A'(X)$ denote the space of $G(\mathbb{R})$-invariant differential $i$-forms on $X$. Such forms are closed and harmonic, and thus after descending to $X_\Gamma$ they give rise to cohomology classes:

\[ A'(X) \rightarrow H^i(X_\Gamma, \mathbb{C}). \]

The subspace $H^i_{\text{univ}}(X_\Gamma, \mathbb{C})$ is the image of this map. Note that the $A'(X)$ has a basis made of exterior products of combinations of the volume forms on the individual factors of $X$.

Finally, in order to explain $H^i_{\text{inf}}(X_\Gamma, \mathbb{C})$, assume that $X_\Gamma$ is non-compact. It is well-known that the Borel-Serre compactification $X_\Gamma^{\text{BS}}$ of $X$ is a compact manifold with boundary that is homotopy equivalent to $X_\Gamma$. In particular their cohomology groups agree. Consider the map on the cohomology groups induced by the restriction to the boundary map:

\[ \rho_i : H^i(X_\Gamma, \mathbb{C}) \rightarrow H^i(X_\Gamma^{\text{BS}}, \mathbb{C}) \rightarrow H^i(\partial X_\Gamma^{\text{BS}}, \mathbb{C}). \]

The subspace $H^i_{\text{inf}}(X_\Gamma, \mathbb{C})$ is constructed by Harder as a section of the restriction map $\rho_i$ by use of harmonic Eisenstein series. Harder also showed that for $0 < i < m + s$, the map $\rho_i$ is trivial and thus $H^i_{\text{inf}}$ vanishes.

From the perspective of Hecke action, the interesting part of the cohomology is the cuspidal part. Indeed, it is well-known that if $c$ is a simultaneous eigenclass for the action of Hecke operators belonging to the universal part or the infinity part of the cohomology, then one has $T_1 \cdot c = (|l| + 1)c$ for every prime ideal $l$, where $|l|$ denotes the norm of $l$.

Let us also discuss the new subspaces of cohomology. Let $p$ be a prime divisor of $n$. Then there are two different maps from the cohomology of $\Gamma$ to that of $\Gamma_0(n/p)$. The intersection of the kernels of these two maps is denoted $H^i(\Gamma, \mathbb{C})^{p,\text{new}}$ and is preserved by the Hecke action. For a square-free $\delta \mid n$, the $\delta$-new subspace $H^i(\Gamma, \mathbb{C})^{\delta,\text{new}}$ is simply the intersection of all the $p$-new parts for $p \mid \delta$.

Finally, we would like to record a result of Blasius, Franke and Grunewald. Let $\Sigma_S$ and $\Gamma$ be $S$-arithmetic and arithmetic subgroups of $G(F)$ arising from Eichler orders of the same level $n$, as above. Observe that $\Gamma \subset \Gamma_S$. The following result is [BFG94, Theorem 4].

**Theorem 2.1.** The image of the restriction map $H^i(\Gamma_S, \mathbb{C}) \rightarrow H^i(\Gamma, \mathbb{C})$ is precisely $H^i_{\text{univ}}(\Gamma, \mathbb{C})$.

**2.3. Cohomological modular forms.** In this section we talk about cohomological modular forms following mainly Hida [Hid93, Hid94]. Let $\Gamma$ be an arithmetic group as above. For $\gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix}$ in $\text{PGL}_2(\mathbb{R})$ and $z \in \mathcal{H}$, put

\[ j(\gamma, z) = cz + d, \]

for $\gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix}$ in $\text{PSL}_2(\mathbb{C})$ and $z = (x, y) \in \mathbb{H}$, put

\[ j(\gamma, z) = \begin{pmatrix} cx + d & -cy \\ cy & cx + d \end{pmatrix}. \]

Let $\Sigma_{\mathbb{R}}$ denote the real places of $F$ that split $B$ and fix some $J \subset \Sigma_{\mathbb{R}}$. A (column) vector-valued function

\[ f : X \rightarrow (\mathbb{C}^3)^{\otimes s} \]

is called a weight 2 type $J$ cuspidal modular form for $\Gamma$ if

\[ f(\gamma \cdot \underline{z}) = \left( \prod_{\sigma_i \in J} j(\gamma_i, z_i)^{-2} \prod_{\sigma_i \in \Sigma \setminus J} j(\gamma_i, z_i)^{-2} \bigotimes_{i=m+1}^{m+s} \text{Sym}^2 (j(\gamma_i, z_i)^{-1}) \right) \cdot f(\underline{z}) \]
for all $\gamma = (\gamma_i)_{1 \leq i \leq m+s} \in \Gamma$ and $z = (z_i)_{1 \leq i \leq m+s} \in X$, and if $f$ is holomorphic, anti-holomorphic and harmonic with respect to each coordinate $z_i$ with $\sigma_i \in J$, $\sigma_i \in \Sigma \setminus J$ and $m + 1 \leq i \leq m + s$ respectively. If $X_\Gamma$ is non-compact, we also require that $f$ vanishes at the cusps of $X_\Gamma$. We write $S^J_2(\Gamma)$ for the finite-dimensional complex vector space of weight 2 type $J$ cuspidal modular forms for $\Gamma$. For a detailed discussion, we refer the reader to [Hid94, Section 2], with two warnings. Firstly, our notion of “modular form” corresponds to what in [Hid94] is called “automorphic form”. Secondly, we prefer to work with $j(\gamma_i, z_i)^{-1}$ at the complex places. This will make the differential forms that we will have to use for the generalized Eichler-Shimura isomorphism that follows below slightly different than those used by Hida.

This definition generalizes the well-known Hilbert and Bianchi modular forms in the weight 2 case. To see this, let $B$ be the matrix algebra. We get the former by choosing $B$ to be totally real and $J = \Sigma_R$. We obtain the latter by simply taking $B$ to be imaginary quadratic.

Given an ideal $\mathfrak{n}$ with a totally positive generator $\pi$, let $\gamma_\mathfrak{n}$ be as before. We have a finite decomposition $\Gamma \gamma_\mathfrak{n} \Gamma = \bigcup_j \Gamma \gamma_j$ and we define the associated Hecke operator $T_\mathfrak{n}$ on $S^J_2(\Gamma)$ via the rule

$$T_\mathfrak{n}(f)(z) = \sum_j f(\gamma_j \cdot z).$$

We define the involutions at infinity $T_\mathfrak{n}$, on modular forms following the above paragraph. The operator $T_{\sigma_i}$ reverses the analytic behaviour of modular forms at the $i$-th (real) component and thus takes $S^J_2(\Gamma)$ to $S^{J'}_2(\Gamma)$ where $J' = J \setminus \{\sigma_i\}$ if $\sigma_i \in J$, and $J' = J \cup \{\sigma_i\}$ otherwise. To illustrate, momentarily take $B$ to be the matrix algebra over $F$. Let us take $f \in S^J_2(\Gamma)$ and fix some $T_\mathfrak{n}$, given by some $\left(\begin{smallmatrix} 0 & 0 \\ 1 & 0 \end{smallmatrix}\right)$ as sketched above. Then we have

$$(T_{\sigma_i} f)(z) = f(\epsilon z_1, \ldots, \epsilon z_i, \ldots, \epsilon z_m, z_{m+1}', \ldots, z_{m+s}')$$

where for components $i = m + 1, \ldots, m + s$, if $z = (x, y)$ then $z'$ means $(\epsilon x, y)$.

2.4. The Jacquet-Langlands correspondence. Let us now present the celebrated Jacquet-Langlands correspondence in a special case that will be used in the sequel. Consider two quaternion algebras $B, B'$ over the same number field $F$. For the applications we have in mind in this paper, we assume that $B$ is split (the $2 \times 2$-matrix algebra) and that $B'$ is non-split (a division ring) with discriminant $\mathfrak{d}$. Let us take some ideal $\mathfrak{n}$ coprime to $\mathfrak{d}$ and take two arithmetic groups $\Gamma \subset G_B(F) = \text{GL}_2(F)$ and $\Gamma \subset G_{B'}(F)$ such that they arise, as above, from the reduced norm 1 elements of the Eichler orders of levels $\mathfrak{d} \mathfrak{n}$ and $\mathfrak{n}$ in $B$ and $B'$ respectively. Given any subset $J$ of the set of real places at which $B'$ is split, the Jacquet-Langlands correspondence says that the spaces $S^J_2(\Gamma)^{B\text{-new}}$ and $S^J_2(\Gamma')$ are isomorphic as modules under the action of Hecke operators $T_I$ and $U_I$ (if to be coprime to $\mathfrak{d}$) on both sides. Here, the new subspace is defined in a fashion similar to how we defined it in the cohomological setting above.

2.5. Generalized Eichler-Shimura Isomorphism. Given a cuspidal modular form, we can associate cohomology classes to it by forming various types of cuspidal harmonic differential forms. Let us fix some cohomology degree $m + s \leq q \leq m + 2s$ and let $\Sigma_{R}$ be as above and $\Sigma_{C}$ denote the complex places of $F$. Given $J \subset \Sigma_{R}$ and $J' \subset \Sigma_{C}$ such that $|J'| = m + 2s - q$, to every $f \in S^J_2(\Gamma)$, we can associate a differential form $\delta_{J,J'}(f)$ on $X$ of degree $q$. The form $\delta_{J,J'}(f)$ is constructed by using the differential 1-form $dz$ at every real place in $J$ and $dz$ at all the other real places in $\Sigma_{R}$. At every complex place in $J'$, we employ the $\mathbb{C}^3$-valued differential 1-form $dz = (-dx/y, dy/y, d\bar{z}/y)$, and at all the other complex places we use the differential 2-form $dz \wedge d\bar{z}$. More precisely, we have
\[ \delta_{J,J'}(f) = f \cdot dz_{J,J'} \text{ where} \]
\[ dz_{J,J'} = \bigwedge_{\sigma \in J \cup J'} dz_{\sigma} \wedge \bigwedge_{\sigma \in \Sigma \setminus J} d\bar{z}_{\sigma} \wedge \bigwedge_{\sigma \in \Sigma \setminus J'} dz_{\sigma} \wedge d\bar{z}_{\sigma} \]

It turns out that \( \delta_{J,J'}(f) \) is a harmonic differential form on \( X_\Gamma \). The \textit{generalized Eichler-Shimura isomorphism} (see [Hid94, Corollary 2.2]) says that the map

\[ \bigoplus_{J \subseteq \Sigma} \bigoplus_{J' \subseteq \Sigma} S_2^J(\Gamma) \longrightarrow H^{q}_{\text{cusp}}(\Gamma, \mathbb{C}) \tag{2.3} \]

given by

\[ \bigoplus_{J,J'} f_{J,J'} \mapsto \sum_{J,J'} \delta_{J,J'}(f_{J,J'}) \tag{2.4} \]

is an isomorphism of Hecke modules. The details can be found in see [Hid94, Section 2.4].

### 3. Archimedean Darmon Points

We return to the notations and assumptions of §1.2. In particular, \( F \) is a number field of signature \((r, s)\) with \( n \) real places splitting in the quadratic extension \( K/F \), and \( E/F \) an elliptic curve of squarefree conductor \( \mathfrak{N} \). In the whole section we assume that there exists at least one real place of \( F \) which is ramified in \( K \). Recall our labeling of the archimedean places of \( F \):

- \( \{\sigma_1, \ldots, \sigma_n\} \) are real and split in \( K \) (this set is empty if \( n = 0 \));
- \( \{\sigma_{n+1}, \ldots, \sigma_r\} \) are real and ramify in \( K \) (in this § this set is non-empty by assumption);
- \( \{\sigma_{r+1}, \ldots, \sigma_{r+s}\} \) are complex (and the set is empty if \( s = 0 \)).

We choose as our distinguished place \( v \in S(E, K) \) an archimedean place, say \( v = \sigma_{n+1} \). Therefore \( F_v \cong \mathbb{R} \), \( K_v \cong \mathbb{C} \), and \( \mathcal{H}_v = \mathcal{H} \) (the complex upper half plane). In addition, \( B^\times \) acts on the symmetric space

\[ \mathcal{H} \times \mathcal{H}^n \times \mathbb{H}^s \]

by means of \( \iota_{\sigma_{n+1}} \times \iota_1 \times \cdots \times \iota_n \times \iota_{r+1} \times \cdots \times \iota_{r+s} \) (cf. (1.9) (1.10) (1.11)). Thanks to our running assumption that \( \text{sign}(E/K) = -1 \) the set

\[ S(E, K) \setminus \{\sigma_{n+1}\} = \{q \mid \mathfrak{N} : q \text{ is inert in } K\} \cup \{\sigma_{n+2}, \ldots, \sigma_r\} \tag{3.1} \]

has even cardinality, and \( B \) is the quaternion algebra over \( F \) that ramifies exactly at (3.1). Recall the ideal \( \mathfrak{m} \) defined by \( \mathfrak{N} = \mathfrak{d}\mathfrak{m} \), where \( \mathfrak{d} \) denotes the discriminant of \( B \).

We also fix \( R_0(\mathfrak{m}) \subset B \) an Eichler order of level \( \mathfrak{m} \) and we let \( \Gamma = \Gamma_0(\mathfrak{m}) \subset B^\times / F^\times \) be the image of its group of norm 1 elements under the projection \( B \to B^\times / F^\times \). Let \( \mathcal{O} \subset K \) be an order of conductor relatively prime to \( \mathfrak{N} \) and let \( \psi : \mathcal{O} \to R_0(\mathfrak{m}) \) be an optimal embedding.

In the remaining of the section, building on the circle of ideas introduced by [Dar04, Chapter 8], [Gär12], and [Gre09] in the case \( s = 0 \), we give a general construction of Darmon points on \( E(\mathbb{C}) \) that also takes into account the case \( s > 0 \). As outlined in the introduction, we break it into three steps: construct a homology class \( \Delta_\psi \in H_{n+s}(\Gamma, \text{Div}^0 \mathcal{H}) \) associated to an optimal embedding \( \psi \); construct a cohomology class \( \Phi_E \in H^{n+s}(\Gamma, \Omega^1 \mathcal{H}) \) associated to the character \( \lambda_E \); and construct an “integration pairing” to define \( P_\psi \) in terms of the pairing \( \int_{\Delta_\psi} \Phi_E \).
3.1. **The homology class.** For any optimal embedding \( \psi \in \mathcal{E}(O, R_0(m)) \) the field \( K \) acts on \( \mathcal{H} \) via \( \iota_{\sigma_{n+1}} \circ \psi \). Since \( \sigma_{n+1} \) ramifies in \( K \) there exists a unique \( \tau_\psi \in \mathcal{H} \) fixed by \( K \). By the Dirichlet unit theorem the abelian group \( O_1^\times \), consisting of units of \( O \) having norm 1 over \( F \), has rank given by

\[
\text{rk}_Z(O_1^\times) = \text{rk}_Z(O_K^\times) - \text{rk}_Z(O_F^\times) = 2n + r - n + 2s - (r + s) = n + s.
\]

In particular, \( O_1^\times /\text{torsion} \simeq \mathbb{Z}^{n+s} \) so that \( H_{n+s}(O_1^\times /\text{torsion}, \mathbb{Z}) \simeq \mathbb{Z} \) and we fix a generator \( \Delta \) of this homology group. Let \( \tau_\psi \) denote the stabilizer of \( \tau_\psi \) under the action of \( \Gamma \), which is isomorphic to \( \psi(O_1^\times) /\text{torsion} \). Following Greenberg [Gre09], we let \( \Delta_\psi \in H_{n+s}(\Gamma_\psi, \mathbb{Z}) \) be an element that maps to \( \Delta \) under the identification

\[
H_{n+s}(\Gamma_\psi, \mathbb{Z}) \simeq H_{n+s}(O_1^\times /\text{torsion}, \mathbb{Z}).
\]

The inclusion \( \Gamma_\psi \subset \Gamma \), which is compatible with the degree map \( \text{Div} \mathcal{H} \to \mathbb{Z} \), induces a natural homomorphism

\[
j : H_{n+s}(\Gamma_\psi, \mathbb{Z}) \to H_{n+s}(\Gamma, \text{Div} \mathcal{H}).
\]

In terms of the **bar resolution** (see [Bro82, Chapter I.5]), the element \( j(\Delta_\psi) \) can also be described as follows: let \( u_1, \ldots, u_{n+s} \) be a basis of \( O_1^\times /\text{torsion} \), and set \( \gamma_i = \psi(u_i) \). Then:

\[
j(\Delta_\psi) = \sum_{\sigma \in \mathcal{S}_{n+s}} \text{sgn}(\sigma)(\gamma_1 \cdots |\gamma_{n+s}) \otimes \tau_\psi
\]

For example, when \( n = s = 0 \) this is just the class defined by \( \tau_\psi \) (c.f. Section 1.1), and when \( n + s = 1 \) this is the class defined by \( \gamma_1 \otimes \tau_\psi \), which will be used in the explicit computations of Section 5.

The exact sequence

\[
0 \to \text{Div}^0 \mathcal{H} \to \text{Div} \mathcal{H} \xrightarrow{\text{deg}} \mathbb{Z} \to 0
\]

gives rise to the long exact sequence of homology groups

\[
\cdots \to H_{n+s+1}(\Gamma, \mathbb{Z}) \xrightarrow{\delta} H_{n+s}(\Gamma, \text{Div}^0 \mathcal{H}) \to H_{n+s}(\Gamma, \text{Div} \mathcal{H}) \xrightarrow{\text{deg}} H_{n+s}(\Gamma, \mathbb{Z}) \to \cdots,
\]

where \( \delta \) denotes the connection homomorphism. We remark that, since the maps of (3.3) are \( B^s \)-equivariant, all the maps of (3.4) are Hecke equivariant. Fix a prime \( l \) relatively prime to \( \mathfrak{N} \) and define the operator \( \pi = T_l - \lfloor l \rfloor - 1 \), where \( \lfloor l \rfloor \) stands for the norm of \( l \).

**Proposition 3.1.** The homology class \( \text{deg} \circ \pi \circ j(\Delta_\psi) \in H_{n+s}(\Gamma, \mathbb{Z}) \) is torsion.

**Proof.** First of all \( T_l \) does not act on the cuspidal component \( H^{\text{cusp}}_{n+s}(\Gamma, \mathbb{C}) \) as \( \lfloor l \rfloor + 1 \) (this follows from the known bounds for eigenvalues of Hecke operators on cusp forms as in, e.g., [LRS99]). But \( T_l \) does act as \( \lfloor l \rfloor + 1 \) on the universal and infinity subspaces, and this implies that \( \pi(H_{n+s}(\Gamma, \mathbb{C})) \subset H^{\text{cusp}}_{n+s}(\Gamma, \mathbb{C}) \). But \( H^{\text{cusp}}_{n+s}(\Gamma, \mathbb{C}) = 0 \) for \( n + 1 + s \leq i \leq n + 1 + 2s \) by (2.1). Thus we see that \( H^{\text{cusp}}_{n+s}(\Gamma, \mathbb{C}) = 0 \) because it is the dual to \( H^{\text{cusp}}_{n+s}(\Gamma, \mathbb{C}) \). From the commutativity of the diagram

\[
\begin{array}{ccc}
H_{n+s}(\Gamma, \text{Div} \mathcal{H}) & \xrightarrow{\text{deg}} & H_{n+s}(\Gamma, \mathbb{Z}) \\
\downarrow \pi & & \downarrow \pi \\
H_{n+s}(\Gamma, \text{Div} \mathcal{H}) & \xrightarrow{\text{deg}} & H_{n+s}(\Gamma, \mathbb{Z})
\end{array}
\]
we obtain that \( \text{deg} \circ \pi \circ j(\Delta_\psi) \) is trivial as an element in \( H_{n+s}(\Gamma, \mathbb{C}) \), from which the result follows.

\[ \square \]

Therefore, some multiple of \( \pi \circ j(\Delta_\psi) \) has a preimage in \( H_{n+s}(\Gamma, \text{Div}^0 \mathcal{H}) \) under the map of (3.4). Let \( e \) be the smallest such multiple, and define

\[
\Delta_\psi \in H_{n+s}(\Gamma, \text{Div}^0 \mathcal{H})
\]
to be any preimage of \( e \circ \pi \circ j(\Delta_\psi) \).

**Remark 3.2.** Observe that \( \Delta_\psi \) is in fact only well defined up to elements in \( \delta(H_{n+s+1}(\Gamma, \mathbb{Z})) \).

**Remark 3.3.** If \( K/F \) is not a CM extension, there is a way to pull back (a multiple of) \( j(\Delta_\psi) \) to \( H_{n+s}(\Gamma, \text{Div}^0 \mathcal{H}) \), rather than pulling back the “projection to the cuspidal component” \( \pi \circ j(\Delta_\psi) \) as we did above. This is more akin to the approach taken by Gartner [Gar12] and Greenberg [Gre09]. Since in the end we will pair the homology class with a cohomology class that lies in the cuspidal component (cf.§3.3 below), and the integration pairing is Hecke equivariant, the resulting points will be the same.

### 3.2. The cohomology class

Recall the character \( \lambda_{\mathcal{E}} \) associated to \( \mathcal{E} \) and to a choice of “signs at infinity” in (1.14). In this section we construct a cohomology class \( \Phi_{\mathcal{E}} \in H^{n+s}(\Gamma, \Omega_{\mathcal{H}}) \) attached to \( \lambda_{\mathcal{E}} \).

By our running assumption that \( \mathcal{E} \) is modular and the Jacquet–Langlands correspondence there exists a \( \mathfrak{d} \)-new modular form \( f_{\mathcal{E}} \) for \( \Gamma \) such that \( T_l f_{\mathcal{E}} = a_l(\mathcal{E}) f_{\mathcal{E}} \) for all primes \( l \nmid \mathfrak{d} \). Recall that \( f_{\mathcal{E}} \) can be regarded as a function

\[
f_{\mathcal{E}} : \mathcal{H} \times \mathbb{H}^n \times \mathbb{H}^s \rightarrow \mathbb{C}^s
\]

which is holomorphic in the \( n+1 \)-variables in \( \mathcal{H} \), harmonic in the \( s \) variables in \( \mathbb{H} \), and satisfies certain invariance properties with respect to the action of \( \Gamma \). Such a modular form is an eigenform for the Hecke operators associated to prime ideals, but not for the involutions at the infinite places. To remedy this situation, we introduce \( \tilde{f}_{\mathcal{E}} \):

\[
\tilde{f}_{\mathcal{E}} = \sum_{i=1}^{n} \lambda_{\mathcal{E}}(\sigma_i) T_{\sigma_i}(f_{\mathcal{E}}),
\]

where \( T_{\sigma_i} \) denotes the Hecke operator at the infinite place \( \sigma_i \). We see that, by construction, \( \tilde{f}_{\mathcal{E}} \) satisfies that \( T_w(\tilde{f}_{\mathcal{E}}) = \lambda_{\mathcal{E}}(w) \tilde{f}_{\mathcal{E}} \) at all places \( w \) away from \( \mathfrak{d} \mathfrak{v} \). In other words, \( \tilde{f}_{\mathcal{E}} \) lies in the isotypical component corresponding to the character \( \lambda_{\mathcal{E}} \).

We denote by \( \omega_{\mathcal{E}} \) the differential form on the real manifold \( \mathcal{H} \times \mathcal{H}^n \times \mathbb{H}^s \) induced by \( \tilde{f}_{\mathcal{E}} \) under the map (2.4). It is worth noting that, although this differential form is not holomorphic in general (the hyperbolic 3-space \( \mathbb{H} \) does not even have a complex structure) the form \( \omega_{\mathcal{E}} \) is actually holomorphic in the first variable.

To simplify the notation, we set \( t = n+s \). The differential form \( \omega_{\mathcal{E}} \) gives rise to a cohomology class \( \Phi_{\mathcal{E}} \in H^t(\Gamma, \Omega_{\mathcal{H}}) \) as follows. Fix a base point \( (x_1, \ldots, x_t) \in \mathcal{H}^n \times \mathbb{H}^s \). Define the cochain \( k_{\mathcal{E}} \in C^t(\Gamma, \Omega_{\mathcal{H}}^\bullet) \) by:

\[
k_{\mathcal{E}}(\gamma_1, \ldots, \gamma_t) = \int_{x_1}^{\gamma_1 x_1} \int_{x_2}^{\gamma_2 x_2} \cdots \int_{x_t}^{\gamma_t x_t} \omega_{\mathcal{E}},
\]

where the integrals appearing in the right hand side are line integrals on the factors \( \mathcal{H}^n \times \mathbb{H}^s \).

**Lemma 3.4.** The cochain \( k_{\mathcal{E}} \) is an \( m \)-cocycle.
Therefore we deduce that
\[ \kappa_E(\gamma_1) - \kappa_E(\gamma_1 \gamma_2) + \gamma_1 \kappa_E(\gamma_2) = 0 \]
for all \( \gamma_1, \gamma_2 \in \Gamma \). For \( P \) and \( Q \) arbitrary points in \( H \) we have
\[
\int_P \int_{x_1}^{\gamma_1 x_1} \omega - \int_P \int_{x_1}^{\gamma_1 x_2 x_1} \omega + \int_P \int_{x_2}^{\gamma_1 -1 P} \int_{x_1}^{\gamma_1 x_1} \omega = \int_P \int_{x_1}^{\gamma_1 x_1} \omega - \int_P \int_{x_1}^{\gamma_1 x_2 x_1} \omega + \int_P \int_{x_1}^{\gamma_1 x_2 x_1} \omega + \int_P \int_{x_1}^{\gamma_1 x_1} \omega = 0.
\]
Therefore, the differential form \((d\kappa_E)(\gamma_1, \gamma_2)\) integrates to zero along any path, hence it is zero.

**Lemma 3.5.** The class of \( \kappa_E \) in \( H^1(\Gamma, \Omega^1_H) \) does not depend on the base point \((x_1, \ldots, x_1)\).

**Proof.** We also do the case \( t = 1 \), the general case is done similarly by induction. In this proof we denote by \( \kappa_E^x \) the cocycle defined using \( x \) as the base point. Given \( x_1 \) and \( x_2 \), define a one-form \( \alpha \) by:
\[ \alpha = \int_{x_1}^{x_2} \omega_E. \]
As before, the integral appearing on the right is a line integral on the second factor. Then:
\[
\int_P \int_{x_1}^{\gamma x_1} \omega_E - \int_P \int_{x_2}^{\gamma x_2} \omega_E = \int_P \int_{x_1}^{x_2} \omega_E - \int_P \int_{x_1}^{\gamma x_1} \omega_E = \int_P \int_{\gamma^{-1} P}^{x_1} \int_{x_1}^{\gamma x_1} \omega_E = \int_P \int_{x_1}^{x_2} \omega_E - \int_P \int_{\gamma^{-1} P}^{x_1} \int_{x_1}^{\gamma x_1} \omega_E
\]
Therefore we deduce that \( \kappa_E^x_1 - \kappa_E^x_2 \) is a coboundary.

Finally, we define \( \Phi_E \) as the class of \( \kappa_E \) in \( H^1(\Gamma, \Omega^1_H) \).

**Proposition 3.6.** The class \( \Phi_E \) belongs to the \( \lambda_E \)-isotypical component of \( H^1(\Gamma, \Omega^1_H) \).

**Proof.** This follows from the explicit description of the action of the Hecke algebra on group cohomology, together with the fact that \( \omega_E \) belongs to the \( \lambda_E \)-isotypical component.

**Remark 3.7.** The class \( \Phi_E \) constructed above can be related to the cocycle \( \kappa' = \kappa'_E \) introduced in [Dar04, Section 8.3], in the restricted case considered in loc. cit. That is, suppose that \( F \) is a totally real field, and that \( K/F \) is an almost totally real extension. Moreover, assume that \( \#S(E, K) = 1 \). Consider the exact sequence of \( \Gamma \)-modules
\[ 0 \to \mathbb{C} \to \mathcal{O}_H \xrightarrow{d} \Omega^1_H \to 0, \]
where \( \mathcal{O}_H \) denotes the vector space of complex analytic functions on \( H \), and \( d \) is the usual differential map. Here the left action of \( \Gamma \) on \( \mathcal{O}_H \) and \( \Omega^1_H \) is induced from the corresponding action of \( \Gamma \) on \( H \) given by the embedding \( \iota_\nu \). In particular, the action of \( \Gamma \) on \( \Omega^1_H \) is given by:
\[ \gamma \cdot f(t) dt = f(\gamma^{-1} t) d\gamma^{-1} t. \]

Taking \( \Gamma \)-invariants yields a long exact sequence:
\[
\cdots \to H^n(\Gamma, \mathcal{O}_H) \to H^n(\Gamma, \Omega^1_H) \xrightarrow{d'} H^{n+1}(\Gamma, \mathcal{C}) \to H^{n+1}(\Gamma, \mathcal{O}_H) \to \cdots
\]
It is easy to verify that the class \( \Phi_E \) satisfies \( d'_n(\Phi_E) = [\kappa'_E] \).
3.3. Integration pairing and construction of the point. Path integration of holomorphic 1-forms on \( H \) gives a \( \Gamma \)-equivariant integration pairing
\[
\text{Div}^0 H \times \Omega^1_H \rightarrow \mathbb{C}, \\
(\tau_2 - \tau_1, \omega) \mapsto \int_{\tau_2}^{\tau_1} \omega.
\]
which, by cup product, induces a pairing
\[
H_{n+s}(\Gamma, \text{Div}^0 H) \times H^{n+s}(\Gamma, \Omega^1_H) \rightarrow \mathbb{C}, \\
(\Delta, \omega) \mapsto \int_{\Delta} \omega.
\]

**Remark 3.8.** Although in §1.2 we phrased the construction in terms of a multiplicative integration pairing, in the archimedean case it seems more natural to use the usual additive integral, and this is how we proceed in this section. One can translate everything to the multiplicative notation by simply applying the exponential map to the line integrals, and working with Tate’s uniformization instead of the Weierstrass map.

Recall the connecting homomorphism \( \delta \): \( H_{n+s+1}(\Gamma, \mathbb{Z}) \rightarrow H_{n+s}(\Gamma, \text{Div}^0 H) \) arising in (3.4) and define
\[
L = \left\{ \int_{\delta(c)} \Phi_E : c \in H_{n+s+1}(\Gamma, \mathbb{Z}) \right\} \subset \mathbb{C}. 
\]

Now let \( \omega_E \in H^0(E, \Omega^1_E) \) be a global regular differential 1-form on \( E \) which extends to a smooth differential on the Néron model \( \mathcal{E}/\mathcal{O}_F \) of \( E \). For each \( i \in \{1, \ldots, r+s\} \), denote by \( \Lambda_i \) the corresponding period lattice obtained by integrating \( \sigma_i(\omega_E) \) against \( H^1(E_i(\mathbb{C}), \mathbb{Z}) \). For \( \sigma_i \) real denote by \( \Omega^+_i \) (resp. \( \Omega^-_i \)) a generator of \( \Lambda_i \cap \mathbb{R} \) (resp. of \( \Lambda_i \cap i\mathbb{R} \)). For \( \sigma_i \) complex simply denote by \( \Omega_i, \Omega'_i \) some generators of \( \Lambda_i \). We denote by \( \Lambda_v \) the period lattice attached to the distinguished real place \( v = \sigma_{n+1} \). We define
\[
\Omega^\lambda_E = \prod_{i=1}^{n} \Omega^\lambda_{E(\sigma_i)} i^{r+s} \prod_{i=r+1}^{n} \text{Im}(\Omega_i \Omega'_i) 
\]
and the lattice \( \Lambda_E = \Omega^\lambda_E \Lambda_v \). We remark that \( \Lambda_E \) is a natural generalization to mixed signature base fields of the lattice considered in [Dar04, §8.3]. In the same spirit, the following is a generalization of a conjecture of Oda (cf. [DL03, Conjecture 2.1]) and of Yoshida (cf. [Gär12, §3]) to the case where \( F \) is of mixed signature.

**Conjecture 3.9.** There exists an isogeny \( \beta : \mathbb{C}/L \rightarrow E_v(\mathbb{C}) \).

We remark that the conjecture stated above just asserts the existence of a nonzero complex number \( \alpha \) such that \( \alpha \Lambda_E \subseteq L \). When \( B = M_2(F) \) is the split algebra and \( f_E \) is normalized, \( \alpha \) can be taken to be algebraic and, in fact can be made explicit up to small rational factors (see the formula (5.2)). For example, when \( F = \mathbb{Q} \) the number \( \alpha \) is related to the Manin constant.

Granting the conjecture we define
\[
P_\psi = \beta \left( \int_{\Delta_v} \Phi_E \right).
\]
We identify \( H^+_\mathcal{O} \) with a subfield of \( \mathbb{C} \) by means of a fixed extension of \( v \) to \( H^+_\mathcal{O} \). The following conjecture is a natural generalization of [Gär12, Conjecture 5.1] and [Dar04, Conjecture 8.17].
Conjecture 3.10. The isogeny $\beta$ can be chosen in such a way that $P_\psi$ belongs to $E_v(H_1^F)$ and $P_\alpha\psi = \text{rec}(\alpha)(P_\psi)$ for any $\alpha \in \text{Pic}^+(O)$.

4. Non-archimedean Darmon points

We return to the notations and assumptions of §1.2, but now we suppose that there exists at least one prime $p \mid \mathfrak{N}$ that is inert in $K$, and we take $v = p$ as the distinguished place. Therefore, in this section $E_v = F_p$ is a $p$-adic field, $K_v = K_p$ is the quadratic unramified extension of $F_p$, and $K = K_p \setminus F_p$.

Recall the factorization of the conductor of $E$, which now takes the form

$$\mathfrak{N} = pdm,$$

where $d$ is the product of primes different from $p$ that are inert in $K$ and $m$ is the product of primes that are split in $K$. The quaternion algebra $B$ ramifies at the places

$$\{q \mid d\} \cup \{\sigma_{n+1}, \ldots, \sigma_r\},$$

and it acts on

$$\mathcal{H}_p \times \mathbb{H}^n \times \mathbb{H}^m$$

by means of $t_p \times t_1 \times \cdots \times t_n \times t_{r+1} \times \cdots \times t_{r+s}$ (cf. (1.9) (1.10) (1.11)). We fix also $R_0(pm) \subset R_0(m)$ Eichler orders of level $pm$ and $m$, and we set $\Gamma_0(pm)$ (resp. $\Gamma_0(m)$) to be the image of $R_0(pm)_1 \times$ (resp. of $R_0(m)_1^1$) in $B^\times/F^\times$. Finally, we let $R = R_0(m) \otimes_{O_F} O_F(p)$ and let $\Gamma$ be the image of $R_1^1$ in $B^\times/F^\times$.

4.1. The homology class. Let $O \subset K$ be an order of conductor relatively prime to $\mathfrak{N}$ and let $\psi \in \mathcal{E}(O, R_0(m))$ be an optimal embedding. Note that such embeddings exist because all the primes dividing $m$ split in $K$. In this section we construct an homology class $\Delta_\psi \in H_{n+s}(\Gamma, \text{Div}^0 \mathcal{H}_p)$.

We remark that, unlike in the archimedean setting of §3.1, now $\Gamma$ is an $S$-arithmetic group which acts on the $p$-adic upper half plane $\mathcal{H}_p$. In spite of this difference, the definition of $\Delta_\psi$ is formally very similar to that of §3.1.

First of all $K$ acts on $\mathcal{H}_p$ via $t_p \ast \psi$, and there exists a unique $\tau_\psi \in \mathcal{H}_p$ such that

$$t_p \ast \psi(x) \begin{pmatrix} \tau_\psi & 1 \\ 1 & 1 \end{pmatrix} = x \cdot \begin{pmatrix} \tau_\psi & 1 \\ 1 & 1 \end{pmatrix} \quad \text{for all } x \in K.$$ 

Let $O_1^\times = \{x \in O \mid \text{Nm}_{K/F} x = 1\}$ and let $\Gamma_0(m)_{\tau_\psi}$ be the stabilizer of $\tau_\psi$ in $\Gamma_0(m)$. The embedding $\psi$ induces an identification $\Gamma_0(m)_{\tau_\psi} \simeq O_1^\times /\text{torsion}$. By Dirichlet’s unit theorem $O_1^\times$ has rank $n + s$, and we fix a generator $\Delta$ of $H_{n+s}(O_1^\times /\text{torsion}, \mathbb{Z}) \simeq \mathbb{Z}$. Then we let $\tilde{\Delta}_\psi \in H_{n+s}(\Gamma_0(m)_{\tau_\psi}, \mathbb{Z})$ be an element mapping to $\Delta$ under the identification $H_{n+s}(\Gamma_0(m)_{\tau_\psi}, \mathbb{Z}) \simeq H_{n+s}(O_1^\times /\text{torsion}, \mathbb{Z})$.

As in (3.2) the inclusion $\Gamma_0(m)_{\tau_\psi} \subset \Gamma_0(m)$ induces a natural map

$$j : H_{n+s}(\Gamma_0(m)_{\tau_\psi}, \mathbb{Z}) \longrightarrow H_{n+s}(\Gamma_0(m), \text{Div} \mathcal{H}_p).$$

Set $c_\psi = j(\tilde{\Delta}_\psi)$. In this case, we also need to consider the restriction map induced by the inclusion $\Gamma_0(m) \subset \Gamma$:

$$\text{res} : H_{n+s}(\Gamma_0(m), \text{Div} \mathcal{H}_p) \longrightarrow H_{n+s}(\Gamma, \text{Div} \mathcal{H}_p).$$

One can get an expression for $\text{res}(c_\psi) \in H_{n+s}(\Gamma, \text{Div} \mathcal{H}_p)$ in terms of the bar resolution which is very similar to that found in §3.1.
The exact sequence of $B$-modules

$$0 \to \text{Div}^0 \mathcal{H}_p \to \text{Div} \mathcal{H}_p \xrightarrow{\deg} \mathbb{Z} \to 0$$

gives rise to the long exact sequence in $\Gamma$-homology

$$(4.3) \quad \cdots \to H_{n+s+1}(\Gamma, \mathbb{Z}) \xrightarrow{\delta} H_{n+s}(\Gamma, \text{Div}^0 \mathcal{H}_p) \to H_{n+s}(\Gamma, \text{Div} \mathcal{H}_p) \xrightarrow{\deg} H_{n+s}(\Gamma, \mathbb{Z}) \to \cdots$$

We fix a prime $l \nmid N$ and denote by $\pi$ the element of the Hecke algebra $T_l - \frac{1}{l},$ which we will regard as an operator acting on different homology groups.

**Proposition 4.1.** The homology class $\deg \circ \pi \circ \text{res}(c\psi) \in H_{n+s}(\Gamma, \mathbb{Z})$ is torsion.

**Proof.** By the commutativity of the diagram

$$\begin{array}{ccc}
H_{n+s}(\Gamma, \text{Div} \mathcal{H}) & \xrightarrow{\deg} & H_{n+s}(\Gamma, \mathbb{Z}) \\
\downarrow \pi & & \downarrow \pi \\
H_{n+s}(\Gamma, \text{Div} \mathcal{H}) & \xrightarrow{\deg} & H_{n+s}(\Gamma, \mathbb{Z})
\end{array}$$

we see that $\deg \circ \pi \circ \text{res}(c\psi) = \pi \circ \deg \circ \text{res}(c\psi)$. The following diagram also commutes:

$$\begin{array}{ccc}
H_{n+s}(\Gamma_0(m), \text{Div} \mathcal{H}) & \xrightarrow{\deg} & H_{n+s}(\Gamma_0(m), \mathbb{Z}) \\
\downarrow \text{res} & & \downarrow \text{res} \\
H_{n+s}(\Gamma, \text{Div} \mathcal{H}) & \xrightarrow{\deg} & H_{n+s}(\Gamma, \mathbb{Z})
\end{array}$$

and we see that $\deg \circ \pi \circ \text{res}(c\psi) = \pi \circ \text{res} \circ \deg(c)$. By Theorem 2.1, the image of the restriction map $\text{res}: H_{n+s}(\Gamma_0(m), \mathbb{C}) \to H_{n+s}(\Gamma, \mathbb{C})$ is isomorphic to $H_{n+s}^{\text{univ}}(\Gamma_0(m), \mathbb{C})$. Since Hecke operators commute with restriction maps and $\pi \left( H_{n+s}^{\text{univ}}(\Gamma_0(m), \mathbb{C}) \right) = 0$, we have that $\pi \circ \text{res} \circ \deg(c\psi)$ is 0, viewed as an element of $H_{n+s}(\Gamma, \mathbb{C})$ and this proves the proposition. \qed

Therefore, in view of (4.3), there is a positive multiple of $\pi \circ \text{res}(c\psi)$ lying in the image of $H_{n+s}(\Gamma, \text{Div}^0 \mathcal{H}_p)$. Let $e$ be the smallest such multiple, and we define

$$\Delta_\psi \in H_{n+s}(\Gamma, \text{Div}^0 \mathcal{H}_p)$$

to be the element mapping to $e \cdot \pi \circ \text{res}(c\psi)$.

**Remark 4.2.** The element $\Delta_\psi$ is only well defined up to elements in $\delta(H_{n+s+1}(\Gamma, \mathbb{Z}))$.

**Remark 4.3.** Similarly as in Remark 3.3, if $K/F$ is not CM one can also show directly that a multiple of $\text{res} \circ j(\Delta_\psi)$ has a preimage in $H_{n+s}(\Gamma, \text{Div}^0 \mathcal{H}_p)$. This requires introducing a geometric interpretation of the cycles involved, and it is what is done in [Gre09, §7] in the case of $F$ being totally real. If $F$ has complex places the same argument goes through, with some modifications due to the factors $\mathbb{H}$ in the symmetric domain.
4.2. The cohomology class. We proceed to define the cohomology class attached to the character \( \lambda_E \) of (1.14). Recall the Bruhat-Tits \( \mathcal{T} \) of \( GL_2(F_p) \). It is a \((|p| + 1)\)-regular tree which is a deformation retract of the \( p \)-adic upper half plane (see, e.g., [DT08] for more details). We denote by \( \mathcal{V} \) (resp. \( \mathcal{E} \)) the set of vertices (resp. directed edges) of \( \mathcal{T} \). Given \( e \in \mathcal{E} \) we denote by \( \bar{e} \) its opposite edge, and by \( s(e) \) (resp. \( t(e) \)) its source (resp. target) vertex. For any subring \( A \) of \( K_p \) we denote by \( \mathcal{F}_0(\mathcal{E}, A) \) the \( A \)-module of functions \( f \) from \( \mathcal{E} \) to \( A \) satisfying \( f(\bar{e}) = -f(e) \), and by \( \mathcal{F}(\mathcal{V}, A) \) the \( A \)-module of functions from \( \mathcal{V} \) to \( A \). The module of \( A \)-valued harmonic cocycles \( HC(A) \) is defined by means of the exact sequence

\[
(4.4) \quad 0 \to HC(A) \to \mathcal{F}_0(\mathcal{E}, A) \xrightarrow{h} \mathcal{F}(\mathcal{V}, A) \to 0,
\]

where \( h \) is the map

\[
h(f)(v) = \sum_{s(e) = v} f(e).
\]

Proposition 4.4. There is a Hecke-equivariant long exact sequence

\[
(4.5) \quad \cdots \to H^i(\Gamma, HC(A)) \to H^i(\Gamma_0(\mathfrak{m}), A) \overset{\alpha_i}{\to} H^i(\Gamma_0(\mathfrak{m}), A)^2 \to \cdots
\]

The proof of the above proposition can be found in [Gre09, §8] for totally real \( F \), but the same argument works in general. We briefly recall the main steps. First of all, taking \( \Gamma \)-invariants in \((4.4)\) one obtains the long exact sequence

\[
\cdots \to H^i(\Gamma, HC(A)) \to H^i(\Gamma, \mathcal{F}_0(\mathcal{E}, A)) \to H^i(\Gamma, \mathcal{F}(\mathcal{V}, A))^2 \to \cdots.
\]

If \( H \) is a subgroup of a group \( G \) acting on \( A \) we set \( \text{Ind}^G_H A = \text{Hom}_{\mathbb{Z}[H]}(\mathbb{Z}[G], A) \). Then we have the following identifications

\[
\mathcal{F}(\mathcal{V}, A) \cong \left( \text{Ind}^\Gamma_{\Gamma_0(\mathfrak{m})} A \right)^2 \quad \text{and} \quad \mathcal{F}_0(\mathcal{E}, A) \cong \text{Ind}^\Gamma_{\Gamma_0(\mathfrak{pm})} A.
\]

Indeed, strong approximation and the fact that the base field \( F \) has class number one implies that \( \Gamma \) acts on \( \mathcal{E} \) with two orbits \( \mathcal{E}_0 \) and \( \mathcal{E}_1 \) (usually called even and odd edges), such that \( e \in \mathcal{E}_0 \) if and only if \( \bar{e} \in \mathcal{E}_1 \). The group \( \Gamma \) also acts with two orbits on \( \mathcal{V} \). This gives bijections of \( \Gamma \)-sets

\[
\mathcal{V} \cong (\Gamma_0(\mathfrak{m}) \backslash \Gamma)^2, \quad \mathcal{E}_0 \cong \Gamma_0(\mathfrak{pm}) \backslash \Gamma,
\]

which induce the claimed isomorphisms. Now the Shapiro isomorphisms

\[
H^i(\Gamma, \text{Ind}^\Gamma_{\Gamma_0(\mathfrak{m})} A) \cong H^i(\Gamma_0(\mathfrak{m}), A) \quad \text{and} \quad H^i(\Gamma, \text{Ind}^\Gamma_{\Gamma_0(\mathfrak{pm})} A) \cong H^i(\Gamma_0(\mathfrak{pm}), A)
\]

give the exact sequence of Proposition 4.4.

From \((4.5)\) we extract the short exact sequence

\[
(4.6) \quad 0 \to \text{coker} \alpha_{n+s-1} \to H^{n+s}(\Gamma, HC(A)) \to H^{n+s}(\Gamma_0(\mathfrak{pm}), A)^{p\text{-new}} \to 0.
\]

The following result is [Gre09, Proposition 25].

Proposition 4.5. The short exact sequence \((4.6)\) induces an isomorphism

\[
H^{n+s}(\Gamma, HC(Q))^{\lambda_E} \cong \left( H^{n+s}(\Gamma_0(\mathfrak{pm}), Q)^{p\text{-new}} \right)^{\lambda_E},
\]

where the superscript \( \lambda_E \) denotes the \( \lambda_E \)-isotypical component.
As a consequence of the modularity of $E$, the Jacquet–Langlands correspondence, and multiplicity-one [Ram00], we have that $(H^{n+s}(\Gamma_0(pm), \mathbb{Q})^p\text{-new})^{\lambda_E}$ is one-dimensional. Therefore, as a corollary of the above proposition so is $H^{n+s}(T, \text{HC}(\mathbb{Q})^p\text{-new})^{\lambda_E}$.

Denote by $\Omega^1_{\mathcal{H}_p}(\mathbb{Z})$ the $\mathbb{Z}$-module of rigid-analytic 1-forms on $\mathcal{H}_p$ for which all of their residues are in $\mathbb{Z}$. There is a reduction map (see [Dar04, Section 5.1]) $\mathcal{H}_p \to T$, and for every edge $e$ of $T$ we denote by $A_e = \text{red}^{-1}(e)$, which is an oriented annulus in $\mathcal{H}_p$. One has $H^1_{\text{dR}}(A_e) \cong \mathbb{C}_p\frac{z}{e}$, and therefore there is a well defined residue map $\text{res}_{A_e}$ sending $dz/z$ to 1. An oriented edge $e \in \mathcal{E}(T)$ determines also a compact open subset $U_e \subset \mathbb{P}^1(F_p)$, and this assignment is $\text{GL}_2(F_p)$-equivariant and can be arranged to send a distinguished edge $e_\ast$ to $\mathbb{Z}_p \subset \mathbb{P}^1(F_p)$. Finally, the collection $\{U_e : e \in \mathcal{E}(T)\}$ constitutes a basis of compact opens of $\mathbb{P}^1(F_p)$. Since any compact open subset $U \subset \mathbb{P}^1(F_p)$ can be written as a finite disjoint union of sets of the form $U_e$, the map $U_e \mapsto \text{res}_{A_e}(\omega)$ can extends to a map $U \mapsto \text{res}_U(\omega)$, with $U \subset \mathbb{P}^1(F_p)$ any compact open subset.

**Theorem 4.6** (Amice–Velu, Vishik). The map sending $\omega$ to the harmonic cocycle $e \mapsto \text{res}_{A_e}(\omega)$ induces an isomorphism

\[
\Omega^1_{\mathcal{H}_p}(\mathbb{Z}) \xrightarrow{\omega} \text{HC}(\mathbb{Z}).
\]

**Proof.** This follows at once from [DT08, Corollary 2.3.4], and the paragraphs leading to the result provide a very detailed explanation. $\square$

By the universal coefficients theorem $H^{n+s}(\Gamma, \text{HC}(\mathbb{Q})) = H^{n+s}(\Gamma, \text{HC}(\mathbb{Z})) \otimes \mathbb{Q}$, and using the above theorem we may define

\[
\Phi_E \in \left(H^{n+s}(\Gamma, \Omega^1_{\mathcal{H}_p}(\mathbb{Z}))^{\lambda_E}\right)
\]

as a generator of the torsion-free part.

### 4.3. Integration pairing and construction of the point.

We want to describe an integration theory for rigid analytic 1-forms. This is essentially the theory of Coleman integration. We are also interested the multiplicative variant, which as mentioned in Section 1.1 appears also in the explicit Čerednik–Drinfeld uniformization (cf. [Dar04, §5]).

Consider the bilinear pairing

\[
\int : \text{Div}^0(\mathcal{H}_p) \times \Omega^1_{\mathcal{H}_p}(\mathbb{Z}) \to K_p, \quad (D, \omega) \mapsto \int_D \omega
\]

given as follows: for $D = \sum_{i=1}^k y_i - x_i$ with $x_i, y_i \in \mathcal{H}_p$ and $\omega \in \Omega^1_{\mathcal{H}_p}(\mathbb{Z})$ then

\[
\int_D \omega = \sum_{i=1}^k \int_{x_i}^{y_i} \omega,
\]

where the integrals in the right hand side are Coleman integrals of the rigid form $\omega$ (see for example [Col82]). The change of variables formula implies that the integration pairing is $\text{GL}_2(F_p)$-equivariant:

\[
\int_{\gamma D} \omega = \int_D \gamma \omega, \quad \gamma \in \text{GL}_2(F_p).
\]

Coleman integration in $\mathcal{H}_p$ can be described in more elementary terms as follows (see [Tei90] for more details).
Theorem 4.7 (Teitelbaum). Let \( \omega \in \Omega^1_{\mathcal{H}_p}(\mathbb{Z}) \). Then
\[
\int x^y \omega = \lim_{\mathcal{U}} \sum_{U \in \mathcal{U}} \log_p \left( \frac{t_U - y}{t_U - x} \right) \text{res}_U(\omega),
\]
where the limit is taken over increasingly fine covers \( \mathcal{U} \) of \( \mathbb{P}^1(F_p) \) by disjoint compact opens, and \( t_U \in U \) is any sample point.

There is a multiplicative refinement which replaces the Riemann sums with “Riemann products”. In this case, if \( x \) and \( y \) belong to \( \mathcal{H}_p \) it is given by:
\[
\int x^y \omega = \lim_{\mathcal{U}} \prod_{U \in \mathcal{U}} \left( t_U - y - t_U - x \right) \text{res}_U(\omega) \in K_p^\times.
\]
Observe that the residues of \( \omega \) appear as exponents; here is where the assumption that this residues are integers is essential.

Cap product induces a bilinear pairing
\[
H_i(\Gamma, \text{Div}^0(\mathcal{H}_p)) \times H^i(\Gamma, \Omega^1_{\mathcal{H}_p}(\mathbb{Z})) \to K_p^\times
\]
which we denote by
\[
(\Delta, \omega) \mapsto \int_{\Delta} \omega.
\]
It is equivariant for the Hecke action, namely
\[
\int_{T \Delta} \omega = \int_{\Delta} T \omega.
\]
Recall the connection homomorphism \( \delta \) of (4.3), and the cohomology class \( \Phi_E \) defined in §4.2. Then we let
\[
L = \left\{ \int_{\delta(c)} \Phi_E : c \in H_{n+s+1}(\Gamma, \mathbb{Z}) \right\} \subset K_p^\times.
\]
Exactly the same argument as in [Gre09, Section 11] shows that \( L \) is a lattice of \( K_p^\times \). The following conjecture is a natural generalization of theorems of Darmon [Dar01b], Dasgupta–Greenberg [DG12], and [LRV09] when \( F = \mathbb{Q} \), and of a conjecture of Trifkovi´c [Tri06] when \( F \) is quadratic imaginary.

Conjecture 4.8. The lattice \( L \) is commensurable to the Tate lattice \( \langle q_E \rangle \) of \( E/K_p \).

Granting this conjecture one can find an isogeny \( \beta : K_p^\times / L \to E(K_p) \), and we define
\[
P_\psi = \beta \left( \int_{\Delta \psi} \Phi_E \right).
\]
Since \( p \) splits completely in \( H_\mathcal{O}^\times \) we can, and do, regard \( H_\mathcal{O}^\times \) as a subfield of \( K_p \) by choosing a prime in \( H_\mathcal{O}^\times \) above \( p \). The following conjecture is the natural generalization of [Gre09, Conjecture 3], [Dar01a, Conjecture 7] and [Tri06, Conjecture 6].

Conjecture 4.9. The local point \( P_\psi \) is a global point. More precisely, it is rational over \( H_\mathcal{O}^\times \) and for any \( \alpha \in \text{Pic}^+(\mathcal{O}) \) we have that \( P_{\alpha \psi} = \text{rec}(\alpha)(P_\psi) \).
5. Effective methods and numerical evidence

In the case of curves defined over totally real fields $F$, so far the most compelling evidence for the conjectural rationality of Darmon points comes from explicit numerical verifications (cf. [DG02], [DP06], [GM12], [GM13b], [DL03], and [GM13a]). In this section we describe how the new constructions of Darmon points introduced in the present article, in which the curves are defined over fields $F$ of mixed signature, can be performed in certain cases. In addition, we present some explicit computations that allowed us to numerically test the rationality of some of these new instances of points. Such calculations give strong evidence for the validity our conjectures.

In order to compute the points explicitly it is crucial to dispose of algorithms for working with the groups $H_{n+s}(\Gamma, \text{Div}^0 \mathcal{H}_v)$ and $H^{n+s}(\Gamma, \Omega_v)$. We restricted the computations to the case $n + s \leq 1$ since this simplifies the (co)homological computations. It would be interesting to generalize these algorithms to higher (co)homological degrees, in the spirit of [Gun14].

There are several combinations of extensions $K/F$ and curves $E$ satisfying $n + s \leq 1$ and leading to new instances of Darmon points for which we have been able to perform explicit computations. Before presenting the algorithms in detail in the next subsections, we record here the cases in which we have computed new instances of Darmon points. For the sake of completeness, and with the aim of giving a unified vision of the computational picture so far, we include also the previously computed cases of Darmon and Heegner points. In this listing we also distinct between archimedean and non-archimedean points, and between the underlying quaternion algebra $B$ being split or division, for the computational techniques are usually rather different depending on these parameters.

In what follows we continue with the notation of the previous sections: the curves are defined over a number field $F$ with signature $(r, s)$, and $n \leq r$ denotes the number of real places that split in $K$.

1. $n = 0, s = 0$. In this case $K/F$ is a quadratic CM extension and hence one is computing Heegner points.
   - **Archimedean computations.** There are a number of calculations of Heegner points exploiting the archimedean uniformization of classical modular curves (this corresponds to $B \simeq M_2(\mathbb{Q})$). See for instance [Elk94] for an efficient algorithm. As for Heegner points on Shimura curves attached to division algebras Elkies [Elk98] performed some computations in certain particular situations. More recently, Voight–Willis [VW14] using Taylor expansions and Nelson [Nel12] using the Shimizu lift have provided more general algorithms and have performed some computations.
   - **Non-archimedean computations.** Greenberg provided an algorithm and computations [Gre06], based on the explicit Čerednik–Drinfeld uniformization of Shimura curves introduced by Bertolini–Darmon [BD98] and on the overconvergent modular symbols techniques of Pollack–Stevens [PS11].

2. $n = 1, s = 0$. In this case $F$ is totally real and $K$ has exactly two real places.
   - **Archimedean computations.** Explicit computations where carried out in [DL03] and [GM13a] for real quadratic $F$ and $B \simeq M_2(F)$. So far there are no computations in case where $B$ is division or $[F: \mathbb{Q}] > 2$.
   - **Non-archimedean computations.** When $F = \mathbb{Q}$ and $K$ is real quadratic the computations where performed in [DG02] and [DP06] (see also [GM12]) for $B \simeq M_2(\mathbb{Q})$, and in [GM13b] for $B$ a division algebra.
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\[ \text{Theorem 5.1} \]

The congruence subgroup property implies that \( \Gamma_1 \) is a multiple of \( \Gamma \). Since \( \Gamma_1 \) is contained in \( \Gamma \) with finite index, we may assume (after replacing \( \gamma_\psi \) with a power of it if necessary) that \( \gamma_\psi \) belongs to \( \Gamma_1 \). In terms of homology classes, this amounts to considering a multiple of \( \gamma_\psi \otimes \gamma_\tau \), which will yield a multiple of our desired point.

An elementary matrix for \( \Gamma_1 \) is a matrix of the form:

\[
\begin{pmatrix}
1 & \tau \\
0 & 1
\end{pmatrix},
\]

or

\[
\ell(x) = \begin{pmatrix} 1 & 0 \\ y & 1 \end{pmatrix}, \quad y \in \mathfrak{N}.
\]

The congruence subgroup property implies that \( \Gamma_1 \) is generated by elementary matrices. The following result gives an effective version of this result.

**Theorem 5.1** ([GM12, Theorem 2.3]). Let \( \gamma \in \Gamma_1 \). Assuming a Generalized Riemann Hypothesis, there is an explicit algorithm that finds a decomposition of \( \gamma \) as a product of 5 elementary matrices.
The next step is to use a decomposition of $\gamma_\psi$ into elementary matrices to rewrite $\gamma_\psi \otimes \tau_\psi$ as a sum of 1-cycles with values in divisors of degree 0. The following lemma is useful to this purpose:

**Lemma 5.2.** Let $g \in \Gamma$. Let $u$ be an upper triangular elementary matrix and let $\ell = s^{-1}us$ be a lower triangular elementary matrix, where $s = \left( \begin{smallmatrix} 1 & 0 \\ 0 & 1 \end{smallmatrix} \right)$. Then for any divisor $D \in \text{Div} \mathcal{H}$, we have:

- $ug \otimes D \equiv u \otimes D + g \otimes u^{-1}D$, and
- $\ell g \otimes D \equiv s \otimes (u_s^{-1}sD - sD) + g \otimes \ell D + u_\ell \otimes sD$, where $u_\ell = s^{-1}\ell s$ is upper-triangular.

Here, by the symbol $\equiv$ we mean that the two quantities differ by a 1-boundary in $B_1(\Gamma, \text{Div} \mathcal{H})$.

The above lemma, together with a given decomposition of $\gamma_\psi$ into elementary matrices, allows us to write the following equality of 1-homology classes with values in $\mathcal{H} \cup \{\infty\}$:

$$\gamma_\psi \otimes \tau_\psi = s \otimes D_0 + \sum_i u_i \otimes (D_i - n_i\infty) + \sum_i n_i u_i \otimes \infty$$

where $D_0$ is a divisor of degree 0 and $\text{deg}(D_i) = n_i$.

**Remark 5.3.** Although the point $\infty$ does not belong to $\mathcal{H}$, we can use the above formulation. The reason is that the class $\Phi_E \in H^n(\Gamma, \Omega^1_\mathcal{H})$ extends to a class in $H^n(\Gamma, \Omega^1_{\mathcal{H} \cup \{\infty\}})$, because of the growth condition at infinity. The pairing $\text{Div}^0 \mathcal{H} \times \Omega^1_\mathcal{H}$ obviously extends to a pairing $\text{Div}^0(\mathcal{H} \cup \{\infty\}) \times \Omega^1_{\mathcal{H} \cup \{\infty\}}$.

Since $\sum_i n_i u_i \otimes \infty$ is a 1-cycle, so is the sum of the other two terms of the right-hand side of (5.1). One easily checks that the only term contributing to the integration pairing is $s \otimes D_0$. This is so because one can take as base point to define the cocycle $\Phi_E$ of §3.2 the point $\infty$, which is stabilized by upper-triangular matrices.

On the other hand, to the elliptic curve $E$ there is attached an automorphic form as in §4.4. Let us denote by $v_0$ the real embedding of $F$, and by $v_1, v_2$ the complex embeddings. For $\alpha \in F$ we use the notation $\alpha_i = v_i(\alpha)$.

The $L$-series of $E/F$ is of the form

$$L(E/F, s) = \sum_{\alpha \in \mathcal{O}_F} a_\alpha |\alpha|^{-s},$$

and the coefficients $a_\alpha$ can be computed in practice by counting points on the reductions of $E$ modulo the different primes $p$ of $F$.

By our assumption that $E$ is modular, there is a differential form $\omega_E \in H^2(\Gamma \setminus \mathcal{H} \times \mathbb{H}, \mathbb{C})$ attached to $E$, which can be explicitly described in terms of its Fourier-Bessel expansion as follows. Let $z$ denote the coordinate in $\mathcal{H}$ and $(x, y)$ with $x \in \mathbb{C}$ and $y > 0$ the coordinates in $\mathbb{H}$, and let $\delta$ be a positive generator of the different ideal of $F$. Then $\omega_E = f_\delta \cdot \beta$, where $\beta$ is the differential in $\mathcal{H} \times \mathbb{H}$

$$\beta = \left( \frac{-dx}{y} \wedge dz, \frac{dy}{y} \wedge d\bar{z}, \frac{d\bar{x}}{y} \wedge d\bar{z} \right).$$

The transformation property of Equation (2.2) satisfied by $f_\delta$ makes $\omega_E$ invariant under the action of $\Gamma$ and thus defines an element in $H^2(\Gamma \setminus \mathcal{H} \times \mathbb{H}, \mathbb{C})$. It has the following expression:

$$\omega_E(z, x, y) = \sum_{\alpha \in \mathcal{O}_F} \frac{a_\alpha}{N_{F/\mathbb{Q}}(\alpha)} \frac{\alpha_0}{\delta_0} \exp \left( -2\pi i \left( \frac{\alpha_0 \bar{z}}{\delta_0} + \frac{\alpha_1 x}{\delta_1} + \frac{\alpha_2 \bar{x}}{\delta_2} \right) \right) \mathcal{K} \left( \frac{\alpha_1 y}{\delta_1} \right) \cdot \beta,$$
where
\[ K(t) = \left( -\frac{i}{2}t|K_1(4\pi|t|)|, |t|^2K_0(4\pi|t|), \frac{i}{2}t^2|t|K_1(4\pi|t|) \right), \]
and \( K_0 \) and \( K_1 \) are the hyperbolic Bessel functions of the second kind:
\[ K_0(t) = \int_0^\infty e^{-t\cosh(h)}dh, \quad K_1(t) = \int_0^\infty e^{-t\cosh(h)}\cosh(h)dh. \]
This expression can essentially be found in [Hid94], although the notation is greatly simplified to our very special setting. Let us write the three components of \( \omega_E \) as
\[ \omega_E = F_1 \frac{dx}{y} \land d\bar{z} + F_2 \frac{dy}{y} \land d\bar{z} + F_3 \frac{d\bar{x}}{y} \land d\bar{z}. \]
We are interested in computing integrals of the form
\[ \int_{z_1}^{z_2} \int_{(x_1,y_1)}^{(x_2,y_2)} \omega_E. \]
Note that since the form is harmonic, the line integrals do not depend on the path and we can write
\[ \int_{z_1}^{z_2} \int_{(x_1,y_1)}^{(x_2,y_2)} \omega_E = \int_{z_1}^{z_2} \int_{(x_1,y_1)}^{(x_1,\infty)} \omega_E - \int_{z_1}^{z_2} \int_{(x_2,y_2)}^{(x_2,\infty)} \omega_E. \]
Therefore, only the differential form corresponding to \( \frac{dy}{y} \land d\bar{z} \) gives a non-zero contribution. From the Fourier expansion of \( \omega_E \) we see see that the Fourier expansion of this term is
\[ F_2 \frac{dy}{y} \land d\bar{z} = \sum_{\alpha \in \mathcal{O}_F, \alpha_0 > 0} \frac{a_{(\alpha)}}{N_{F/\mathbb{Q}}(\delta)} e^{-2\pi i \left( \frac{\alpha_1}{\alpha_0} \bar{z} + \frac{\alpha_2}{\alpha_0} \bar{z} \right)} \frac{4\pi|\alpha_1|}{|\delta_1| y} \int_0^{\infty} \left( e^{-2\pi i \frac{\alpha_1}{\delta_1} \bar{z}} - e^{-2\pi i \frac{\alpha_2}{\delta_1} \bar{z}} \right) y_1 K_1 \left( \frac{4\pi|\alpha_1|}{|\delta_1| y} \right) dy \land d\bar{z}. \]
Using that
\[ \int t K_0(t) dt = -t K_1(t) \]
we find the formula
\[ \int_{z_1}^{z_2} \int_{(x_1,y_1)}^{(x_2,y_2)} \omega_E = \sum_{\alpha \in \mathcal{O}_F, \alpha_0 > 0} \frac{a_{(\alpha)}}{N_{F/\mathbb{Q}}(\delta)} e^{-2\pi i \left( \frac{\alpha_1}{\alpha_0} \bar{z} + \frac{\alpha_2}{\alpha_0} \bar{z} \right)} \frac{4\pi|\alpha_1|}{|\delta_1| y} \left( e^{-2\pi i \frac{\alpha_1}{\delta_1} \bar{z}} - e^{-2\pi i \frac{\alpha_2}{\delta_1} \bar{z}} \right) y_1 K_1 \left( \frac{4\pi|\alpha_1|}{|\delta_1| y} \right). \]
This can readily be used in computations, since the coefficients \( a_{(\alpha)} \) may be obtained in practice by counting points in the reductions of \( E \) modulo the primes dividing \( (\alpha) \).

**Example 5.4.** We end this section by exhibiting an explicit calculation of an archimedean Darmon point over a cubic field of mixed signature. Let \( F = \mathbb{Q}(r) \) where \( r \) satisfies the polynomial
\[ r^3 - r^2 + 1. \]
The cubic field \( F \) has discriminant \(-23\), and signature \((1, 1)\). The different ideal of \( F \) is generated by \( \delta = -3r^2 - r + 2 \). Consider the elliptic curve \( E/F \) given by the equation:
\[ E : y^2 + (r - 1)xy + (r^2 - r)y = x^3 + (-r^2 - 1)x^2 + r^2x. \]
The elliptic curve \( E \) has prime conductor \( \mathfrak{N} = (r^2 + 4) \), of norm 89.
In this example we will construct a point on $E$ attached to the quadratic extension $K = F(w)$, where $w$ satisfies the polynomial

$$y^2 + (r + 1) y + 2r^2 - 3r + 3.$$ 

It turns out that $w$ generates the ring of integers $O_K$ as a $O_F$-module. Moreover, the field $K$ has class number one, and thus we expect the point to be defined over $K$.

Consider the (optimal) embedding $\psi: K \to M_2(F)$ of level $N$, given by:

$$w \mapsto \begin{pmatrix} -2r^2 + 3r & 2r^2 - 4r - 1 \\ r^2 + 4 & 2r^2 - 4r - 1 \end{pmatrix}.$$ 

Let $\gamma = \psi(u)$, where $u$ is a fundamental norm-one unit of $O_K$. In fact, $\gamma$ can be taken to be:

$$\begin{pmatrix} -4r - 3 & r + 2 + 3 \\ -2r^2 - 4r - 3 & r^2 + 4r + 2 \end{pmatrix}.$$ 

It fixes the point

$$\tau = -0.7181328459824\ldots + 0.55312763561813\sqrt{-1} \in \mathcal{H}.$$ 

Summing over all ideals $(\alpha)$ of norm up to 400,000, we obtain:

$$J_\psi = 0.0005281284234131719013530664 + 0.0013607546066441620241871911551\sqrt{-1}.$$ 

This yields:

$$z_\psi = \frac{(2\pi i)^3\sqrt{23}}{\Omega_E} J_\psi = 0.14196707701839569927696 - 0.0550994633909455920253\sqrt{-1},$$ 

with

$$\Omega_E = |\text{Im}(\Lambda_{1,0}\Lambda_{1,1})| = 11.40238486444280465073641396196847705711042.$$ 

Here, $\Lambda_i = \Lambda_{i,0} + \sqrt{-1}\Lambda_{i,1}$ is the period lattice of $E/K$ with respect to the embedding $v_i$.

Finally, consider the point $P \in E(K)$ with coordinates

$$P = (r - 1 : w - r^2 + 2r : 1),$$

and let $z_p = -0.7203331961645979330006996731635 \in \mathbb{C}/\Lambda_E$ be its preimage under the Weierstrass uniformization. The following equality holds, up to the 32 digits of numerical accuracy to which we have computed $z_\psi$:

$$-100z_\psi - 10z_P + 4\Lambda_{0,0} + 5\Lambda_{0,1} = 0.$$ 

This gives numerical evidence of the fact that the Darmon point $z_\psi$ is, up to torsion points, a multiple of the point of infinite order $P \in E(K)$.

5.2. Non-archimedean computations. The first explicit methods for computing $p$-adic Darmon points associated to quaternion division algebras were introduced in [GM13b]. Although in the setting of [GM13b] the base field is $F = \mathbb{Q}$, $K$ is real quadratic, and $B/\mathbb{Q}$ is an indefinite division algebra, as we will see in this section the methods, in fact, can be easily adapted to work also in more general settings. That is to say, the algorithms of [GM13b] can be suitably modified so that they also allow for the computation of some of the new instances of Darmon points that were introduced in Section 4.

Indeed, most of the methods developed in [GM13b] are of a local nature. Namely, they just exploit the fact that $B \otimes \mathbb{Q}_p \simeq M_2(\mathbb{Q}_p)$ and that

$$\Gamma_0(pm) \otimes \mathbb{Z}_p \simeq \{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{SL}_2(\mathbb{Z}_p) : p \mid c \}.$$
The only place where the global nature of the quaternion algebra $B$ plays a key role is in the use of effective algorithms for computing generators and solving the word problem in $\Gamma_0(pm)$. In the setting of [GM13b], these are provided by John Voight’s algorithms [Voi09].

Therefore, the computational methods of [GM13b] are also valid for other quaternion division algebras $B/F$ and arithmetic groups $\Gamma_0(pm) \subset B$, as long as

1. $B \otimes_F F_{\mathfrak{p}} \simeq M_2(\mathbb{Q}_p)$ and $\Gamma_0(pm) \otimes \mathcal{O}_{F,\mathfrak{p}} \simeq \left\{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{SL}_2(\mathbb{Z}_p) : p \mid c \right\}$; and
2. There are effective algorithms for computing generators and solving the word problem in $\Gamma_0(pm)$.

In this section we are interested in the case where the base field $F$ is of mixed signature. One can use then Aurel Page’s algorithms [Pag14] for computing generators and solving the word problem. These algorithms are not completely general but can only be applied to a certain type of quaternion algebras. Thus, in order to use them we need to impose some restrictions on $F$ and $B$, which we describe next.

We assume from now on that $F$ is a number field of signature $(r, 1)$ and that $K$ is a quadratic totally complex extension of $F$. As usual, we consider an elliptic curve over $E/F$ and we assume that its conductor is squarefree and can be factored as $\mathfrak{N} = \mathfrak{p}_1 \mathfrak{m}$, where $\mathfrak{p}$ is inert in $K$ and $\mathfrak{d}$ (resp. $\mathfrak{m}$) denotes the product of primes that are inert (resp. split) in $K$. The sign of the functional equation of $L(E/K, s)$ is then given by the parity of

$$r + 1 + \# \{ q \mid \mathfrak{d} \}.$$

Thus, under the assumption that the sign is $-1$ we can, and will, take $B$ to be the quaternion algebra of discriminant $\mathfrak{d}$ that ramifies at all the real places. In other words, $B$ has discriminant $\mathfrak{d}$ and splits only at the complex place of $F$. The reason for this particular choice of algebra is that $B$ is then a so-called Kleinian quaternion algebra (see [Pag14, p.7]). In addition, $\Gamma_0(m) \subset B$ is a Kleinian group and therefore we can use the algorithms of Aurel Page that compute presentations and solve the word problem in $\Gamma_0(m)$.

We also make the assumption that $F_\mathfrak{p} = \mathbb{Q}_p$, where $p = \mathfrak{p} \cap \mathbb{Z}$. This implies that $K_\mathfrak{p} = \mathbb{Q}_{p^2}$ (the quadratic unramified extension of $\mathbb{Q}_p$) and that $\mathcal{H}_p = \mathcal{H}_{\mathfrak{p}} = \mathbb{Q}_{p^2} \setminus \mathbb{Q}_p$.

Let $\psi : \mathcal{O}_K \hookrightarrow R_0(m)$ be an optimal embedding. In the next paragraphs we include a brief description of the main steps that lead to an explicit computation of the Darmon point $J_0$. However, we refer to [GM13b] for more details, as well as for the complete proofs which, as remarked in the discussion above, remain valid in the present context.

A technical, but crucial, step in [GM13b] is the choice of a particular set of elements in $\Gamma = \left( R_0(m) \otimes \mathcal{O}_F(p) \right)^\times$ representing the edges of the Bruhat–Tits tree of $\text{PGL}_2(\mathbb{Q}_p)$. In order that the algorithms go through in the current setting one needs also to make a careful choice of such representatives, as we describe next. (This is essentially the only modification from [GM13b] that needs to be done.) Let $\Upsilon = \left\{ \gamma_0, \ldots, \gamma_p \right\}$ be a system of representatives of $\Gamma_0(pm) \setminus \Gamma$, where the $\gamma_i$‘s are chosen to be locally of the form

$$\gamma_0 = 1, \quad \iota_p(\gamma_i) = u_i \begin{pmatrix} 0 & -1 \\ 1 & i \end{pmatrix} \text{ for } i = 1, \ldots, p,$$

for some $u_i$ belonging to

$$\Gamma_0^{\text{loc}}(p) = \left\{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{SL}_2(\mathbb{Z}_p) : p \mid c \right\}.$$

In addition, we choose $\omega_p \in R_0(pm)$ an element of norm $p$ that normalizes $\Gamma_0(m)$ and is locally of the form

$$\iota_p(\omega_p) = u \cdot \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix},$$
where $\pi$ is a generator of $p$ and $u \in \Gamma_0^{pc}(p)$. With this choice of $\omega$ we let $\tilde{\Gamma}_0(m) = \omega_p \Gamma_0(m) \omega_p^{-1}$, and we take as representatives for $\Gamma_0(pm) \backslash \tilde{\Gamma}_0(m)$ the elements $\tilde{\gamma}_i$ defined by:

$$\tilde{\gamma}_i = \begin{cases} 1 & i = 0, \\ \pi^{-1} \omega_p \gamma_i \omega_p & i = 1, \ldots, p. \end{cases}$$

Let $\mathcal{E}^+$ denote the even edges of the Bruhat–Tits tree of $\text{PGL}_2(\mathbb{Q}_p)$. Then $\Gamma$ acts transitively on $\mathcal{E}^+$, and if we let $e_i$ denote the principal edge the map $g \mapsto g^{-1}(e_i)$ induces a bijection $\mathcal{E}^+ \simeq \Gamma_0(pm) \backslash \Gamma$. Since $\Gamma = \Gamma_0(m) \ast \Gamma_0(pm) \tilde{\Gamma}_0(m)$ we see that the representatives $\{\gamma_i\}_i$ for $\Gamma_0(m)$ and $\{\tilde{\gamma}_i\}$ for $\tilde{\Gamma}_0(m)$ chosen above determine a set of representatives $\mathcal{Y}$ for $\Gamma_0(pm) \backslash \Gamma$. If $e \in \mathcal{E}^+$ we denote by $\gamma_e$ the element in $\mathcal{Y}$ such that $\gamma_e^{-1}(e_i) = e$. Then the elements in $\mathcal{Y}$ can be labeled as $\{\gamma_e\}_{e \in \mathcal{E}^+}$ and $\mathcal{Y}$ is a system of representatives for $\Gamma_0(pm) \backslash \Gamma$ which is a so-called radial system (cf. [LRV09, Definition 4.7]).

5.2.1. The homology class. Let $\tau_\psi \in H_p$ be an element fixed by the action of $\iota_p \ast \psi(K)$. Let also $\varepsilon \in \mathcal{O}_K^*$ be a unit such that $\text{Nm}_{K/F}(\varepsilon) = 1$, and set $\gamma_\psi = \psi(\varepsilon)$. The element $\gamma_\psi \otimes \tau_\psi$ is a 1-cycle and it defines a homology class in $H_1(\Gamma_0(m), \text{Div} \mathcal{H}_p)$. There exists $e \in \mathbb{Z}_{>0}$ such that $\gamma_\psi^e \otimes \tau_\psi$ is homologous to a cycle in $Z_1(\Gamma, \text{Div}^0 \mathcal{H}_p)$, which gives precisely the homology class attached to $\psi$. The method described in [GM13b, §4] is valid in the present setting, and it can be used as an effective algorithm for explicitly computing a cycle $\Delta_\psi$ that is homologous to $\gamma_\psi^e \otimes \tau_\psi$ and is of the form

$$\Delta_\psi = \sum_i g_i \otimes (x_i - y_i), \text{ for some } g_i \in \Gamma, x_i, y_i \in \mathcal{H}_p.$$

5.2.2. The cohomology class. The first step is to compute an element $\varphi_E \in (H^1(\Gamma_0(pm), \mathbb{Z})_{p-new})^{\lambda_E}$. Namely, a cohomology class in $H^1(\Gamma_0(pm), \mathbb{Z})$ that is $p$-new and lies in the isotypical component determined by the character $\lambda_E$. One can make this step effective by noting that

$$H^1(\Gamma_0(pm), \mathbb{Z}) \simeq \Gamma_0(pm)_{ab}.$$

Using again the algorithms provided by [Pag14] one can compute generators and relations for $\Gamma_0(pm)_{ab}$, hence also for $\Gamma_0(pm)$, and obtain the matrices for the different operators $T_i$. Then $\varphi_E$ is found by taking the common eigenspace for several of these $T_i$.

Combining Shapiro’s Lemma with the isomorphism $\mathcal{F}(\mathcal{E}^+, \mathbb{Z}) \simeq \Gamma_0(pm) \backslash \Gamma \simeq \text{Ind}_{\Gamma_0(pm)}^{\Gamma}$ we obtain that

$$H^1(\Gamma_0(pm), \mathbb{Z}) \simeq H^1(\Gamma, \mathcal{F}(\mathcal{E}^+, \mathbb{Z})).$$

Let $\tilde{\mu}_E$ denote the image of $\varphi_E$ under the above isomorphism. In fact, in order to lighten the notation let us set $\tilde{\mu} = \tilde{\mu}_E$ and $\varphi = \varphi_E$. Since the isomorphism in Shapiro’s Lemma is explicit, we have the following formula for $\tilde{\mu}$:

$$\tilde{\mu}_g(\varepsilon) = \varphi_{h(g, \varepsilon)}, \text{ for } g \in \Gamma, \varepsilon \in \mathcal{E}^+.$$ 

Here $h(g, \varepsilon) \in \Gamma_0(pm)$ is the element determined by the identity

$$\gamma_{\varepsilon} g = h(g, \varepsilon) \gamma_{\varepsilon^{-1}(\varepsilon)},$$

and it can be algorithmically computed by means of [GM13b, Theorem 4.1].
Finally, let $I$ be an ideal prime to $pm$, and consider the cocycle $(T_i - |I| - 1)\hat{\mu}_E$, whose cohomology class belongs to $H^1(\Gamma, F(\mathcal{E}^+, \mathbb{Z}))$. It turns out (cf. [GM13b, Proposition 3.4]) that $(T_i - |I| - 1)\hat{\mu}_E$ lies in the image of the natural map

$$H^1(\Gamma, H^c(\mathbb{Z})) \to H^1(\Gamma, F(\mathcal{E}^+, \mathbb{Z})),$$

and that it is actually a multiple of the cohomology class associated to $E$. Since $T_i$ can be explicitly calculated, we see that we can effectively compute also the cohomology class $\mu_E$ associated to $E$.

5.2.3. The integration pairing. In the previous paragraphs we have seen how to compute the cohomology class $\mu = \mu_E$ associated to $E$, as well as the homology class $\Delta_\psi$ associated to the optimal embedding $\psi: \mathcal{O}_K \hookrightarrow \mathbb{R}_0(m)$. Therefore, in order to compute the Darmon point $P_\psi$ we need to compute integrals of the form

$$I = \int_{\mathcal{P}(\mathbb{Q}_p)} \left( \frac{t - \tau_2}{t - \tau_1} \right) \ d\mu_g \text{ for } g \in \Gamma \text{ and } \tau_1, \tau_2 \in \mathcal{H}_p.$$

Since we have computed $\mu$ explicitly, it would be possible to compute this integrals by means of Riemann products. However, this turns out to be too inefficient, and it is better to use an alternative method based on overconvergent cohomology. In the present setting, the algorithm of [GM13b, §5] can be used without any essential modification.

5.2.4. Explicit computations and examples. Finally, we end this section by presenting two explicit numerical calculations of Darmon points, computed using the above methods.

**Example 5.5. Case of cubic base field of mixed signature** ($r = 1$, $n = 0$, $s = 1$).

Let $F = \mathbb{Q}(t)$ with $t$ a root of the polynomial $m_t(x) = x^3 - x^2 - x + 2$. This field has discriminant $\Delta_F = -59$. Consider the elliptic curve $E/F$ given by the equation

$$y^2 + (-t - 1)xy + (t - 1)y = x^3 - tx^2 + (-t - 1)x.$$

Its conductor factors as $\mathfrak{N} = (t^2 + 2) = pq$, where

$$p = (-t^2 + 2t + 1), \quad q = (t).$$

The prime $p$ has norm 17, while $q$ has norm 2. We consider the quaternion algebra $B/F$ ramified precisely at $q$ and at the real place of $F$. It has the presentation

$$B = F\langle i, j, k \rangle, \quad i^2 = -1, j^2 = r, ij = -ji = k.$$

Consider $K = F(\alpha)$, where $\alpha^2 = -3t^2 + 9t - 6$. The maximal order of $K$ is generated by $w_K$, a root of the polynomial

$$x^2 + (t + 1)x + 7/16t^2 - 1/16t + 5/8.$$

One can embed $\mathcal{O}_K$ into an Eichler order of level $p$ by sending $w_K$ to the element

$$(-t^2 + t)i + (-t + 2)j + tk.$$

We take $\gamma_\psi$ to be the element

$$\gamma_\psi = 3t^2 - 7/2 + (t + 3/2)i + (t^2 + 3/2t)j + (5/2t^2 - 7/2)k$$

with fixed point

$$\tau_\psi = (12g + 8) + (7g + 13) \cdot 17 + (12g + 10) \cdot 17^2 + (2g + 9) \cdot 17^3 + (4g + 2) \cdot 17^4 + \cdots$$

where $g \in \mathcal{H}_p$ satisfies the same polynomial as the one satisfied by $w_K$. 


Computing the integrals up to a precision of 60 17-adic digits we obtain
\[ J_\psi = 16 + 9 \cdot 17 + 15 \cdot 17^2 + 16 \cdot 17^3 + 12 \cdot 17^4 + 2 \cdot 17^5 + 13 \cdot 17^6 + 12 \cdot 17^7 + 2 \cdot 17^8 + \cdots \]
which coincides, up to the working precision, with the following global point of infinite order:
\[ P_\psi = -\frac{3}{2} \cdot 72 \cdot \left( t - 1, \frac{\alpha + t^2 + t}{2} \right) \in E(K). \]

**Example 5.6. Case of quadratic imaginary base field** \((r = 0, n = 0, s = 1)\).

Let \( F = \mathbb{Q}(\sqrt{-2}) \) and let \( E/F \) be the elliptic curve given by the equation
\[ y^2 + (\sqrt{-2} + 1) xy + (\sqrt{-2} + 1) y = x^3 + (-\sqrt{-2} + 1) x^2 + (-2\sqrt{-2}) x - \sqrt{-2}. \]
Its conductor is \( \mathfrak{N} = (-3\sqrt{-2} - 9) = pp'q, \) where
\[ p = (\sqrt{-2} + 1), \quad p' = (-\sqrt{-2} + 1), \quad q = (-\sqrt{-2} - 3). \]
Both \( p \) and \( p' \) have norm 3, while \( q \) has norm 11. We consider the quaternion algebra \( B/F \) ramified precisely at \( p' \) and \( q \), which is given by
\[ B = F(i,j,k), \quad i^2 = -1, \quad j^2 = 2\sqrt{-2} - 5, \quad ij = -ji = k. \]
We take the quadratic extension \( K = F(\sqrt{2}) = \mathbb{Q}(\sqrt{1}, \sqrt{2}). \) The ring of integers \( \mathcal{O}_K \) is generated over \( \mathcal{O}_F \) by \( w_K \), a root of the polynomial \( x^2 - \sqrt{2}x - 1 \). The element \( \gamma_\psi = 3 + (-8\sqrt{-2} - 8)i + 4j + (2\sqrt{-2} - 4)k \) has reduced norm 1 and lies in the image of a certain optimal embedding \( \psi \). The corresponding fixed point is
\[ \tau_\psi = (2g + 2) + (g + 1) \cdot 3 + 2 \cdot 3^2 + 2g \cdot 3^3 + 2g \cdot 3^4 + 2 \cdot 3^5 + 2g \cdot 3^6 + (g + 1) \cdot 3^7 + \cdots \]
where \( g \in \mathcal{H}_P \) satisfies \( x^2 - \sqrt{2}x - 1 = 0 \). We computed the integrals with a a precision of 60 3-adic digits, and the obtained Darmon point is
\[ J_\psi = 1 + 3 + 3^2 + 2 \cdot 3^3 + 3^4 + 2 \cdot 3^5 + 2 \cdot 3^6 + 2 \cdot 3^8 + 2 \cdot 3^9 + 3^{10} + 3^{13} + \cdots \]
This coincides, up to the working precision of 60 3-adic digits, with the image under Tate’s uniformization map of the following global point of infinite order:
\[ P_\psi = -4 \cdot 16 \cdot \left( -\frac{\sqrt{-2} + 5}{9}, \frac{4\sqrt{-2} - 7}{54}, \frac{\alpha - \sqrt{-2} + 2}{6} \right) \in E(K). \]
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