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A COMPARISON OF SMALL-AREA HOSPITALISATION RATES, ESTIMATED
MORBIDITY AND HOSPITAL ACCESS

Abstract

Published data on hospitalisation rates tend to reveal marked spatial variationswity or region.
Such variations may simply reflect corresponding variations in need at the seaaléasl. However,
they might also be a consequence of poorer accessibility to medicitilelaédr certain communities
within the region. To help answer this question it is important to contipase variable hospitalisation
rates with small-area estimates of need. This paper first maps hospitalistasoat the srilaarea level
across the region of Yorkshire in the UK to show the spatial variations préken the Health Survey
of England is used to explore the characteristics of persons with heart diseasehusquare and
logistic regression analysis. Using the most significant variables from thisisnthle authors build a
spatial microsimulation model of morbidity for heart disease for theshin region. We then compare
these estimates of need with the patterns of hospitalisation rates seen across the region.

Keywords

Heart disease, hospitalisation rates, Health Survey of England, spatial microsimulation, morbidity
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1. Introduction

Data on hospitalisation rates in most cities and regions reveals wideg@gdphical variations
especially when mapped at the small-area level. There have been many studies which have explored
these variations and a number of alternative explanations have been put foflvanthost common
set of explan@ons revolve around ‘need’ or ‘demand’: that is, most straightforwardly, that
hospitalisatiorrates will be highest in areas of greatest morbidity. Thus there have beestondieg
of hospitalisation rates correlated against estimated need by age (highest riegdroomthe elderly),
social class (with lower social class populations generally haviogrer health status) and ethnicity
(some ethnic groups are much more susceptible to certain types of illfesseshters). In addition,
some studies have included other indicators of potential need, including modediyindicators of
long-term illness and health deprivation scords. reality, need is most likely to be driven by a
combination of these factors. In fact, a small number of studies have used medfiplesion analysis
to explore the importance of different individual variables. Whilst expldnegjth morbidities via
regressiorns useful, it would be valuable if we could combine variables in such a wayé¢haduld get

a more robust measure of morbidity at the individual level, for example elyatimibbining age, social



class and ethnicity for each individual or household in a city or regionstinthéing potential need on

the basis of such joint probabilities.

An essential difficulty in estimating small-area variations in monpidithe need to combine data from
different spatial scales. Sample survey data can be used to develop statistical models of mskbidity ri
at the individual level based on demographic and socioeconomic characteristics, but sexh surv
typically are not spatially referenced or include very coarse geographiiieentPopulation data are
often available at the small-area scale, but these data rarely include populatienfopuetailed
combinations of age, gender, ethnicity, and socioeconomic characteristics rghieieded to estimate

morbidity risk.

A spatial microsimulation model (MSM) is a useful technique for reconcilingioheiV survey data
with small area demographic estimates. The MSM uses marginal totals from the CensusadibRopul
and Households to produce very reliable estimates of individual profilemvaitemall area. Thus
individual profiles can then be linked with equivalent records from the sdatey and then aggregated

to produce the desired counts for small geographical areas.

Thus, the aim of this paper is to use microsimulation modelling to produceaemlestimates of
morbidity. To test the potential of the methodology we look at heart diaedsestimate the number
of persons with heart disease at the small-area across a selected regicourfithef Yorkshire in the
UK. The incidence of the disease can be studied against individual risisfdctugh a sample dataset,
the Health Survey for England. We compare the outputs of the microsimulatidel mith actual

hospitalisation rates provided by the UK Hospital Episode Data.

Note that the model provides estimates of heart disease rather thanesstifrtadspital admissions.
The correlation between these two measures is likely to be a strong one, but isdhtbdiaigh
treatment (hospitalisation) rates. The possibility of a spatial dependeteatiment rates e.g. in
relation to access to facilities, cannot be discounted. Thasgme that building such a model produces
a very powerful‘observed v ‘potential’ analysis which sheds further light on possible alternative
explanations of hospitalisation rates, particularly through a consmleraid discussion of the spatial
outliers. In areas where estimated need seems low but hospital episodes are high, eofdtlsem
high numbers be more a function of accessibility, arguments put foliwaadsmaller number of
geographical studies, in relation to patient locations and GP locations or indeedlHospttons
themselves? The contribution of the paper is therefore twofold. First iidpsoa methodological
framework and a specific model for the computation of morbidities, combining a widgyvafi
individual level demographics. Second, it introduces a case study of heasediseyorkshire and
provides a substantive analysis of variations between actual rates of Isagjgitaand expected use
(or ‘need’ versus ‘utilisation”’). The outcomes from analyses of this type are important for future health

policy, especially in relation to current debates in the UK concerning ceattads opposed to local
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service provision and, in particular, with the contemporary policy debate irkth@xards ambulatory

care.

The rest of the paper is structured as follows. In section 2 we seek understdndingng treatment
rates in a reviewf the literature on need or demand for hospital services, especially in light ofstudie
which have analysed variations in hospitalisation rates. The main data soardesauibed in section

3. In section 4 we use the Health Survey of England to identify the keyesmmiomic characteristics

of individuals who have self-reported with heart disease. This allows usaitaasthe key variables
which are needed (in combination) for our microsimulation of morbidity whidiegsribed in section

5. The outputs of the model are compared to actual hospitalisation ratesion $eaConcluding

comments are offered in section 7.

2. Under standing variationsin hospitalisation rates

There have been a number of studies which have explored variations in hotipitaiigas at a variety

of different spatial scales, for a variety of different ilinesses. The ityagbtthis literature has explored
variations in hospital usage against different socio-economic or geodemograpbis falobut
individuals and/or where they live. A core argument is that hospitalisaties are driven by variations

in the geodemographics of the population itself. The first major factor iscgarly we would expect
more hospital episodes within a community of elderly residents (Tseng et al., 2013; Webb et al., 2006,
Meade and Earickson, Bay et al., 1997; Morris and Carstairs, 1991). As Meade and E&2RBSpn (
note “The age structure of a population in large part determines consequences as diverse as the spread

of an infectious agent and the severityhefillnesses it causes...and the need for health services” (2005,

p35). de Andrade et al. (2013) studied the relationship between age and ischaendisdwse in
Brazil. They created an ‘elderly index’ (the ratio between the population over 65 and the population
under 15) and compared it to mortality rates for ischaemic heart diseleg folind that 53.07% of
the deaths from this condition occurred for people between 60 and 79 years of age.ei/hlkp006)
plotted hospitalisation admission rates for the elderly segments of the popula&igstralia from 1996

to 2001, clearly showing the importance of admissions for persons over the age of 70.

The second major explanatory factor has been social Alassnmon line of argument throughout the
literature is that the lower socio-economic status of residents, the high#alsztjon rates tend to pe
particularly for what is deemed to be ailments associated with poor dietéeahdds, such as diabetes,
asthma, pneumonia (Andrulis, D.,1998; Pappas et al, 1997; Haynes et al. 2003, Macintyre et al. 2008).
Andrulis et al. (1998), Pappas et al. (1997), Bindman et al. (1995) found that poysat{iénlar was

associated with high hospitalisation rates for these avoidable conditions. Pappa83t)argued that



those who were below the poverty level in the United States (having an incoess ttidn $20 000)
had 2.1 to 2.6 times the hospitalisation rates of the highest income glaciptiey defined as (income
of $40,000+). In addition, there are a number of studies which have used differéas for income
or social class to show the relationship between well-being and morbidity, mgchmlising tenure and
car availability (Macintyre et al 1998), mortality ratios (Haynes £98B), neighbourhood environment
(Cummins et al 2005), education or 1Q levels (Batty et al 2006).

A third major explanatory factor for variations in hospitalization rageslifferences in ethnic
composition. In theUK, Gilthorpe et al. (1998) studied the relationship between ethnicity and
hospitalisation rates. They were able to identify that age-standardizésbminmates were higher for
those of African-Caribbean heritage compared to those of Caucasian background. It sagdesad
that ethnic variations in hospitalisation rates could simply reftmibseconomic differences (age and
income). In some instances, however, higher hospitalisation rates could be due to dgreeateof
disease affecting that minority (Mathieu et al., 2012; Wang et al., 2012; Unai¢et al., 2012; Lip et

al., 2007; Nazroo, 2003). For example, asdlin the US affects those of African Caribbean heritage
more so (closer to three times higher hospitalisation rates) than thoaaazstan descent (Getahun,
2005).

The literature has also explored variables which might explain differembespitalisation rates other
than those associated with socio-economic characteristics. For example, some awtherglored
whether certain GPs routinely refer more patients to hospitals than.dtherstudy of variations in
GP referral rates lva to date been inconclusiv&.systematic review, presented by O’Donnell (2000),
outlines some of these ambiguous results. Delnoij et al. (1997) and Kersse(i980alound that GP
referrals increased as practice size increased in their Dutch studies Anttiony (2003) found higher
GP consultation rates and referral rates from those from lower socio ecorous.gHowever,
Anthony also argued that whilst those from lower socioeconomic groups may consult made, ibey

get referred more compared to those from higher socio economic groups.

This leads on to a key question: do variations in hospitalisation ragetylaeflect different access to

care rather than need or morbidity it8Ho for example, do those individuals with greater acaess t
primary or secondary care have lower or higher hospitalisation ratesehaight expe& It might be
argued that greater access to primary eareld lead to lower hospitalisation rates for ‘avoidable or
preventable conditions’ in particular, as these people could obtain the treatment they need before it
would become necessary to visit a hospital. Bindman et al. (1995) found that “Individuals living in areas

where residents had difficulty receiving medical care had high rates of preventable hospitalisations fo
chronic medical conditions.” (1995, p305). They found a strong relationship between access and

hospitalisation ratesSimilarly, Haynes et al (2006, p432) suggest ‘that in some circumstances the



difficulties patients experience in travelling to see their GP can detactemthich might have resulted

in a planned inpatient episode’.

In relation to access, there are many studies examining access to health careefdn thoal
communities. Sherwood and Lewis (2000) found that physical distance to a GP and the nearest
secondary care institution was a problem for rural residents. Thegdtindi issue of accesthe

Byfield Medical Centre in the UK West Midlands, as this institution bectma centralized hub for
medical services in the immediate area. This had a significant impact on thegatbas due to the
physical distance between them and this new location of centralized serviceis|lgsethis hub was

not in the largest settlement in the area (Sherwood and Lewis, 2000:342). There have been many other
studies of rural accessibility problems. Roovali and Kiivet (2006) for pkrauggest children living

30 minutes from a hospital in Estonia were 50% less likely to be hospitaliagaesiet al (1999, 2006)

have shown a marked distance effect in urban/rural patterns. There are also sommgnpeests

which evaluate rural accessibility against socio-economic factors. vandbiobigt al (2007) for
example, showed that areas with lower hospitalisation rates than expected are maiatgasr@vith

few non-western migrants) but also that access can override the importarteer eaoiables, such as

income levels.

Figures 1 and 2 show hospitalisation counts for heart disease in Leeds in 2007. Leed®fszocidy
than 750,000 inhabitants which sits at the centre of a major conurbation in thefriontjiand. In
common with many British cities, the population is served by two major hospitddmgside the
obvious split into East and West, there is clear evidence here of a distancefectin hospital
patronage. The number of in-patientsSt James’s hospital in the centre of Leeds from East Leeds
declines quickly the further from its location. The same is the case inl\&&ds the further from the

Leeds General Infirmary.

While the overall pattern still reflects the traditionally differerttbenent areas of the two hospitals,
previously allocated to different health authorities, the distance deeay ebiuld be the outcome of a
number of processes. In the first place, the overall concentration of thatimpid highest in the city
centres. Secondly, certain characteristics of the population such as both average age and deprivation
might increase hospitalisation rates. Indeed, one might expect thesespgiten that in UK cities

many deprived communities are still located in inner city areas wheliesthéctorian hospitalsended

to be located. Thus we might expect high usage of hospitals from these areas baseid-on so
demographics only. In addition, people living close to hospitals are more likely taces#ent &
Emergency departments as walk-in centres (an alternative to waiting for a GP appointment). Pappas et
al. (1997) found that those of a lower socio-economic status are more liketyhi@vea regular source

of primary care leading to poorer access to care and hence higher hospitalisatidGtora¢e®r, some



of the poorest areas of UK cities can be found at the suburban edge (especially the case in east Leeds)

and these have low hospital referrals to the two main Leeds hospitals.

To shed more light on the potential reasons for these intra-urban variations iallsasigin rates it is
useful to try and estimate morbidity directly, especially given thatans in geodemographics of
households within a city. Despite the considerable amount of research noted abevarettfewer
examples of trying to explore variations in hospitalisation rates againstatst individual or
household models of potential need. Haynes et al (1999) built a suite of regraediels of potential
need factors which included many socioeconomic factors as well as mortality Thesthen adeld
indicators of service provision such as distance to GP and distance to hdohgital types of study are

useful and help to show the multi-causality effect.

A different approach, microsimulation modelling (MSM), is adopted here in which dudili
household members are explicitly represented using attributes associated wilishaae. The MSM
approach has been widely used within economics and public finance for more thars50h@aodels
are typically static (run in comparative static mode) as dynamic models, pdsisible to build, are
complex and even harder to calibrate. MSM is particularly powerful @&aasvor combining evidence
between different scales, yielding important benefits in flexible aggregation. A dsaasiple would
be that it is much more sensible to calculate the effect of a 1% rinedme tax by applying an
appropriate rule to all households that are exposed to the increase. Trying tahisotlgdnge from
an aggregate analysis of household structure and income would be messy and inaceueatbe H
considerations are similar in our desire to compute the effect of changes sk firefile for individuals
rather than populations. The use of MSM is increasingly popular for health cédicatipps (e.g.
Tomintz et al 2008, Morrissey et al 2012, Clark et al, 2014). The modelenditizulated in Section
5.

Figure 1 here

Figure 2 here

3. Data sourcesand Methodology

Fig 3 shows the study area for this research, incorporating the key urban aesdsoBradford, York,
Huddersfield alongside more rural districts around Harrogate to the north. Thetililsdd in this
research comes from three sources: the Hospital Episode Statistics (HES), tih&tiwaly of England
(HSE) and the UK Census of Population. The Health Survey of England {$1&Eannual survey that

combines not only questions about health and health related activities, but alsts nelcysical



measurements and blood analysis. The HSE asks particular ‘core’ questions each year on such topics
as: general health, smoking, alcohol and demographic characteristics. In somingd#8& focuses
on a particular type of ailment to provide more in-depth information. The 2008dd8&ed solely on
cardiovascular disease with a total sample size of 21, 399 indivitlealse the 2006 HSE was selected
for this research. Despite the fact that the HSE has a wealth of atfonnon the attributes of
individuals with health problems, the spatial resolution in the HSE is-poisrnot possible to know
exactly where these persons live.

Thus to investigate potential spatial variations in heart diseasedtéssary to reweight the survey
using small area variations in geodemographics from the 2001 Census of Populationhéistnategy
for generating small area morbidities is as follows. A number of keyats&rs for the morbidity are
identified from a survey dataset. A spatial microsimulation model is used toagersgnthetic
estimates of each of these risk factors for the population of a small Erea.the individuals in the
microsimulation are linked to the individuals in the survey data to provide nit@bigthich can then
be aggregated to higher level geographies.

This two stage process is articulated in Sections 4 and 5 of the paper. In Sectiosedaneanalytic
approach to identify the major risk factors for heart disease and to detéhminglative incidence
associated with each of these factors. In Section 5 we show how a spatial MSM can hetedristr
represent the distribution of these risk factors in a small area popukatibnye describe how local
morbidity rates can be estimated from the geodemographic analysis. Once smablitianates of
morbidity have been computed, we want to examine the variation in admissidryrsesll area which
are recorded by the HES. This is achieved in Section 6, where hospitalisati®manme investigated

alongside the estimated small area morbidity rates from the MSM.

Fig3here

The Hospital Episode Statistics (HES) are a data source that record defai@dtion on all patient
admissions to NHS based hospitaisEngland. HES data is based on admitted patients, whether
inpatients or day cases. Th&$ldata not only contains information on the patient related to diagnosis
but also in regards to limited geographic and socio-demographic characteristics. For isgfance

ethnicity and gender are recorded as well as the postal sector in which each patient lives.

The final data set used for understanding the small-area variations in geomjgmexyis the 2001

Census of Population. This provides data at the postal sector level on age, gendetasscethnicity,



self-assessed general health, variables that are likely to be importestifieating heart disease (see

next section).
4. Correlating heart disease with geodemographics

Microsimulation is a complex modelling technique which requires simultaneous estimaditierent
characteristics, in this case the risk factors. This task is explosivalullifior large numbers of
variables (see for example van Imhoff and Post, 1998, who show how a relatively simple mfoblem
estimating variations in maternity rates can generate millions of comimigdtam a small number of
underlying factors). The aim of this section is to use data from the Heal#tySorEngland to identify

a restricted number of key factors which underpin the variations in heagséi, and to parametrise

these factors in terms of their influence.

Tablel here

Both a chi-squared analysis and logistic regression were utilized to examine the refatidtish risk

factors for heart diseas&he dependent variable are those individuals who responded ‘yes’ to having

heart disease in the Health Survey of England 20@6le 1 shows the results of the chi-squared
analysis, whilst table 2 shows the results from the logistic regression. Both tables show the importance
of age, social-class, gender, ethnicity and self-assessed general health. [In tallald giatistic tests

the significance of the coefficients of each independent variable in theidagigtession (Garson,
2009): the higher the value, the greater the significance. The eigp{lg¢ odds ratio for each
independent variable. If the odds rai@bove one, that factor leads to increased risk. If the eigo(b)

below one, the independent variable leads to less risk.]
Table2 here
As demonstrated in Table 1, all demographic predictors are significant in the chi-saualiesis. In

Table 2, the logistic regression, certain predictors are not as signdatiers. Age is a significant

predictor of heart disease. The importance of age has been determined in other studiediséaisart

(American Healit Association, 20[10idy and Willacy, 200§Gottdiener et al., 2000). Interestingly,

according to the American Heart Association (2010) over 85% of all peopldaveexperienced
coronary heart disease were over 65 years of age. Table 1 shows that gender igréfimaatsiariable,

with men more at risk of heart disease than women. Gender has also been fmswbss different

risk factors for heart disease in the literature (American Heartcisdim, 201Q Tidy and Willacy,
2009 Viil-Kajander et al., 200B). Viil-Kajander et al. (2003) focussed specifically omidribut also

found that men were more at risk of coronary heart disease, especially middieeaged@hese same
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results were also found py Franco et al. (2{)Ebdor and Tzerovska (Zoqlﬁottdiener et al. (200
Esrey et al. (199Kannel et al. (1986); and Cullen et al. (1983).

)

Table 1 shows social class to be a significant explanatory variables fodiseade. Table 2 shows
that four social class groups: managerial technical, semi-skilled mams#illed manual and other
were more at risk in comparison to the other more professional or skillednveatiegoriedt has been
found throughout the literature that social class has a strong associttiteavt disease (Brownstein,
2008; Viil-Kajander et al., 2003; Marmot et al., 1997; Esrey et al., 1996).oftae explanation lies
with the fact that those of a lower economic status are often also assodgthtpdav diet, increased
smoking, increased alcohol intake and increased physical inactivity (Gazidno2étl8; Fodor and
Tzerovska, 2004; Gottdiener et al., 2000; Marmot et al., 1997; Esrey et al., 1996

The chi-square analysis, as seen in Table 1, clearly shows the significance ofyetlsracttonstraint
variable. The fact that for certain ethnic groupings, the exp(b) in table 2 is also abovarustant
specifically, Asian or Asian British and Black or Black BritisFhis corroborates the existing literature
and shows that ethnicity is an important variable to be included as a key fabimniiictosimulation
model. (American Heart Association, 2010; Tidy and Willacy, 2009; Brownstein, 2008; MaKeig
al., 1989; Gillum, 1982). Self-assessed general health is also significant at the 95% confidegice lev
in the chi-squared analysis (table 1). However, the logistic regression Paldleows that in
comparison to ‘good’ general health, those with ‘fair’ or ‘not good’ general health are not necessarily
more at risk. However it does make sense that persons with poor general healthsgf-@ssessed)
may have illnesses that themselves might promote heart disease:hies.hapd pressure, smoking,
higher cholesterol, diabetes, and obesity. The American Heart Association (2010) stated “Smokers risk

of developing coronary heart disease is 2-4 times that ofmokers” (2010). Obesity is another factor
that can lead to increased risk of heart disease, but again is véyliditi measure. Homer et al.
(2008) stated “The literature points clearly to adverse direct effects of inadequate physical activity on
the onset of hypertension, high cholesterol, and diabetes” (2008, p3).

The five key variables identified aboveage, gender, ethnicity, occupation, and general health - will

be used to build the microsimulation model in the next section. All have beenmttediterature as
important risk factors, and all have been found to be significant in the HSERigiatpchi-square
analysis, whilst some elements of each were found to be significant in ibtecloggression analysis.

Other potential risk factors were tested, including marital status, tenure andadledtainment, ku

found not to be independently significant. The final model yielded a goodnessvihfiR?> = 0.64,
suggesting that this combination of factors provides a basis for understandiagvspitions which

is good but by no means complete. Global goodness-of-fit measures, such as Cox and @nell R
Nagelkerke Rcan also be used to assess the explanatory power of the model. The Cox and Snell Pseudo
R? value was 0.13 (the smaller the value the better the fit) whilst the NagelRérkas 0.36 (1.00
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representing a perfect fit). Even though, this pseuide Rwer than we would like, it was the highest

out of all the logistic regression models run.

5. Building a spatial microsimulation model for heart disease

In this section, microsimulation is used to simulate the estimated spatial distributesideits in the
study area with heart disease. The primary strength of a microsimulation model is that smalebrea lev
information is generated that did not exist before. As such they have ddessdwidely used in health
geography. Clarke and Spowage (1984) first proposed a multi-factored model of huspitahat
included: population demographics, morbidity (demand), type and amount of care offeresiqpyovi
and a hospital allocation model. The microsimulation and allocation model focussficaihe on
geriatric care and suggested that the use of these models increased the atmlity toore informed

decisions regarding the allocation of resources.

Smolen et al. (2007) used a microsimulation model to predict mortality fronestfok patients with
asymptomatic carotid stenosis over a five year time span. They validateitthsimulation output
with data from clinical trials, using a total of eleven characterittiestimate the specific population
most liable to have a stroke. Similarly, there have been a number of applications of micrimsinwlat
estimate the location of smokers in order to provide stop-smoking serVimesntz et al. (2008) found
that smoking was significantly associated with age, social class and ethhigjtgrtantly, it was the
inclusion of all three of these variables (not just one) which led to @ mabust measure of demand or
need (see also Tomintz et al 2012 for similar work in Austria). Setital. (2011) also built a
microsimulation model to estimate the location of smokers, this time in New Zealand. Given that New
Zealand asks smoking related questions in their Census, the estimates of dpaslddgon the
microsimulation model could be validated against real world data. Encouragingly, Salit(etl1)
found that microsimulation can accurately estimate smoking prevalencenimithal error (see also

Hermes and Poulson 2012).

Procter and Smith (2008) used a microsimulation model to estimate childhood spesifically to
identify intervention methods and health policies to reduce childhood obesity. (sé@latsals and
Clarke, 2009) This work, sing ‘SimObesity, showed that estimated obesity was generally higher in
lower socio-economic areas (poorer diets, less playground spgdeuetmuld also be found in higher
income areas where more sedentary lifestyles could be contributing to bingsety levels. In work
similar to that reported here Morrissey et al. (2010, 2012) used a spatiasimigiation model to

estimate mental health at the small-area level in Ireland. Although not pogsessvidual hospital
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records (as we have in this study) they were still able to signpost areaestiraedes of mental health

problems were high, but access to acute hospital servassoor.

The type of microsimulation model used in this research is a simulated annealing modklte8im

annealing is a global optimization method that has been usedrhggalaecent years for solving

difficult combinatorial optimisation issugs (Harland et al., 2[H&mes and Poulsen, 20}{2&ermes
and Poulsen, 201ﬂb; Cullinan et al., 2fpH¥nes et al., 20Q81ynes et al., 2009a; Hynes et al., 2009b).

The simulated annealing methodology works by matching the population in theeg&if§id) to the
Census data using the constraint variables. The model decides if a person in thattHB&art
problems should be allocated to a household in an individual census zone based on thewesdnh be
the constraint variables in both data sets.

The simulated annealing microsimulation model code employed and revised for this research wa

initially created by Harland et al. (2012). The steps inherent in this procedure cstedbadi

Configure the thresholds = starting value,and steps of t{t>t).
Generate a random sample where all weights are set to zero (1 if the pe
included and O if they are not).
Select individuals at random
Repeat steps 3 until the required number of individuals has been select
Compute goodness-of-fit for the current solution
Replace one individual at random
6a From the current selection, pick an individual and flip the weight from 1t
6b  Pick a new individual at random from the sample
Recalculate goodness-fit-
Update the weights if the threshold has been exceeded
Repeat steps 4 to 6 until the threshold is zero
(adapted from Harland et al. (2012) and Hynes et al. (2009a).

N =

[e2 2 &) BF SN @)

© 00~

The first step in the simulated annealing methodology was to randomlyasbeaple of the survey to
be matched with the Census population for each census output area (middleosppit areas
MSOAs). Once this step was completed, the goodness-of-fit tests were calculatedto slesdthe
matches appeared. Next, an individual within each area was replaced with ardithénah The
goodness-of-fit tests were recalculated to see if the fit was improved (i.ecahbetween the two data
sets decreased or lessened). If so, that individual was kept and another ratididomel was replaced
and tested again. If the fit was found to be worse, then that individual waplaated and the algorithm
moved on to the next iteration. This process was repeated until the annealingldhiesthat the

beginning of the simulation, reached zero.

The variables estimated by the model can be checked against actual data, but onhaivtiata exists.
SRMSE is a general average error measure that measures the differenea betveynthesised and

actual values. This is a frequently used measure to evaluate how well the spojnaation matches
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the real population. The closer SRMSE is to zero, the better the model is at egtth@population.

A perfect fit of SRMSE only occurs if the predicted and the actual values match exactly.

ZiZj(Tij'Tij)2/m xn (1)

SRMSE=*—5-"—

WhereT;; are the observed values aﬁ’;pl are the predicted values.

Total Absolute Error (TAE) and Standardised Absolute Error (SAE) can algseloefor calibration
TAE is the number of people in the population that have been misclassifiedr{éHatlal., 201;2/0as
and Williamson, 2001). TAE can be used to evaluate the degree of error of a covatiali in a

microsimulation analysis. The formula used is:

(2)

WhereT;; are the observed counts for the itgrnof a data table, anf}; are the expected counts.

TAE measures the absolute number of people who have been misclassified. However, TAE can produc
larger error counts than actually occur, as it double counts each person. It counts thdrnthegce i
were in the ‘wrong’ category and counts them again if missing from the ‘correct’ category (Harland et

al., 2012Voas and Williamson, 2001). Thus, each misclassification occurrence is cavisedThus,

a relative measure of the absolute error is needed and that is where the Stahdhsbide Error

(SAE) is utilised. The SAE is a statistic that is easy to interpsggcially as it gives equal weight to
each table regardless of the size of that table (Voas and Williamson, 2001, p191yniite igiven

as:

SAE = Xi%)|Tij—Eij (3)

The lower the SAE is, the less error that is present. .

Table 3 here

Table 3 details the goodness-of-fit statistics for the microsimulatimehels using the two alternative

calibration methodologiedt can be seen that the model predicts the constraint variables almost
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perfectly in both cases. Thus we can have confidence that the model is perfornhigtemehs of

predicting the distribution of the key constraint variables we need to understand heagt diseas

The estimated morbidities for heart disease were calculated from thesimiglation model using a
Monte Carlo or ‘roulette wheel’ sampling procedure. For each individual, the odds ratios are combined

for each of the observed risk factors to provide a probability of Hessrdse. Probabilities are drawn
at random to determine the incidenrcr example, if the combined risk is 0.1 and a random number
is drawn less than 0.1 then the condition would be assigned. In this way, the occurrence celasart di
in the HES are merged with the spatial MSM.

6. Comparing hospitalisation ratesto estimates of heart disease

The individuals who had heart disease were totalled for each small censubkératt(lle super output
area or MSOA) and divided by the total population above 16 to provide a rate. The simulated data was
compared to the actual hospitalisation rates to see how similar the patterns are.

Fig 4 here

Figure /amaps the simulated rate of heart disease for over 16s in the study regiom 4Bighows the
hospitalisation rates for heart disease for the same population. Figures 4a and 4b were bdtmmappe
the quantile classification scheme so the same proportion of the population could iieddé&i 4a
shows areas with high estimations of individuals with heart problems twubd fn Bradford, Leeds

and the semi-rural Harrogate and York areas. The different combinations of wadablbe seen at
work here: the high rates in Bradford are largely driven by low socia alas$ high non-White ethnic
populations. The semi-rural areas of Harrogate and York contain many elderly resilemattérns

in Leeds probably reflect more of a mixture of all these factors: a combin&gtdedy, low affluence

and high numbers of non-Whites

It is the areas that have high proportions of the population estimated to hawdidesemd but where
low hospitalisation rates are evident that are the most interesting. Fig & lsbspitalisations for heart
disease (as derived from the Hospital Episode Statistic data 2006/2007) fobitwesé & years of age
divided by the total expected need (from the spatial microsimulation modelys Aith a rate closer
to one indicate those areas where the simulation had created a synthetic poputatias &éxaremely
close in expected heart disease numbers to the actual hospitalisation raies aréas. The closer the
rate is to zero the greater the difference between hospitalisations and expected/Aksemsde seen

many areas have a close-fiBradford is a good example.

13



Figure5 here

However, in some areas of the study region, particularly Huddersfield, Yorkeand, the values of

this rate show a marked difference. An important feature of these vasiitme existence of clear
spatial patterns (or ‘autocorrelation’). This suggests that the low rates which can be seen consistently
across north and east Leeds, the outskirts of York, to the north and westagats, and between
Huddersfield and Dewsbury, are not the product of random variations in a statisiiedl nit is much

more likely that such strong geographical patterns are associated with an ngdgwhfial process.

The areas of North East and East Leeds provide a good example of where differelacgs.drerlorth
Leeds the patterns of high heart disease are driven largely byagery high elderly population is
resident hereLike Harrogate and York where low rates can also be seen this is also mostlynquite a
affluent area, and one possible explanation is that an interaction between affluence and head disease
not fully captured in the model as it currently stands (for example, becaleféubat have been able

to enjoy healthier lifestyles or better diet). However, in East Leeds tleereush higkr numbers of
lower income residents (including council estates such as Gipton, Whitkirk andf§e&iwven that

we would expect higher hospital rates in such areas, access may well be a kegt@ypfaator to
understand the low rates as these are areas furthest from major hosjpéatrioent of heart conditions.

Areas in which the simulated rates of disease are low relative tagidns are less widespread but also
of interest. Here the area of North-West Bradford adjacent to tleglad& NHS Trust Hospital at
Keighley is a good example, in counterpoint to its neighbour at Wharfedati (Nmds/ Otley). In
this instance, recent cuts have resulted in the restriction of Wharfedale to basiEsseomprising
Angiography, Arrhtyhmia, Hypertension, Ischaemic Heart Disease, General 6gydiold Pacemaker
Implantation . In contrast, Airedale continues to offer a much wider range dfidaciincluding
Congenital Heart Disease, Heart Failure and Valve Disorders. There is a senieehethat not only
does poor access lead to reduced levels of uptake, but good access to high ouiaéty s boost

utilisation.

In addition to service provision, the waiting time between hospitals alesvarmbstantially from place
to place. For example, according to BMI Healthcare (2012), Bradford NHS Trustdrage waiting
times of 32.4 weeks, in comparison to Harrogate District Hospital at ‘only’ 18.4 weeks. The relative
ease or difficulty in obtaining a hospital bed is another factor whictd cexdcerbate variations in

physical access, for example if a long waiting time is combined with poor access.

7. Conclusions
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In this paper a spatial microsimulation model has been utilised to estimatelitgddsiheart disease
based on statistical analyses of the HSE data. The spatial microsimulatiehwas built using
combination of age, gender, ethnicity, self-assessed general health and socialartais MSOAS
demonstrated a high simulated need compared to low hospitalisation rates (as derivéd$rdata).
Could these areas be under-served for heart treantiefaicilities were located more closely would
more residents receive hospital treatment? Could more lives be savedaifonarin access to
hospitals were reduced? The modelling of health care need and provision is aarityanttof any
study in the health care field. By studying the geographical components of healtleediin relation
to service provision, it is possible to understand more about the complex@seatn the health care
market. The conclusion that access is as important as need has important impfimatieakh care
policy, especially contributing to the debate over the benefits of ambulatory cdrep@rsed versus
centralised health care provision).

The microsimulation model which has been presented here is not capalledisantangling these
complex cause and effect relationshipmore detailed work for example on GP referral patterns,
patient attitudes and behaviour would be needed for this purpose. Also the final mqraitditns
seen in the maps cannot be validated externally without access to furtheargaallirvey analysis.
However the model has made clear that the level of unexplained variation is sabstahts
demonstrated a clear geography, and has highlighted those places in which the effecisgas st
and therefore where the search for further clues might most profitably be targeted.
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