This is a repository copy of *Avalanche multiplication in Al\textsubscript{x}Ga\textsubscript{1-x}As (x=0to0.60)*.

White Rose Research Online URL for this paper:
http://eprints.whiterose.ac.uk/909/

**Article:**
Plimmer, S.A., David, J.P.R., Grey, R. et al. (1 more author) (2000) Avalanche multiplication in Al\textsubscript{x}Ga\textsubscript{1-x}As (x=0to0.60). IEEE Transactions on Electron Devices, 47 (5). pp. 1089-1097. ISSN 0018-9383

https://doi.org/10.1109/16.841245

**Reuse**
Unless indicated otherwise, fulltext items are protected by copyright with all rights reserved. The copyright exception in section 29 of the Copyright, Designs and Patents Act 1988 allows the making of a single copy solely for the purpose of non-commercial research or private study within the limits of fair dealing. The publisher or other rights-holder may allow further reproduction and re-use of this version - refer to the White Rose Research Online record for this item. Where records identify the publisher as the copyright holder, users can verify any specific terms of use on the publisher's website.

**Takedown**
If you consider content in White Rose Research Online to be in breach of UK law, please notify us by emailing eprints@whiterose.ac.uk including the URL of the record and the reason for the withdrawal request.
Avalanche Multiplication in $\text{Al}_x\text{Ga}_{1-x}\text{As}$

($x = 0 to 0.60$)

Stephen A. Plummer, J. P. R. David, R. Grey, and G. J. Rees

Abstract—Electron and hole multiplication characteristics, $M_e$ and $M_h$, have been measured in $\text{Al}_x\text{Ga}_{1-x}\text{As}$ ($x = 0 - 0.60$) homojunction $p^+ - i - n^+$ diodes with i-region thicknesses, $t$, from 1 $\mu$m to 0.025 $\mu$m and analyzed using a Monte Carlo model (MC). The effect of the composition on both the macroscopic multiplication characteristics and microscopic behavior is therefore shown for the first time. Increasing the alloy fraction causes the multiplication curves to be shifted to higher voltages such that the multiplication curves at any given thickness are practically parallel for different $x$. The $M_e/M_h$ ratio also decreases as $x$ increases, varying from 0.2 to 0.1 as $x$ increases from 0 to 0.60 in a $w = 1 \mu$m $p^+ - i - n^+$. The Monte-Carlo model is also used to extract ionization coefficients and dead-space distances from the measured results which cover electric field ranges from 250 kV/cm to 1200 kV/cm in each composition. These parameters can be used to calculate the nonlocal multiplication process by solving recurrence equations. Limitations to the applicability of field-dependent ionization coefficients are shown to arise however when the electric-field profile becomes highly nonuniform.

Index Terms—Avalanche diodes, avalanche photodiodes, hot carriers, impact ionization, Monte Carlo methods.

I. INTRODUCTION

AVALANCHE multiplication in $\text{Al}_x\text{Ga}_{1-x}\text{As}$ is important in semiconductor devices operating at high electric fields such as heterojunction bipolar transistors (HBT's) [1] and IMPATT's [2] since it limits the power performance. Accurate knowledge of the avalanche multiplication process in this material system is therefore required for a variety of device design purposes.

Several experimental breakdown studies have been carried out in $\text{Al}_x\text{Ga}_{1-x}\text{As}$ including the first measurements of the breakdown voltages in one-sided junctions over the alloy composition range $x = 0$ to 0.27 by Yeh and Liu [3]. David et al. [4] measured the electron and hole initiated multiplication, $M_e$ and $M_h$, respectively, in $p^+ - N - N^+$ heterostructures with $\text{Al}_x\text{Ga}_{1-x}\text{As}$ ($x = 0$ to 0.60) high field regions and GaAs cladding regions. They deduced the electron and hole ionization coefficients, which are the mean of the inverse distance between electron and hole ionization collisions, $\alpha$ and $\beta$, respectively. Both these works show that as the composition increases the magnitude of $\alpha$ and $\beta$ decrease while [4] shows the $\alpha/\beta$ ratio decreases such that $\beta > \alpha$ for $x > 0.3$. Robbins et al. [5] measured $\alpha$ and $\beta$ from abrupt one-sided homojunctions with $x = 0$ to 0.40 and found reasonable agreement with [4] except that $\alpha > \beta$ for all alloys. In [4], [5] however, local ionization theory was used to deduce $\alpha$ and $\beta$ whereby these parameters are assumed to vary with solely the local electric field. While this analysis can be justified in devices with thick avalanche regions, such that most carriers are in equilibrium with the field, the avalanche regions of modern transistors can be $< 1 \mu$m [6]. In thin structures or where the electric field is highly nonuniform, nonlocal effects become important in determining the multiplication. Moreover, there is very little published multiplication data to date from electric fields $> 500$ kV/cm.

We have already shown that the local ionization model (LM) overestimates the measured multiplication in $\text{Al}_x\text{Ga}_{1-x}\text{As}$ ($x = 0 - 0.30$) $p^+ - i - n^+$s when $w < 0.5 \mu$m [7], [8], especially at low applied voltages. Furthermore, it is incapable of predicting the excess noise figures of thin GaAs and $\text{Al}_x\text{Ga}_{1-x}\text{As}$ APD’s as shown, for example, in [9], [10]. The overestimation of both the multiplication and the excess noise in thin structures by the LM has been explained by its neglect of the dead-space distance, $d$, where carriers have insufficient energy to initiate ionization. Quantifying the avalanche multiplication process in the presence of significant dead-space effects, however, is not straightforward. Since dead-space has a different effect in each geometry, it causes the local ionization coefficients to differ when they are deduced from photomultiplication measurements on thin devices with different electric field profiles. One attempt to circumvent this problem involves presenting a different parameterized form for the ionization coefficient deduced from each measured device in the manner of Lennox et al. [11]. However, the accuracy of interpolating or extrapolating these data to model general device geometries is still unclear. Another approach has been to modify the LM to include dead-space by changing the limits over which ionization is assumed to occur in the multiplication region (see for example [6], [12]). However, this treatment still does not fully account for its effect as shown in [13] while it is also unsuitable for calculating the excess noise figure of a thin structures, where the results are determined by the spatial distribution of ionization events [10]. Consequently, the ionization coefficients published to date are inapplicable to submicron devices.

A rigorous account of dead-space effects can be made by using the recursive technique developed by the Wisconsin group which allows both the multiplication and excess noise to be given from “microscopic” ionization coefficients, $\alpha^*$ and $\beta^*$. 
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These coefficients are defined as the ionization probability per unit distance experienced by an electron or hole, respectively, after travelling for the dead-space distance. Unlike the local parameters which depend on the device geometry when dead-space becomes significant, the “microscopic” ones are always device independent, which allows the avalanche process to be quantified unambiguously. The recursive technique accounts for the fact that all carriers must travel for a dead-space distance before they are able to initiate ionization. Consequently, $\alpha^*$ and $\beta^*$ are generally different to $\alpha$ and $\beta$ but the relationship between them is not straightforward. Since experimentalists have not used this recursive technique to analyze their results to date, no reliable data exists which can be used for calculations of the avalanche multiplication process in sub-micron devices. Moreover, it is apparent that these differences between the “local” and “microscopic” ionization coefficients and their applicability to different models has led to some confusion in the literature as described in [13], [16].

In this work we deduce the device-independent “microscopic” ionization coefficients and dead-space distances from previously measured multiplication results on $\text{Al}_x\text{Ga}_{1-x}\text{As}$ ($0 < x < 0.3$) p$^+$-i-n$^+$ diodes as well as a new series of $\text{Al}_{0.60}\text{Ga}_{0.40}\text{As}$ p$^+$-i-n$^+$s with i-region thicknesses, $t_i$, from 1 $\mu$m down to 0.025 $\mu$m. This is done with the aid of an MC model where the history of carriers is explicitly accounted for, instead of either a local model or one of recursive techniques discussed above, where position dependent ionization probabilities are assumed to depend on the local electric field. This combination of extensive measurements on 31 layers and the MC analysis allows the effect of composition on both the bulk and the nonlocal multiplication behavior to be quantified accurately for the first time. The effect of composition on the microscopic multiplication process is also illustrated. The data can be used with the recursive technique described previously to give the multiplication properties in devices which access electric fields about double those conventionally covered by published photomultiplication measurements. We also illustrate general limitations to the applicability of these data.

II. EXPERIMENTAL DETAILS

The growth, fabrication and characterization procedures for $\text{Al}_{0.60}\text{Ga}_{0.40}\text{As}$ were very similar to those described for $\text{Al}_x\text{Ga}_{1-x}\text{As}$ ($x = 0 - 0.30$) as explained in [7], [8] and so only a general scheme is given here. To study electron multiplication, homojunction p$^+$-i-n$^+$s were grown with alloy compositions $x = 0.0, 0.15, 0.3$ and 0.6 and i-region thicknesses of $w = 1$ $\mu$m, 0.5 $\mu$m, 0.1 $\mu$m, 0.05 $\mu$m, and 0.025 $\mu$m using conventional solid-source molecular beam epitaxy. To study hole multiplication, via-holes were etched into the substrate of some devices to allow optical access to the n-regions for the injection of primary hole currents. However, this sometimes caused the devices to degrade as evidenced by increased dark currents. Moreover, the hole quantum efficiency in the $\text{Al}_{0.60}\text{Ga}_{0.40}\text{As}$ samples was found to be very low leading to low photocurrents. Therefore, hole multiplication was also investigated by growing several n$^+$-i-p$^+$s. Because avalanche multiplication characteristics depend critically on the electric field profile, the i-region thickness, $w$, the P$^+$ and N$^+$ cladding doping levels, $p$ and $n$, and the unintended i-region doping, $i$, were deduced by adjusting these parameters in a solution of Poisson’s equation to fit the measured capacitance–voltage (C-V) profiles from all layers. The accuracy of the results was verified by secondary ion mass spectrometry (SIMS) measurements on some of the devices from which we estimate that $w$ can be obtained to within 1–2% certainty and $p$ and $n$ to within 10–50%.

To measure the photomultiplication characteristics themselves, the wavelength of light was chosen to ensure that practically all photons are absorbed in the cladding regions and the primary photocurrents are therefore purely electron-type or hole-type. (633 nm light was used in GaAs, 542 nm light was used in $\text{Al}_{0.15}\text{Ga}_{0.85}\text{As}$ and 442 nm light in $\text{Al}_{x}\text{Ga}_{1-x}\text{As}$ ($x = 0.3$ and 0.6)). To ensure only the multiplied primary photocurrents were measured, the incident light was chopped and the resulting a.c. photocurrent was detected using a lock in amplifier. Measurements were undertaken on each layer at primary photocurrent levels of between 50 nA and 50 $\mu$A to confirm the absence of effects due to space-charge or diode resistance. To obtain $M_e$ and $M_h$, the measured photocurrent–voltage curves had to be corrected for a small (≈ 1%) increase in the photocurrent as the bias increased from zero to that corresponding to the onset of multiplication. This effect is due to the increase in collection efficiency which arises when the depletion region extends into the contacts with increasing bias as described by Woods et al. [17]. Reproducible $M_e$ and/or $M_h$ curves were obtained from all diodes.

A range of the measured photocurrent characteristics from the $w = 0.5$ $\mu$m and 0.05 $\mu$m $\text{Al}_{0.60}\text{Ga}_{0.40}\text{As}$ p$^+$-i-n$^+$s are shown in Fig. 1 along with a typical dark current, $I_d$, from 200 $\mu$m radius devices showing that this is several orders of magnitude lower than the photocurrent. Also shown on this plot for comparison are a typical photocurrent and dark current measured from

![Fig. 1. Three measured photocurrents (open symbols) and a measured dark current (filled symbols) from the $\text{Al}_{0.60}\text{Ga}_{0.40}\text{As}$ samples with $w = 0.5$ $\mu$m (□ □ □) and $w = 0.05$ $\mu$m (○ ○ ○). Also shown are a typical photocurrent (+ + +) and dark current (· · ·) measured from a $w = 0.05$ $\mu$m GaAs device.](image-url)
the \( w = 0.05 \mu m \) GaAs \( p^+ - i - n^+ \). These data illustrate the rapid increase in \( I_d \) which was seen in the ultrathin GaAs structures due to tunnelling and the much lower dark currents in devices of the same thickness but with a wider band-gap. After normalization, the three photocurrent curves from the \( Al_{0.40}Ga_{0.60}As \) \( w = 0.5 \mu m \) device and the three from the \( 0.05 \mu m \) device in Fig. 1 are indistinguishable as shown in Fig. 2. The \( M_e (M_h) \) from the other investigated \( p^+ - i - n^+ \) (\( n^+ - i - p^+ \)) of this alloy composition are also shown in Fig. 2 along with the measured \( M_e \) characteristics of the GaAs and \( Al_{0.30}Ga_{0.70}As \) \( p^+ - i - n^+ \) which have \( w = 1 \mu m \), \( 0.1 \mu m \) and \( 0.025 \mu m \) for comparison. In the GaAs devices with \( w < 0.1 \mu m \), the tunnelling currents limited the highest measurable \( M_e \) to \( \approx 5 \). By contrast, in the ultrathin \( Al_{x}Ga_{1-x}As (x \geq 0.3) \) diodes where tunnelling effects are insignificant, multiplication values of typically 15–30 could be achieved. The effect of composition on the multiplication cannot be concluded from Fig. 2, since there is no clear trend in the results. This is because there are small but significant variations in the field profiles of devices with different \( x \) but the same nominal \( w \). It indicates that the electric field profile should be accounted for as accurately as possible and thus motivates the use of the Monte Carlo model.

A clearer trend can be seen in Fig. 3 where the total breakdown voltage, \( V_{bd} \), including the built-in voltage (which is assumed to vary linearly with \( x \) from 1.2 V in GaAs up to 1.65 V in \( Al_{0.40}Ga_{0.60}As \)) is plotted against \( w \), as determined by modeling the measured \( C - V \) profiles for all diodes. The relative change in \( V_{bd} \) with \( x \) is practically the same for any given thickness. Furthermore, the total voltage corresponding to the onset of measured multiplication, defined arbitrarily as \( M_e = 1.0024 \) for consistency, scales with the composition in a similar way such that the relative effect of changing the alloy fraction appears similar for all thicknesses (also shown on Fig. 3). Compared to a GaAs device of the same thickness, the \( V_{bd} \) of an \( Al_{0.30}Ga_{0.70}As \) \( p^+ - i - n^+ \) is approximately 15% higher while it is 30% higher in an \( Al_{0.60}Ga_{0.40}As \) \( p^+ - i - n^+ \).

This graph implies that the multiplication curves from a set of equal thickness devices of various compositions will be approximately parallel. However, to extract further information about the ionization process, it is necessary to model the measured results while accurately accounting for the effect of the electric field profiles. It has been shown by Scrobhaci and Tang [18] that the ionization probability at any point in a structure depends not on the only the field at that point but also the effect of the field on the carrier distribution function at previous points in the carrier’s history. This means that it is inappropriate to use most of analysis procedures used to date which assume that ionization coefficients or probabilities depend only on solely the electric field: it is necessary instead to use a Monte Carlo model where the carrier history is implicitly included.

### III. MONTE CARLO MODELING

Modeling of the measured results would ideally be carried out using an MC model that incorporates realistic band-structures, but these are highly computer intensive and consequently impractical for our purposes of fitting to measured data. Therefore, we use an MC model described previously in [16] where the transport is described using effective dispersion relations which take the form \( E = (1 + \alpha \varepsilon E) \) = \( h^2 \kappa^2 / 2m^* \) where \( E \) is kinetic energy, \( \alpha \) is a nonparabolicity factor, \( \kappa \) is wavevector and \( m^* \) is the mass at the valley minima for both electrons and holes. (This model is different to the one we reported in [30] which used parabolic effective dispersion curves and, consequently, slightly overestimated the increase in multiplication with bias.)

The masses and nonparabolicity factors are adjustable parameters that were chosen to reflect a “realistic” average mass versus average kinetic energy relationship. In all compositions, \( m^* = \frac{1}{6} m_o \) where \( m_o \) is the free electron mass while values of \( \alpha \)
varied between 0.35 and 0.43. A parameter that describes the coupling strength of the phonon scattering rate was also adjusted to allow exact fits to the measured multiplication data. The ionization rate is included as a scattering mechanism for energies \(E\) greater than the minimum threshold energy for ionization, \(E_{th}\), and takes the form used by Stobbe et al. [19]

\[
R_{ii} = C_{ii} \left( \frac{E - E_{th}}{E_{th}} \right)^4
\]

where \(E_{th}\) is taken to be the average band-gap of the first conduction band of the material defined after Allam [20] as \(E_{th} = 1/8E_F + 4/8E_L + 3/8E_X\) where \(E_F, E_L\) and \(E_X\) are the energy gaps from the valence band minima to the \(1\Gamma, 4L\) and \(3X\) conduction band minima, respectively. The ionization softness factor \(C_{ii}\) is another fitting parameter to experiment which is in the range from \(3.6 \times 10^{23}\) to \(4.2 \times 10^{23}\) in reasonable agreement with \textit{ab initio} ionization rate calculations [19]. In [16], we report this model’s ability to accurately simulate the avalanche process by it closely fitting the measured multiplication curves in GaAs p+−i−n−s with \(w\) as thin as 0.025 \(\mu m\) and p+−n junctions doped to 2.2 \(\times 10^{15}\) cm\(^{-3}\). The model can similarly reproduce the measured \(M_e\) and \(M_h\) curves in submicron \(Al_xGa_{1-x}As (x = 0.15 \text{ to } 0.60)\) devices as shown in Fig. 4 where data are plotted for the \(x = 0.30\) and 0.60 diodes as \(\ln(M_e - 1)\) to emphasise the agreement for multiplication values as low as \(\approx 1.01\).

Since this is a simplified transport model, it is important to ensure that the model is not fitting the multiplication by producing errors in the dead-space which are compensated for by errors in the subsequent ionization probability. For a given \(Al_xGa_{1-x}As\) composition, if we compare different width devices at the same electric field, the dead space to avalanche region width ratio would vary. However, the excellent agreement between the MC model and experiment strongly suggests that the model must be correctly predicting the dead space and the ionization probability. In [16] we also showed that this model reproduces the multiplication results in heavily doped GaAs p+−n junctions which means that it must also correctly account for the carrier’s history when the field is highly nonuniform. Whereas different combinations of adjustable parameters in the MC model can give the same mean ionization coefficients (i.e., the mean distance between ionization events) and replicate the multiplication characteristics in thick bulk structures, this is not true in submicron structures. The low multiplication characteristics of diodes with \(w < 0.5 \mu m\) are particularly sensitive to the choice of parameters, since these control both the magnitude of the dead-space and the way in which the ionization probability increases with increasing distance before reaching an equilibrium value. This result indicates that the only way that our model can replicate the measured multiplication is by giving the correct ionization PDF’s, which include the dead-space values.

Once the model parameters have been determined by fitting to experiment, \(M_e\) and \(M_h\) were calculated for ranges of ideal p+−i−n−s to more clearly compare the effect of the alloy composition. These data for \(x = 0, 0.30\) and 0.60 p+−i−n−s with \(w = 1 \mu m, 0.1 \mu m, \) and 0.05 \(\mu m\) are given in Fig. 5 to show that the effect of increasing the alloy fraction clearly shifts the multiplication curves to a higher applied electric field at each thickness. The same trend can be seen for \(M_e\) and \(M_h\) but at any given \(w\) the \(M_e/M_h\) ratio is closer to unity for a higher composition. The shift in the multiplication curves which occurs for \(x\) changes from 0 to 0.3 is very similar to the one when \(x\) changes from 0.3 to 0.6, indicating that the electron multiplication is not significantly affected by the semiconductor becoming indirect when \(x > 0.42\) [21]. In fact, the breakdown voltage of the simulated ideal p+−i−n−s was found to be practically proportional to the average conduction band energy, \(E_{th}\), for all thicknesses suggesting that the whole Brillouin zone affects these results rather than simply the minimum energy gap.
IV. DISCUSSION

In this discussion, we believe that associating the effect of alloy fraction on the multiplication with changes in the individual material parameters in the Monte Carlo model would be inappropriate because these parameters are only applicable within the confines of this simplified model. Nevertheless, the fact the model clearly replicates the multiplication processes in the different materials allows the properties of these to be compared.

The simulated ideal p⁺-i-n⁺ results show that the effect of composition contrasts with the conventional one described in most solid state text books since Sze and Gibbons [22] whereby \( V_{bd} \) varies linearly with the energy gap of the minimum valley. Because Vbd continues to increase for compositions with \( x > 0.42 \), it is consistent instead with the description of the ionization process by Allam [20]; the carrier momenta of the initiating particles is argued to be completely randomized such that \( V_{bd} \) is determined by the average of the conduction band minima energies which represent the final electron states. The results of Figs. 3 and 4 also contrast with the results of Herbert et al. [23] where the \( V_{bd} \) in GaAs and Si was predicted to become less sensitive to material as the thickness decreases. By contrast, changing \( x \) by a given amount in Al\(_x\)Ga\(_{1-x}\)As causes \( V_{bd} \) to be changed by a similar fraction for any given thickness of p⁺-i-n⁺.

The results of Figs. 3 and 4 may be surprising considering that as the average band-gap and thus the ionization threshold and \( d \) become larger; one might expect \( V_{bd} \) in thick and thin structures to show a markedly different dependence on the alloy fraction. However, the phonon energy and the strength of phonon scattering also increase in such a way that \( d \) represents a smaller fraction of the mean distance between electron (hole) ionization collisions. Consequently, the effect of changing \( x \) is not readily apparent. The role of dead-space was therefore examined by calculating the spatial ionization coefficients for different thicknesses of ideal p⁺-i-n⁺ at a constant multiplication. These coefficients are evaluated from the fractional change in the spatial current flux, \( J(x) \), by the expression for electrons:

\[
\alpha = \frac{1}{J_e(x)} \left\{ \left[ \frac{dJ_e(x)}{dx} \right]_{\text{electron ionization}} \right\}
\]

with a similar expression for the hole coefficient, \( \beta(x) \), in terms of \( J_h \). It is noted that in (2) \( dJ_e(x)/dx \) refers only to the change in \( J_e \) due to electron ionization between \( x \) and \( x+dx \) and is not therefore the same as the \( dJ_e(x)/dx \) term that appears in the current equations. We describe the behavior of these \( \alpha(x) \)'s and \( \beta(x) \)'s in terms of nonlocal effects in detail in [16] while their significance is that they are the coefficients which always return the multiplication when used in the current equations. In a purely local model without modifications for dead-space effects, both \( \alpha(x) \) and \( \beta(x) \) are assumed to be constant in an ideal p⁺-i-n⁺. For a constant value of multiplication, these parameters are plotted from the MC model in Fig. 6 for three \( w = 1 \mu m \) and three 0.1 \( \mu m \) ideal p⁺-i-n⁺'s with \( x = 0, 0.3 \) and 0.6 with electrons injected at the left. The electric fields have been chosen such that \( M_e = 5 \) in all cases. The most striking overall feature of Fig. 6 is that the effect of composition appears small given the large range of ionization coefficient values covered by the two plots. For all three sets of data in the \( w = 1 \mu m \) plot, the electron dead-space, \( d_e \), marked on the plot occupies about 10% of the device to the left of the plot for all compositions. For distances greater than this dead-space, \( \alpha(x) \) increases quickly to assume an approximately constant value of \( 1 \times 10^6 \text{ cm}^{-3} \) for the rest of the structure. The “local” description of a constant value is therefore a reasonable approximation for electrons in this thickness of p⁺-i-n⁺. However, holes that move from right to left give rise to plots of \( \beta(x) \) which are somewhat different from the “local” behavior. Specifically, the hole dead-space distance, \( d_h \), can be seen at the right of the plot but \( \beta(x) \) exhibits a more gradual rise as holes travel at distances less than \( w-d_h \). While the primary electrons in Fig. 6 are injected at the point \( x = 0 \), the secondary electrons and holes are created at various points throughout the device from \( x = w \) to \( x = 0 \). The dead-space for the average secondary carrier therefore represents a bigger fraction of the distance between its creation point to the point where it is collected than for the primary electron, consequently it is more likely to exit the structure without ionizing. However, since electrons are injected, the secondary electrons represent a smaller fraction of the overall electron current than do the secondary holes as a fraction of the overall hole current. Consequently, the effect of dead-space on secondary electrons affects \( \alpha(x) \) less than the effect of dead-space on secondary holes affects \( \beta(x) \). To ensure that the slow rise in \( \beta(x) \) is indeed due to the effect of dead-space being greater on the coefficient of the carrier type which was not injected a simulation was also carried out by injecting pure hole primaries at \( x = w \). The resulting plots of \( \alpha(x) \) and \( \beta(x) \) mirror the results in Fig. 6 except that their shapes are reversed: the rise in \( \beta(x) \) to its saturated level after the hole dead-space mirrors that of \( \alpha(x) \) in Fig. 6 while the
rise in $\alpha(x)$ after the electron dead-space is gradual. This result indicates that the slow rise in the spatial coefficient is a feature of the opposite carrier-type to that injected, rather than specifically holes.

Nonlocal effects are more significant in the 0.1 $\mu$m structure as shown in the bottom plot of Fig. 6 where $d_e (\approx d_h)$ now represents about 50% of the overall device thickness. The device is now so thin that $\beta(x)$ is not able to attain an equilibrium value within its confines. Moreover, $\alpha(x)$ slightly “overshoots” its constant value for distances greater than $d_e$. This is interpreted as due to ionization by primary particles which initiate ionization without undergoing significant energy relaxation at very high electric fields [16]. The carriers consequently ionize coherently around the peak in $\alpha(x)$. Because the phonon scattering rates and phonon energies are greater in Al$_x$Ga$_{1-x}$As ($x \geq 0.3$) than GaAs, the greater energy relaxation means the overshoot behavior is most pronounced in GaAs.

Despite subtle differences between alloy compositions in Fig. 6, the microscopic pictures shown here with the data in Figs. 3 and 5 suggest that the effect of increasing composition in Al$_x$Ga$_{1-x}$As ($x = 0$ to 0.3) can be summarized as effectively shifting the multiplication process to a higher electric field for a diode of any given thickness. The multiplication characteristics are effectively displaced along the electric field axis for different $x$ by a factor which is approximately proportional to $E_{th}$.

A similar comparison to the one we make here between different alloy fractions of Al$_x$Ga$_{1-x}$As was made between the measured curves from GaInP and GaAs p$^+$-i-n$^+$’s by Ghin et al. [24]. That work showed that at a constant field the local ionization coefficients deduced from the GaInP devices were less affected by dead-space than those from the GaAs devices. In this respect, we also find the dead-space to be less significant as the composition and the average band-gap increase. For example, at 500 kV/cm the ratio of the dead-space to the mean distance between successive electron ionization events is 47% in GaAs, 20% in Al$_{0.3}$Ga$_{0.7}$As and 13% in Al$_{0.6}$Ga$_{0.4}$As. As the average conduction band-gap and thus the ionization threshold energy of a semiconductor increases, it therefore appears that the absolute dead-space distance increases at any given field but the dead-space generally becomes a less significant fraction of the mean distance between ionization events for a given electric field. This leads to the local model being more successful in predicting the multiplication in materials with larger average band-gaps than those with narrow band-gaps for a given thickness of device. In [24] for example, Ghin et al. were able to use a local model to reproduce the measured multiplication in GaInP devices as thin as 0.1 $\mu$m whereas the local model underestimated the multiplication in a GaAs p$^+$-i-n$^+$ of the same thickness because of dead-space effects [7, 16].

V. IONIZATION COEFFICIENTS

The importance of differentiating between the ionization coefficients that enter the recursive equations and the local coefficients that are conventionally deduced from photomultiplication measurements is described by both Lacaita and Spinelli [13] and Plummer et al. [16]. This distinction is necessary because dead-space effects cause the local ionization coefficients to be generally reduced below “microscopic” values by dead-space effects. In [16], we showed that “local” coefficients were heavily dependent on the thickness of the high field region as well as the field, $F$, for $F > 500$ kV/cm and so we termed these as “effective” rather than “local.”

In this work, we address the ionization coefficient which should be used in the class of techniques that use microscopic ionization coefficients in a solution of recursive equations [14], [15] or an equivalent method which uses a random number generator described by Ong, et al. [25]. These techniques use the concept of the ionization probability distribution function, PDF, which is the probability that a carrier which is created or injected a distance $z = 0$ ionizes at a distance $z$ downstream. PDF’s are effectively histograms of the distances from creation that a carrier ionizes for the first time. For electrons, the PDF is given in terms of $\alpha^e$ by

$\text{PDF}_e(z) = 0 \quad z \leq d^*_e$

$\text{PDF}_e(z) = \alpha^e \exp \left[ - \int_{d_e}^{z} \alpha^e \, dz \right] \quad z > d^*_e \quad (3)$

while the same relations hold for the hole PDF with $\beta^h$ and $d^*_h$, replacing $\alpha^e$ and $d^*_e$, respectively. Equation (3) assumes that the ionization probability of any carrier is zero for its dead-space distance after injection and ionizes with the probability of $\alpha^e \, dz$ in each distance increment $dz$ until it initiates ionization. $\alpha^e$ ($\beta^h$) is obtained in a straightforward way from a “Monte Carlo” ionization coefficient, which is the probability per unit distance of electron (hole) initiated ionization in a uniform electric field, $\alpha_{MC}$ ($\beta_{MC}$). The Monte Carlo coefficients are obtained by using the Monte Carlo model to simulate a single carrier in an infinite region of uniform electric field; their magnitude being the inverse mean distance an electron and hole travel between successive ionization events. $\alpha^e$ is given from $\alpha_{MC}$ by splitting the distance $1/\alpha_{MC}$ into a dead-space part from $z = 0$ to $d^*_e$, where ionization is prohibited and then attributing the rest of the ionization events to distances beyond the dead-space, $z > d^*_e$ where carriers ionize with a spatial probability $\alpha^e$ leading to

$\frac{1}{\alpha^e} = \frac{1}{\alpha_{MC}} = d^*_e \quad (4)$

The same relation holds for holes in terms of $\beta^h$, $\beta_{MC}$ and $d^*_h$. The Monte Carlo coefficients, which are also device-independent, are parameterized in Table I and plotted in Fig. 7 to show their decrease with increasing $x$. For all compositions, $\alpha_{MC} > \beta_{MC}$ although the $\alpha_{MC}/\beta_{MC}$ ratio decreases toward unity as $x$ increases. The symbols on this plot denote calculated data points and the lines denote the parameterized expressions of Table I. Where PDF’s have been used to date, the electron (hole) dead-space distances are expressed in terms of an effective threshold energy, $E^{th}_{th}(e)$ ($E^{th}_{th}(h)$), which is the minimum potential energy carriers must gain from the field to initiate ionization. We maintain this convention here so that in a uniform field, $F$, $E^{th}_{th(e)} = E^{th}_{th}(e)/qF$ for electrons and $d^*_e = E^{th}_{th(h)}/qF$ for holes. To predict the effect of dead-space on the performance of GaAs APD, Hayat et al. [15] assumed $E^{th}_{th}$ to equal the minimum threshold energies where the ionization rate increases.
from zero, $E_{th} (E_{th} (\alpha) = 1.7 \text{ eV and } E_{th} (\beta) = 1.6 \text{ eV}$) while Li et al. [26] fitted the same theory to measured multiplication and noise data and found $E_{th} (\alpha) = 2.1 \text{ eV and } E_{th} (\beta) = 2.3 \text{ eV}$ which represents about 1.1 times $E_{th}$. In contrast, Spinelli et al. [27] calculated $E_{th} (\alpha)$ and $E_{th} (\beta)$ in Si using a full-band Monte Carlo model and found their values to be 3 eV, about 2.5 times $E_{th}$, while realistic band-structure calculations also predict that most carriers in GaAs contribute significantly to ionization only once they have gain energies $> 3 \text{ eV}$ as shown by Jung et al. [28]. In Table I, the values of $E_{th} (\alpha)$ and $E_{th} (\beta)$ which we obtain from the ionization PDF’s in the same way as in [27] are also almost twice the minimum threshold energy, $E_{th}$, used in (1). One might then question how Li et al. managed to fit the measured results in GaAs using significantly lower values of $E_{th}$. We believe that this was because of their choice of ionization coefficients. They obtained $\alpha^* \beta^*$ by assuming $\alphaMC = \alpha$ and using (4). However, dead-space information is already contained in $\alpha$ which causes $\alphaMC > \alpha$ so Li et al. would have to use a value of $E_{th}$ that was below its real value to reproduce the correct overall multiplication. Li et al. also assumed ideal p$^+\text{-n}^+$s in fitting to the measured data whereas our calculations show that a relatively significant voltage can be dropped in the depletion region of thin structures. To validate that the data in Table I indeed quantify the multiplication correctly, $M_e$ and $M_h$ were calculated using the recursive technique in [14], [15] for the range of ideal p$^+\text{-n}^+$s in each composition and the results were compared with those from the MC simulations. The agreement was excellent when $w > 0.1 \mu \text{m}$ in all compositions and so, for brevity, is illustrated only for GaAs in Fig. 8. Only small differences are evident in $M_e$ and $M_h < 5$ for the thinnest 0.05 $\mu \text{m}$ structure which are attributed to the assumption that the dead-space can be modeled by a step-function as described by (3). In reality, the ionization probability turns on more gradually over about 200 Å as seen in Fig. 6. Moreover, $E_{th}$ is slightly
larger (≈ 10%) for primary carriers than the values given in Table I, since secondary carriers can have significant excess energy at their point of creation, but only one the value of $E_{th}$ was used to give the data in Fig. 8. Both of these assumptions lead to the PDF description of (3) slightly overestimating the electric field corresponding to the onset of measurable multiplication in ultrathin devices.

Whereas the “microscopic” ionization coefficients can be used to calculate the multiplication in ideal p+n-i+n+s, the applicability of these data to structures where the field varies rapidly is unclear. As mentioned previously, this is because the ionization probability of a carrier at any point depends on its history. The effects of field-tapers within a local model have already been identified by other authors including Beni and Capasso [29]. The assumption that $\alpha^+$ and $\beta^+$ depend solely on the local field in the recursive technique would also be expected to become less accurate when field nonuniformity causes carriers to ionize at positions where they are not in equilibrium with the field. To estimate the potential error from neglecting the effect of carrier history, calculations of $\alpha^+$ were carried out of for a range of abrupt one-sided Al$_{x}$Ga$_{1-x}$As P+N junctions doped at $1 \times 10^{16}$ cm$^{-3}$, $5 \times 10^{16}$ cm$^{-3}$ and $1 \times 10^{17}$ cm$^{-3}$ using the MC model and compared with those predicted by the recursive technique. Since the recursive technique uses microscopic ionization coefficients, its implementation implicitly assumes that the probability that a carrier will ionize at a distance, $z$, where $z > d^+$, depends solely on the electric field at $z$. The results are compared in Fig. 9. As expected, when the field gradient is not appreciable the recursive technique gives reasonably accurate results but its applicability is more questionable as the field gradient increases. The curves from these calculations are displaced to the right of the MC curves by 1 to 2 V such that the relative error becomes restrictive when the doping is $> 5 \times 10^{16}$ cm$^{-3}$. This effect of a nonuniform field is difficult to circumvent with the recursive technique since it would require different PDF’s to be tabulated in the computer program for each point along each new electric field geometry encountered. Since these would most probably have to be computed by a microscopic model beforehand, it might prove more computationally efficient to use a simple Monte Carlo model, such as those described in [16], [30], for such purposes. The errors from the recursive technique calculations in Fig. 9 represent a limitation to the accuracy of using $\alpha^+$ and $\beta^+$ that depend only on the local field. However, further work is in progress to develop a practical description that allows the effects of field gradients to be accounted for when using field dependent ionization coefficients. Clearly, $\alpha^+$ and $\beta^+$ will need to account for some memory of the carrier history when the field gradient is appreciable.

VI. CONCLUSIONS

A combination of accurately measured multiplication characteristics and an MC model have been used to extract the effect of alloy composition on the avalanche multiplication properties of Al$_x$Ga$_{1-x}$As ($x = 0$–0.60). The main effect of increasing $x$ is to displace the multiplication curves to higher electric fields for any given thickness. Both the relative change in the breakdown voltage and the voltage at the onset of measurable multiplication is similar for a given change in alloy fraction. The absolute dead-space distance increases with increasing alloy fraction. However, relatively less significant deviations from the local data are expected from materials with high alloy fractions and wide average band-gaps, since the dead-space distance represents a smaller fraction of the mean distance between ionization events.

Device-independent ionization coefficients are deduced for the first time, which are the inverse of the mean distance between ionization events in an infinite region of electric field. From these, the multiplication properties can be calculated for p+i-n+s of an arbitrary thickness using a recursive technique. However, the assumption that these parameters depend solely on the local field causes errors when the electric field profile becomes highly nonuniform.
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