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Abstract

The official appraisal values of travel time savings (VTTS) for non-work trips in UK were estimated by basic discrete choice model on stated choice data collected over 20 years ago. This choice model developed by Bates and Whalen (2001) was specified to address some long-standing issues in the field of VTTS valuation including the sign and size of VTTS while allowing continuous interactions between VTTS and journey covariates. With respect to the size issue, it was found that a “tapering” function, whereby time changes are increasingly discounted, could best explain the lower unit utility observed for small time savings (STS). While this set of non-work VTTS is still being used for transport appraisal in UK, the field of discrete choice modelling has evolved significantly brought by a leap of computing power and improved simulation techniques. Notably, advanced model such as mixed multinomial logit (MMNL) has been widely used to facilitate more realistic travel behavioural modelling by explaining random taste heterogeneity across respondents, which cannot be achieved in a deterministic manner. Also, techniques in specifying such model for VTTS valuation are well established by researchers nowadays. The key objective of this research was then to apply the MMNL model and re-estimate the current UK VTTS within a random coefficient logit framework. Alongside the theoretical discussions, this paper presents a synthesis of empirical evidence to support an updated appraisal value for non-work travel time savings in UK. Some key findings from this paper include a much higher mean value for the VTTS and the significantly reduced “perception effect” for the STS. In particular, this research found that MMNL model substantially reduces the “tapering” parameter of the discounting function for STS such that the “perception effect” of the VTTS becomes minimal. This finding suggests that travel benefits due to STS should be included for transport appraisal and it challenges some appraisal frameworks for countries like Germany where VTTS are discounted or even completely ignored for STS.
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1. Introduction

For many years, high computing costs have created significant obstacles to estimate discrete choice models with flexible specifications such as multinomial probit and mixed multinomial logit (MMNL) models. Amongst these two advanced models, MMNL model is gaining more attention in particular and has become the current state-of-the-art approach (Hess, 2005; Hess et al., 2005), largely facilitated by advances in computing power and simulation techniques in the past decade. Its advantage also lies in the capability to replicate correlation structure of any type of GEV model (McFadden and Train, 2000).

In the field of VTTS valuation, MMNL has already been applied to capture random taste heterogeneity (i.e., variation of VTTS) across respondents. These MMNL models typically assume a mixing distribution to represent the VTTS distribution as a ratio between marginal utilities of travel time and cost in preference space (Algers et al., 1998; Hess et al., 2005; Hess et al., 2008). This research was motivated by these preceding applications and it aims to compare VTTS estimates produced by the basic and advanced choice models.

Two non-work trip purposes, namely commuting trips and other trips, were modelled in the last UK VTTS study by AHCG (1999) and Mackie et al. (2003). For this research, only commuting trips were modelled to narrow the focus such that different MMNL modelling techniques can be exploited to investigate the differences in VTTS due to advanced choice modelling. It should be noted that this research primarily focuses on the comparison of choice modelling methods and is independent of the official VTTS updates being undertaken by the UK Department for Transport at the time of writing.

The remainder of this paper is organised as follows. Section 2 first presents an overview of the mixed logit model concepts. Section 3 summarizes the MNL model specification and findings from the 2001 UK VTTS study. Section 4 provides a summary of MMNL model results and discusses issues involved throughout the modelling process. Section 5 concludes.

2. Theoretical Underpinnings

2.1. MMNL model

The main motivation of the probability mixture model is to mix up different standard and restrictive functions to generate more flexible functions (Walker and Ben-Akiva, 2011). For mixed logit, probability distribution takes integrals of logit probabilities over a density imposed by researcher. It is expressed as:

\[
P_{ni} = \int L_{ni}(\beta) f(\beta) d\beta
\]

(1)

Where \( L_{ni}(\beta) \) is the logit probability for decision maker \( n \) who chooses alternative \( i \) amongst \( j \) alternatives. This logit probability is evaluated at parameter \( \beta \) and \( f(\beta) \) is a mixing density distribution. Assuming the systematic part of utility takes into a linear form of \( V_{ni}(\beta) = \beta' x_{ni} \), the MMNL probability thus becomes:

\[
P_{ni} = \int \left( \frac{e^{\beta' x_{ni}}}{\sum_j e^{\beta' x_{nj}}} \right) f(\beta) d\beta
\]

(2)

The MMNL logit probability is effectively a weighted average of the logit formula weighted by the mixing density \( f(\beta) \) (Train, 2009). There are two types of MMNL model specifications, namely, random coefficient logit (RCL) and error component logit (ECL) models. They are mathematically equivalent in modelling terms but differ in their functional forms. RCL model is a more commonly used structure which is more suitable for this research to capture random taste variation by assuming the parameter vector \( \beta \) randomly distributed according to a mixing distribution. On the other hand, ECL model is mostly specified to model appropriate substitution pattern by allowing inter-alternative correlation.

The mixing function \( f(\beta) \) could be a continuous or discrete distribution. Continuous distribution is commonly used for discrete choice analysis using MMNL but the integrals in choice probability are not in closed-form. As such,
simulation is required which could require long computing time (Ben-Akiva and Bolduc, 1996; Hensher and Greene, 2003; Hess, 2005; Revelt and Train, 1998; Revelt and Train, 2000). Furthermore, the process of finding the “true” mixing distribution is not straightforward, which is described further in this paper. Recently, the use of discrete mixing distribution is emerging as a substitute of the continuous mixture model, which has primary advantage over continuous logit mixture model as its probability distribution does not require an integral (Hess, 2012).

MMNL also accommodates correlation between repeated choices (i.e., panel data) in a priori treatment. This property is important for this research since survey respondents always provide multiple responses in the stated choice (SC) experiment. MMNL incorporates panel data effect by a product of logit formulas in the integrand for each time period (i.e., all the SC games participated by a respondent), instead of calculating simply one logit formula at time (Train, 2009). This panel data treatment is superior to the re-sampling techniques (e.g. jack-knifing, bootstrapping) that were used in the past for ex-post correction of repeated choices. It is noted that AHCG incorporated the first-ever ‘jack-knife’ error correction for VTTS valuation in 1999 (Daly et al., 2014).

2.2. Empirical valuation of VTTS

In discrete choice analysis, VTTS can be computed by taking the ratio of the partial derivatives of the marginal utility of time and cost:

\[ VOT = \frac{\partial V}{\partial TT} \frac{\partial TT}{\partial TC} \]

Where V is the systematic part of utility, TT is the travel time attribute and TC is the travel cost attribute. In a typical utility function with linear-in-attributes and fixed-taste coefficients: \( V = \beta_{TT} TT + \beta_{TC} TC \), VTTS can be computed as \( \beta_{TT}/\beta_{TC} \), which is the marginal rate of substitution between travel time and cost at constant utility, or in other words, the willingness-to-pay to increase travel time in one unit. It has been assumed that the derivative of the random error with respect to travel time TT and travel cost TC is zero, which means all the effects of travel time and cost are captured in the systematic part of utility (Hess et al., 2005).

In choice analysis using RCL model, time and/or cost coefficients are now random coefficients with a distribution which means the willingness-to-pay (WTP) indicator is also a distribution itself. Problem arises when cost coefficient enters as denominator in the WTP calculation. Typically simulation technique is employed to estimate the WTP when both time and cost coefficients are random coefficients. Depending on the distributional assumption of the cost coefficient, the WTP may or may not have finite moments (Daly et al., 2012).

3. Current UK VTTS

3.1. 1994 stated choice survey design

The current UK VTTS were estimated based on the 1994 stated choice experiment conducted by Accent Marketing and Research and Hague Consulting Group (AHCG), which surveyed 766 respondents in total. These respondents were segregated into 12 different groups, separating the respondents into three road user types and four different distance bands. 8 pairwise comparisons between time and cost variables were set out for each questionnaire based on the relative changes to current journey (i.e., \( \Delta c, \Delta t \)). In one of the alternatives, each of \( \Delta c, \Delta t \) is set to zero. 9 attribute levels were allocated for \( \Delta t \) (-20,-15,-10,-5,-3,+5,+10,+15,+20min) while a wide range of values between -300p and +300p were distributed with majority within the range between -100p to 100p. A detailed summary of the experiment design specification was provided in Bates and Whelan (2001).

3.2. 1999 and 2003 VTTS valuations

An international seminar was held in 1996 to discuss the findings of the VTTS valuation conducted by AHCG following the data collection effort. The output of the VTTS valuation by AHCG was published in 1999 alongside independent reviews by John Bates, Tony Fawkes, Mark Wardman and Stephen Glaister (AHCG, 1999). In 2001,
Institute for Transport Studies (ITS) at the University of Leeds was commissioned to review the original work conducted by AHCG. This review resulted in six working papers with a new set of VTTS re-estimated using MNL model on the AHCG dataset. Although findings from the 1999 AHCG report have been significantly updated by Leeds ITS in 2001, it should be noted that the experimental design and VTTS valuation techniques were considered as state-of-the-art at the time (Nellthorp et al., 2001). The final choice model recommended by Leeds ITS was named the “Elasticity Model” (Mackie et al., 2003, Table E14a), which has the following utility formulation:

\[
V = \beta_C \cdot \Delta C \cdot \left( \frac{Cost}{AvgCost} \right)^{\lambda_{Cost}} \cdot \left( \frac{Inc}{AvgInc} \right)^{\lambda_{Inc}} + \beta_T \cdot \Delta T \cdot \frac{Inertia \cdot InertiaDummy}{Inertia Term} \tag{4}
\]

Where:

\[
\Delta t = \text{sign}(\Delta t) \cdot \{ |\Delta t| \cdot [ |\Delta t| \geq \theta ] + \theta \left( \frac{|\Delta t|}{\theta} \right)^m \cdot [ |\Delta t| < \theta ] \}
\]

\[
Inertia_{Dummy} = 1 \cdot [\Delta t = 0 \text{ and } \Delta c = 0]
\]

\[
AvgCost = 100p \text{ and } AvgInc = £35K (1994 prices)
\]

\[
\lambda_{Cost} = \text{Cost Elasticity}
\]

\[
\lambda_{Inc} = \text{Income Elasticity}
\]

Based on this utility function, the value of time can be derived using the following expression:

\[
VOT = \frac{\partial V}{\partial \Delta t} = \frac{\beta_T}{\beta_C} \cdot \left( \frac{Cost}{AvgCost} \right)^{-\lambda_{Cost}} \cdot \left( \frac{Inc}{AvgInc} \right)^{-\lambda_{Inc}} \tag{5}
\]

This utility function was formulated in particular to address the three long standing issues with respect to the VTTS valuation, which are further described in the following sections. These three effects are:

- Sign of the VTTS – WTA (willingness-to-accept) is much higher than WTP
- Size of the VTTS – VTTS is much smaller for small travel time savings
- Interactions between VTTS and journey covariates

3.2.1. Sign effect of VTTS

The nature of the sign and size effects of VTTS and their implications in appraisal evaluation have been investigated by researchers for many years (e.g. Welch and Williams, 1997). These effects create practical challenges in conventional appraisal system, as significant portion of the time savings perceived by travellers due to a typical road improvement scheme will be excluded if small travel time savings are valued lower than the standard VTTS. The advantage of an appraisal system this is reversibility (i.e., gains equal losses) was also reiterated by Fowkes (2010) and Mackie et al. (2003).

With respect to the sign effect, AHCG reported losses that were valued almost twice as high as gains, and time changes were valued more than small changes. This study attributed the size and sign effects to the short-run nature of the SC experiment and anticipated that these effects would vanish in the longer run and hence averages of the coefficients were recommended. AHCG’s finding about the sign effect was challenged by Leeds ITS in 2001. It was found that ratios between gains and losses for quadrants 2 and 4 in the indifference curve (i.e., tradeoffs that involve comparison with current position) are substantially higher than ratios for quadrants 1 and 3 (i.e., tradeoffs do not involve comparison with current position). By specifying a dummy “inertia” term for options that referenced to current journey, the ratios between gains and losses are substantially reduced and became fairly symmetrical (Bates and Whelan, 2001). To certain extent, this was a practical solution that explained the task-simplifying nature of SC respondents, supported by model results which are similar to an earlier VTTS study in Sweden (Dillén and Algers, 1999). This finding was later challenged by Gunn and Burge (2001) who showed that the inertia term did not completely remove the asymmetry issue by using the same AHCG dataset. Similarly, Van de Kaa (2005) also found
that inertia bias itself could not explain the loss aversion effect modelled in the Dutch VTTS study, which produced very similar experimental design and outcomes as in the UK VTTS study.

Recently, researchers in the field of choice modelling have generally accepted the prospect theory (Kahneman and Tversky, 1979) which states that the gains–losses asymmetry in the value function are attributed by departures of decision-making from reference points instead of states (Stathopoulos and Hess, 2012). There are recent methodological advances developed by De Borger and Fosgerau (2008) to recover a ‘reference-free’ value of time as an average of WTP and WTA, based on an essential assumption of symmetric damping rates of time and cost in the value functions. While this new approach provides new direction in explaining loss aversion in VTTS estimation, it is also noted by Daly et al. (2014) that the averaging method to recover the ‘reference-free’ value of time is somewhat similar to the averaging method for gain and loss coefficients incorporated in the past studies. In retrospect, the inertia term specified in by Leeds ITS in 2001 could not fully explain the gain-loss behaviour based on recent consensus amongst researchers. This research, however, has retained such model specification to enable a consistent comparison of VTTS results produced by the MNL and MMNL models.

3.2.2. Size effect of VTTS

The 2001 Leeds ITS review drew similar conclusion as AHCG on the size effect, that VTTS is increasingly discounted below 10min. A “tapered” indifference curve was then estimated to represent the level of discount for time changes between a threshold $\theta$, and was coined as “perception effect”. A grid search was undertaken to estimate the parameter $\theta$ and $m$, which were found to be 11 minutes and 2.09 respectively. The indifference curve for commuting trips that incorporates the “perception effect” is shown below:

It is noted by Mackie et al. (2003) that the issue with small time savings is mostly due to the nature of SC experiment, as respondents are not able to visualize the use of the small time savings in the short-run. In longer term however, people will be able to adjust schedule to accommodate the time savings. Daly et al. (2014) recommends researchers to exploit rich RP dataset available brought by advances in data collection methods. To summarize, there is no particular straightforward solution to deal with the size effect of VTTS to date.
3.2.3. Journey cost covariates

The recommended model by Leeds ITS in 2001 also includes continuous interaction between cost and the journey cost covariates income level and journey distance. The original idea was to isolate the “budget effects” on VTTS, based on observations of coefficients in discrete segmentation that higher income households show much higher VTTS. In the actual formulation, current journey cost is used as proxy of journey distance since the SC experiment did not collect distance information. This elasticity model allows deterministic taste heterogeneity, which is not only desirable for interpretation issues but also could also be advantageous in model estimation to random coefficient approaches for large dataset (Hess et al., 2008). It appears that the only drawback is concerning the non-linearity that might cause model estimation issue.

4. Model Re-estimation

4.1. Methodology

A continuous MMNL model within a random coefficient framework was implemented in this research. This is not the only advanced choice model as there are a few other options that could be more desirable (e.g. latent class model, see Hess et al. (2011)). However, this continuous RCL model is the most commonly used advanced choice model for understanding taste heterogeneity (Hess, 2012). By implementing RCL, the VTTS valuation is estimated parametrically in this case. Alternatively, modellers could also estimate VTTS using a non-parametric approach, in which no specific distributional assumption on the random error term is made by making hypothesis that disturbances follow very general properties (Ben-Akiva and Lerman, 1985). This non-parametric procedure was applied in VTTS studies in Denmark and Sweden recently (Börjesson et al., 2012, Fosgerau, 2006, Fosgerau, 2007). One of the greatest benefits of non-parametric estimation is to ease the drawback from parametric analysis that misleading conclusions might be drawn when there is not enough data supporting the range of distribution (e.g. estimation primarily based on the tail of a distribution). However, non-parametric estimation is relatively cumbersome when the model specification includes several journey covariates simultaneously (Börjesson and Eliasson, 2014). Therefore, non-parametric estimation is not straightforward for the VTTS valuation if we follow the model set out in Mackie et al. (2003) that includes both income and distance as journey cost covariates.

4.2. MMNL in preference space

4.2.1. Distributional assumptions

The pitfalls of incorporating inappropriate distributional assumptions of the random coefficients were discussed at length by Hensher and Greene (2003) and Hess et al. (2005). For VTTS valuation, the occurrence of counter-intuitive sign of the time or cost coefficients (i.e. positive sign) is problematic in particular as it contradicts to most economics theories. That being said, this is less of an issue for this research since VTTS is positive by design in the SC questionnaire by enforcing trading-offs of time and cost such that respondents could only choose between time increase or cost decrease (Bates and Whelan, 2001). This implies that time and cost coefficients must be negative, and hence any a priori statistical distributions that generate positive time or cost sensitivities must be rejected. Amongst the standard statistical distributions, lognormal and Johnson Sb are the best options to impose strict sign assumptions for the choice analysis. Nevertheless, standard normal, symmetrical triangular and uniform distributions for random coefficients were also tested to examine the sign of coefficients estimated. The distributional assumptions that were applied in Biogeme (Bierlaire’s Optimization package for GEV Models Estimation) for this research are briefly described below:

- **Lognormal** – it facilitates strict (negative) sign assumption by placing negative sign before exponential but the long tail is not desirable as VTTS might be skewed by exceptionally large coefficients; it might
also lead to computational and model convergence issues (Hess et al., 2006); $c$, which is a draw from lognormal distribution can be expressed as:

$$c \sim N(\mu, \sigma^2) = e^\xi$$

- **Johnson Sb** - it can be bounded and thus overcomes the long tail issue with lognormal distribution while maintaining the tight sign control; it is also the most flexible distribution in terms of the shape, which is controlled by 4 parameters in total (with two additional parameters for range and offset):

$$c = a + (b - a) \cdot \frac{e^\xi}{e^\xi + 1}$$

Where $c$, a random draw from Johnson Sb distribution, is bounded between $a$ and $b$ (Hess et al., 2006)

- **Normal** - there is problem with the sign interpretation of the coefficients for unbounded distribution

- **Uniform** – specified with lower endpoint $a$ and range parameter $b$; there might be sign issue when $b$ is greater or equal to zero

- **Symmetrical triangular** - specified as summation of two uniform distribution; bounded to both side and hence avoid the long tail issue; sign issue when $b$ is greater than zero

Unbounded distributions were not tested due to software limitation at the time of study. In terms of VTTS calculation, Monte Carlo simulation was required for most statistical distributions when both numerator and denominator are randomly distributed except for lognormal distributions. One million random Monte Carlo draws were assigned each time for computing the VTTS ratio. Since division between lognormal distributions results in a lognormal distribution, VTTS can be computed analytically (de Dios Ortúzar and Willumsen, 2011) instead of carrying out Monte Carlo simulation:

$$VOT \sim \log N \left( e^{\left(\frac{(u_x-u_y) + \sigma_x^2 + \sigma_y^2}{2}\right)}, e^{\left(\frac{(u_x-u_y) + \sigma_x^2 + \sigma_y^2}{2}\right)} \sqrt{e^{\sigma_x^2 + \sigma_y^2} - 1} \right)$$

### 4.2.2. Model convergence issue

Another important consideration in RCL modelling is how many draws should be used in the simulation. Unfortunately there is no clear answer to this and the amount of draws required depends on dataset and model specification. It appears that at least 200 Halton draws should be set out as indicated by Chiou and Walker (2007). Multiple runs with different number of draws were undertaken to check the model convergence (i.e. stable Log-likelihood (LL) and VTTS) in this study.

Results of the model convergence assuming lognormal distribution for both time and cost coefficients are very worrying however as shown in Table 1. A range of draws from 100 to 1,250 Halton draws were used for this convergence test. It can be seen that this RCL model estimates a wide range of VTTS varying from 5.7p/min to 9.3p/min. Final LL estimates are relatively stable varying between -2,425 and -2,430, except for model run with 750 Halton draws that results in a LL of -2,456. Clearly, the model did not converge with 1250 Halton draws. It was also experienced that the Bison version of Biogeme could not complete any model runs with more than 1,250 Halton draws with this model specification. As such, model runs were undertaken using PythonBiogeme, which is a python version of Biogeme that allows parallel computing and more flexible model specification (Bierlaire and Fetiarison, 2009).

Table 2 shows that even pushing number of Halton draws from 2000 to 7000 using the PythonBiogeme, the RCL model with log-normally distributed random time and cost coefficients still could not converge as VTTS varies between 5.6p/min to 8.3p/min.

There is an interesting “cyclic” pattern emerged: LL’s are the highest with 4000 and 7000 draws and an average LL around -2,430 while VTTS estimates revolve around 7p/min to 8p/min. LL’s are the lowest with 3000 and 6000 draws and an average LL and VTTS at around -2,455 and 5.5p/min respectively. This problem could be related to the complicated non-linear formulation that produces log-likelihood functions which are not globally concaved. Amongst these model estimated using different number of draws, the lognormal RCL with 5000 draws was adopted as it results in fairly good LL at one of the LL “peaks” as well as a relatively averaged VTTS of 7.13p/min.

Comparing the RCL model results with lognormal and Johnson Sb distributional assumptions for random coefficients, Johnson Sb distribution provides more robust model fit as indicated by better LL and $\tilde{\rho}^2$. This model...
goodness-of-fit improvement comes at very high computing cost though. The model estimation for 100 Halton draws using Johnson Sb distribution was completed in 4.5 hours while it simply takes 3 hours only to estimate a lognormal RCL model with 1250 Halton draws. Also, attempts were made to add more draws for testing Johnson Sb distribution; however, model did not converge even after very long run time, revealing significant computational challenges in implementing Johnson Sb distributions for complex non-linear formulation.

### Table 1. Model convergence test for RCL-Lognormal (100 to 1250 draws)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>100 draws</th>
<th>250 draws</th>
<th>500 draws</th>
<th>750 draws</th>
<th>1000 draws</th>
<th>1250 draws</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta - N(Time) - \mu$</td>
<td>-1.950 (-23.3)</td>
<td>-1.810 (-21.5)</td>
<td>-1.980 (-18.5)</td>
<td>-1.970 (-12)</td>
<td>-1.980 (-22.1)</td>
<td>-1.850 (-21.6)</td>
</tr>
<tr>
<td>$\beta - N(Time) - \sigma$</td>
<td>0.888 (13)</td>
<td>-0.664 (-8.6)</td>
<td>-0.909 (-3.2)</td>
<td>0.471 (1.6)</td>
<td>0.987 (10.2)</td>
<td>0.677 (8.8)</td>
</tr>
<tr>
<td>$\beta - N(Cost) - \mu$</td>
<td>-3.230 (-38.9)</td>
<td>-3.130 (-34.4)</td>
<td>-3.210 (-35.2)</td>
<td>-3.260 (-33.6)</td>
<td>-3.220 (-36.6)</td>
<td>-3.110 (-35.4)</td>
</tr>
<tr>
<td>$\beta - N(Cost) - \sigma$</td>
<td>-1.030 (-12)</td>
<td>0.928 (14)</td>
<td>0.904 (9.2)</td>
<td>-0.820 (-4.4)</td>
<td>-0.998 (-11.3)</td>
<td>-0.936 (-13.6)</td>
</tr>
</tbody>
</table>

| $\gamma$ | | | | | | |
| $\lambda$ | | | | | | |

### Table 2. Model convergence test for RCL-Lognormal (2000 to 7000 draws)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>2000 draws</th>
<th>3000 draws</th>
<th>4000 draws</th>
<th>5000 draws</th>
<th>6000 draws</th>
<th>7000 draws</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta - N(Time) - \mu$</td>
<td>-1.880 (-21.1)</td>
<td>-1.990 (-14.2)</td>
<td>-1.920 (-21.6)</td>
<td>-1.920 (-21.5)</td>
<td>-1.990 (-14.5)</td>
<td>-1.880 (-20.7)</td>
</tr>
<tr>
<td>$\beta - N(Time) - \sigma$</td>
<td>0.859 (12.5)</td>
<td>0.515 (2.5)</td>
<td>0.746 (8.5)</td>
<td>0.755 (7.6)</td>
<td>0.512 (2.5)</td>
<td>0.857 (9.8)</td>
</tr>
<tr>
<td>$\beta - N(Cost) - \mu$</td>
<td>-3.190 (-37.8)</td>
<td>-3.260 (-34.3)</td>
<td>-3.160 (-37.1)</td>
<td>-3.170 (-36.1)</td>
<td>-3.260 (-34.3)</td>
<td>-3.180 (-37.9)</td>
</tr>
<tr>
<td>$\beta - N(Cost) - \sigma$</td>
<td>-0.940 (-14.3)</td>
<td>-0.792 (-5.5)</td>
<td>-0.935 (-12.4)</td>
<td>-0.927 (-12.2)</td>
<td>-0.792 (-5.6)</td>
<td>-0.939 (-13.9)</td>
</tr>
<tr>
<td>$\gamma$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\lambda$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

An additional step to test whether the lognormal distribution is a “true” distribution through a semi-nonparametric (SNP) estimation was also carried out. This SNP approach, developed by Fosgerau and Bierlaire (2007), first defined a generalized mixing distribution to transform the a priori distributional assumption (i.e. lognormal) using a Legendre
series polynomial. Where more Legendre polynomials are added, the approximation is supposed to increase. Likelihood ratio tests were then carried out to test the base distribution against the generalized distribution. Results from SNP show that both the time and cost coefficients are the “true” mixing distributions in this case.

Table 3. MNL and MMNL model results in preference space

<table>
<thead>
<tr>
<th>Parameter</th>
<th>base MNL</th>
<th>Logn–(time)</th>
<th>Sb–(time)</th>
<th>Norm–(time)</th>
<th>Unif–(time)</th>
<th>Triang–(time)</th>
</tr>
</thead>
<tbody>
<tr>
<td>β-μ (Time)</td>
<td>-0.103</td>
<td>-1.920</td>
<td>4.440</td>
<td>-0.153</td>
<td>-0.154</td>
<td>-0.114</td>
</tr>
<tr>
<td>β-σ (Time)</td>
<td>0.755</td>
<td>-1.620</td>
<td>0.162</td>
<td>0.257</td>
<td>0.153</td>
<td></td>
</tr>
<tr>
<td>β-μ (Cost)</td>
<td>-0.024</td>
<td>-3.170</td>
<td>4.260</td>
<td>-0.049</td>
<td>-0.049</td>
<td>-0.027</td>
</tr>
<tr>
<td>β-σ (Cost)</td>
<td>-0.927</td>
<td>4.680</td>
<td>-0.026</td>
<td>-0.044</td>
<td>0.032</td>
<td></td>
</tr>
<tr>
<td>Sb-Time-λ</td>
<td></td>
<td>6.230</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sb-Cost-λ</td>
<td></td>
<td>0.334</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sb-Time-ξ</td>
<td></td>
<td>-6.290</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sb-Cost-ξ</td>
<td></td>
<td>-0.357</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WTP-μ</td>
<td>4.221</td>
<td>7.133</td>
<td>7.644</td>
<td>-</td>
<td>5.170</td>
<td></td>
</tr>
<tr>
<td>WTP-σ</td>
<td>12.711</td>
<td>13.897</td>
<td></td>
<td></td>
<td>8.614</td>
<td></td>
</tr>
<tr>
<td>λ-Cost</td>
<td>-0.409</td>
<td>-0.287</td>
<td>-0.370</td>
<td>-0.329</td>
<td>-0.331</td>
<td>-0.405</td>
</tr>
<tr>
<td>λ-Income</td>
<td>-0.366</td>
<td>-0.396</td>
<td>-0.418</td>
<td>-0.254</td>
<td>-0.326</td>
<td>-0.384</td>
</tr>
<tr>
<td>m</td>
<td>2.090</td>
<td>1.090</td>
<td>1.230</td>
<td>0.994</td>
<td>0.954</td>
<td>1.170</td>
</tr>
<tr>
<td>θ</td>
<td>11.000</td>
<td>11.000</td>
<td>11.000</td>
<td>11.000</td>
<td>11.000</td>
<td></td>
</tr>
<tr>
<td>β-Inertia</td>
<td>0.900</td>
<td>1.220</td>
<td>1.250</td>
<td>1.250</td>
<td>1.240</td>
<td>1.180</td>
</tr>
</tbody>
</table>

Parameters

<table>
<thead>
<tr>
<th>Observations</th>
<th>4737</th>
<th>4737</th>
<th>4737</th>
<th>4737</th>
<th>4737</th>
<th>4737</th>
</tr>
</thead>
<tbody>
<tr>
<td>Individuals</td>
<td>695</td>
<td>N/A</td>
<td>695</td>
<td>695</td>
<td>695</td>
<td>695</td>
</tr>
<tr>
<td>Final LL</td>
<td>-2691</td>
<td>-2432</td>
<td>-2412</td>
<td>-2444</td>
<td>-2447</td>
<td>-2470</td>
</tr>
<tr>
<td>adj ρ²</td>
<td>0.179</td>
<td>0.257</td>
<td>0.262</td>
<td>0.253</td>
<td>0.252</td>
<td>0.245</td>
</tr>
<tr>
<td>% (+) time</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>14%</td>
<td>20%</td>
<td>3%</td>
</tr>
<tr>
<td>% (+) cost</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>11%</td>
<td>0%</td>
<td>2%</td>
</tr>
</tbody>
</table>

Model estimations software: PythonBiogeme 2.2 (CFSQP)

Model results also indicate that parameter m, which controls the curvature of the VTTS “discount” for small travel time savings, has dropped significantly from 2.1 in MNL to 1.1 and 1.2 in RCL-lognormal and RCL-Johnson Sb models respectively. By definition this m parameter becomes 1 when there is no VTTS “discount” at all. Table 4 and Figure 2 demonstrate the significant reduction of VTTS “discount” for travel time savings smaller than 11 min. For instance, VTTS is estimated to be discounted by 58% at 5 min time savings using basic MNL model but such reduction almost got completely wiped out to 7% only as estimated by RCL model. It implies that the size effect of VTTS is almost negligible in this setup, or is much smaller than what modellers used to think in the past using this AHGC dataset. Further research is required to investigate such reduced size effect.

Table 4. VTTS “discount” for small travel time savings

<table>
<thead>
<tr>
<th>Time Savings (min)</th>
<th>VTTS “Discount”</th>
<th>Time Savings (min)</th>
<th>VTTS “Discount”</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MNL</td>
<td>MMNL Lognormal</td>
<td>MNL</td>
</tr>
<tr>
<td>10</td>
<td>-10%</td>
<td>-1%</td>
<td>5</td>
</tr>
<tr>
<td>9</td>
<td>-20%</td>
<td>-2%</td>
<td>4</td>
</tr>
<tr>
<td>8</td>
<td>-29%</td>
<td>-3%</td>
<td>3</td>
</tr>
<tr>
<td>7</td>
<td>-39%</td>
<td>-4%</td>
<td>2</td>
</tr>
<tr>
<td>6</td>
<td>-48%</td>
<td>-5%</td>
<td>1</td>
</tr>
</tbody>
</table>

* σ - half spread

* U~ (time,cost)
5. Model Re-estimation

This study shows strong empirical evidence of taste variation amongst respondents, as exemplified by the improved LL and goodness-of-fit produced by RCL models. Rigorous tests have been undertaken to examine a range of possible high and low estimates of VTTS. This work recommends the RCL model with lognormal distribution assumed for time and cost coefficients in preference space, which produces good model fit yet providing more superior computing advantage over RCL model with Sb distributional assumptions. Hence, the recommended VTTS is 7.13p/min, which is 69% higher than the current official VTTS of 4.22p/min. A graphical representation of the VTTS changes in relation to journey cost and income is presented in Figure 3.
The re-estimated VTTS for non-working trips presented in this paper is substantially different to the official VTTS estimated in the 2001. Therefore, it highlights the need to update the current appraisal VTTS using a more advanced choice model. Furthermore, with the VTTS estimated by RCL model now becomes a distribution itself, new modelling approach could better utilize this useful information. For instance, modellers can incorporate variation of taste amongst population through micro-simulation approach within an activity-based modelling framework or form very refined VTTS segmentation that closely resembles the VTTS distributional profile to provide more realistic modelling of travel behaviour, in particular for some pricing schemes in transport.

It is also shown that RCL model reduces the parameter $m$ of the “perception effect” to almost one and hence significantly reduces the VTTS “discount” for small travel time savings. This finding challenges the need to reduce or even ignore the small travel time savings entirely for appraisal as in some countries like Germany. Lastly, the significant difference of VTTS outcomes resulted by varying model specifications, distributional assumptions and number of draws demonstrated in this study also encourages decision-makers to set out more stringent guidelines to ensure advanced choice modelling approaches adopted for appraisal evaluation are specified appropriately and applied consistently amongst choice modellers for fair assessment of travel benefits.
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